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Funzioni speciali. — Certain dual series equations involving 
Jacobi polynomials (* (**)>. Nota I di H ari M. S rivastava , presentata (*‘) 
dal Socio G. S ansone .

R iassunto. — L’Autore dimostra che alcuni risultati ottenuti precedentemente da 
N. K. Thakare [Zeitschr. Angew. Math. Me eh., 54 (1974), 283-284] seguono facilmente da 
altri noti risultati.

L’Autore studia poi una generale classe di coppie di serie duali collegate ai polinomi 
di Jacobi.

i. Introduction

Various pairs of dual equations involving, for instance, trigonometric 
series, the Fourier-Bessel series, the Fourier-Legendre series, the Dini series, 
and series of Jacobi and Laguerre polynomials, arise in the investigation of 
certain classes of mixed boundary value problems in potential theory (cf. 
[6], Chapter V; see also [8]); for example, when one makes use of an appro
priate orthogonal series for the axisymmetric solution V (p , z) of Laplace’s 
equation in the semi-infinite cylinder o satisfying the follo
wing boundary conditions:

(1) V (p , 2) -> o as z —> 00 ,

(it) V (a , z) =  o , 0 ^ 2  <00 ,

(m) V (p , o) = / ( p) > o p <  I ,

and
(iv) {?V/9ar} \z=0 =  O , I <  p ^  a .

Dual series equations in which the kernels involve Jacobi polynomials 
of the same indices were first considered by Noble [4], who used Jacobi’s 
original notation:

(1) 5 « {a , X ; p) =  2Fì [— n , a +  n ; X ; p] ,

which can be found, among other places, in the early editions of the book 
by Magnus and Oberhettinger [3]. On the other hand, Srivastav [7] used

(*) This work was supported, in part, by the Natural Sciences and Engineering Research 
Council of Canada under Grant A-7353.

(AMS)  1980 Mathematics subject classifications: Primary 45F10; Secondary 33A65,
42C10.

(**) Nella seduta del 21 aprile 1979.
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Szegö’s notation (cf. [9], p. 62):

(2) Pla,ß> (x) =  ^  2Fj n , oc +  ß +  n +  i ; a +  i ; 1 g * j

in order to solve a special case of Noble’s equations. An account of both 
Noble’s and Srivastav’s solutions can be found in the recent book by Sneddon 
([6], pp. 165-172), where the aforementioned connection has not been stated 
explicitly. {Indeed, from (i) and (2) it follows at once that

(3) Pn ’ß) C1 2 x) —  ̂  ̂ (a +  ß +  1 > +  1 J %) »

which will evidently lead to the fact that Srivastav’s equations are essentially 
a special case of Noble’s equations (with, of course, a — a +  ß +  1 and 
X =  a -j- 1) when [x =  ß +  1/2.}

A generalization of Noble’s equations (cf. [4], p. 363) was considered 
subsequently by Dwivedi [1], whose equations involve Jacobi polynomials 
of different indices in the original notation (1). By elementary changes of 
variables and parameters, using the relationship (3), Dwidedi’s equations 
(i.i) and (1.2) in reference [1, p. 287] (with a — a +  ß +  1 , X — a +  1, 
r  =  8 +  I, and [x replaced by [i +  1) can easily be put in their equivalent 
forms:

(4) %  K  P i-“ w  = /*  w , -  S  » <  * .

(S) X a :
n=0

r
r

(a +  ß — [L n -h 1) 
( a ~ ß ~ 8 '+ ^ T + l ) ~  n (*) =  £*(*)> y  < x  ^  I ,

which would readily correspond to Noble’s equations [4, p. 363] when 8 =  ß. 
Indeed, Dwivedi [1] determined the unknown sequence {Â } in terms of the 
prescribed functions /*  (pc) and g* (x) under the following alternative sets of 
conditions:

^  J (0 a +  ß +  I >  8 >  a >  [x >  — I ; or

 ̂ (it) a +  ß +  I >  8 >  [x >  a — 1 >  — 2 .

{Here A*,/* and g* are suitably related to Dwivedi’s An i f  and g , respec
tively.}

Recently, Thakare [10] solved certain dual Jacobi series equations [using 
Szegö’s notation (2)] , which can at once be rewritten in their equivalent forms:

w  .1  *  p* «  = /*  «  ■
— I x. < y  ,
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(8) V  A* -  r  (a  —  +  0  p(a+ß-8,8) , s _  ,  , v
T(a +  p — 8.+ » + I) “ ■ ( ) ̂ C ) ’y  <  x  ^  I

where, in terms of the symbols used in Thakare’s paper [io, p. 283, Eqs. (1) 
and (2)],

I Aw =  An/{r (a ■— fx -f- /z -f- 1) T (ß -f (x +  +  0  } ?
(9)

f /* (#) = / ( x ) i r  (ß +  1) , and g* (x) = g  (x)/F (oc +  ß — 8 +  i).

Evidently, these last equations (7) and (8) with the parameter [x replaced tri
vially by [x — ß are the same as the dual series equations (4) and (5), whose 
exact solution was given earlier by Dwivedi [1] under two alternative sets 
of conditions in (6) above. Thus it is easy to derive Thakare’s solution (cf.
[10] , p. 284) from either one of Dwivedi’s solutions (cf. [1], p. 289, Eq (2.6); 
see also § 3) by merely making the aforeindicated trivial changes of variables 
and parameters and using the relationship (3). We omit the details involved, 
but remark in passing that Thakare’s solvability conditions [x >  o and 
& — £x — ß >  o are mutually contradictory in the special case S =  ß, consi
dered by Thakare [10, p. 284, § 5], which would obviously reduce (7) and (8) 
to Noble’s equations (and hence also to Srivastav’s equations).

2. G e n e r a liz a t io n  o f  t h e  d u a l E qu ation s (7) an d  (8)

By applying an interesting modification of the familiar multiplying- 
factor technique, developed by Noble [4], we shall consider the problem of 
determining the unknown sequence {Â } satisfying the general dual series 
equations:

(10) V1 a r ( v - + n +  * +  0r(ß+ » + / + !) pft?  e*) = / ( * ) , — I x  <  y  ,

( io
V a  T (X +  ^ +  / +  1) „(y,«) 
à ^ * T " (Ÿ  + n +  / +  !) n+l (x) = g ( x ) , y  < x  ^  I ,

where I is an arbitrary non-negative integer, f i x )  and g (x) are prescribed 
functions, and, in general,

(12) min {a , ß , y , S , X , JJ.} >  — I .

The following results involving Jacobi polynomials will be required in 
the course of our investigation.
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(i) The orthogonality property of the Jacobi polynomials given by 
[cf., e.g., [9], p. 68, Eq. (4.3.3)] ’•

1

(13) J (r — XT  C1 +  x f  (x) P« ,ß> (x) dx

oc+ß+1 r (a +  n +  1) r (ß +  n +  i) 
n \ (a +  ß +  2 n +  i) T (a +  ß +  n +  i)

where is the Kronecker delta.

a >  — I ß>  — I,

a >  o ,

(it) The following convenient forms of the known fractional integrals 
(44) and (43) on page 191 in reference [2]:

I
(H) J (I + x f ( £ — xy>- 1V % *\x)dx

-1

=  B (ß +  n +  i , p) (i +  l f +p P<Tp,I3+p) (Ç) , ß >  — i , p >  o ,

and
1

(15) J ( I — x)a — (x)dx
Ç

=  B (« +  » +  i , a) (I — Q*+° - p ^ - O  (£) , a >  — I 

where B (a , ß) denotes the familiar Beta function defined by

(16)

(tit) For integers m ^  o, we have the derivative formula

(17) D? { (I  — *)“+* p<w~.«-w,)}

= ')" r r (t TrTH r I -*>'P?,B W ■ D- -  .
which follows from the known results (7), p. 264 and (17), p. 265 in reference 
[5], and its complement

D ?{(i +  x f +m (x)}

B(a,  ß) =  « > 0 ,  ß > 0 .

(18)

_  r  (ß +  m +  n +  i) p p(a,3) , v
~  r (ß +  n +  1) ■+■ x) r » W  .

which can be proven by using the known formulas (5), p. 264 and (17), p. 265 
in reference [5].

{Incidentally, since it is fairly well known that [9, p. 59, Eq. (4.1.3)] 

(19) P f ß) ( -  X) =  ( -  I)» P f “' (x) ,
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the integral formulas Q14) and (15) are essentially equivalent, and so are the 
derivative formulas (17) and (18)}.

Now we turn to our series equation (10), multiply it by (l + x f  (Z— x)P+m \  
whre p is a suitable constant and m is a non-negative integer, and then integrate 
both sides with respect to x  over the interval (— 1 , . Making use of the
integral formula (14), we thus have

(20) V  A r  ({A +  n +  / +  1) p(oc—p—m,ß+p+m)
H  n r  (p +  p +*» +  » +  /■+ O n+*

( 1  +  £ )  ^  P m f  r  I n  s^p+m—1 J , \  A

=  r ( p  +  »,) J  (I +  *>

(5)

where —• 1 <  £ <  jy , ß >  — 1, and p +  m >  o.
On multiplying this last equation (20) by (1 +  £)ß+p+m, if we differentiate 

both sides m times with respect to E, using the derivative formula (18), we 
shall get

(21) v  a r  (m- +  n + 1 +  O
h  n r ®  +  p + n  + i +  I)

p(a—p,ß+p) ©

-  D ?I .!<•+*>’ «  — r - v w a » j,

where, as before, —  1 <  £ <  jr , ß >  — 1, and p -j- m >  o, ^  being a non- 
negative integer.

Next we multiply our equation (11) by (1 —x f  and differentiate both 
sides k times with respect to using the derivative formula (17); we thus 
obtain

(22)

=  (-

H a
n=0 

- 0 * 0

r(x + «+ / + i)
r  (y — k +  n +  / +  1)

— x f ~ y D*{(i — x f  g  (x) } ,

pV ’8̂  (0

y  < x

where k is a non-negative integer.
If we multiply the preceding equation (22) by (1 — x)r~k (x — E>)°+k~1} 

where cr is a suitable constant, and then integrate both sides with respect to 
^ over the interval (£ , 1) using (15), we find that

(23>
OO
H a
n—0

__r  (X +  n +  / -j~ 1)
r (y +  cr +  1)

p(Y+0,8-0)In+l ©

=  - — ~r~(g~+1)—
{

where y  <  £ <  1 , y — k >  1, and a +  k >  o, £ being a non-negative integer.

27. — RENDICONTI 1979, voi. LXVII, fase. 6.
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For p =  [A —- ß and g =  X —- y, the first members of equations (21) and
(23) are identical, provided that

(24) a +  ß =  y +  § =  X +  [A ,

and by appealing to the orthogonality property (13), we finally obtain the 
desired solution of the dual series equations (10) and (11) in the form:

, . , _  (»+/ )■! («+  P +  2 » + 2 / + 1 )  r ( a  +  ß'.+ » + /  + I)
n 2 “+ » + ! T Ç K + n + l  +  I) r ( y . + n + /  +  i )

K
T ^ / c - 5)>pW © F ( 0 d6

-  1 
1

+ r txIÿ  + ,6) / (I + 5)“p&” ®G® d5] ■

where, for convenience,
£

(26) F (S) =  D? { [  (i +  x f  d*} ,
-  1

1

(27) G (£) =  J (# —;̂ )X“'r+i-1 D* { (1 — *)V  (at) } dx ,

k , /  ,m  >n are non-negative integers, and in addition to the parametric 
constraints in (12) and (24), we require that

(28) X >  y — k >  — I , [A :— ß H- fyi >  o .

3. C on clu d in g  rem arks

Obviously, when I — o, X =  a -f- ß — [jl and y — a -f- ß — 8, the dual 
series equations (10) and (11) would correspond to Dwivedi’s equations (4) 
and (5), and hence also to Thakare’s equations (7) and (8) if we replace the 
parameter [a by [a +  ß. Thus, under the special cases just stated, our solution 
given by equation (25) would readily yield the results obtained by these earlier 
writers. And indeed, it will lead to the solution of the dual series equations 
considered by Noble [4] when we further set 8 =  ß, and to that of Sri vasta v’s 
equations [7] if, in addition to the aforementioned parametric constraints, 
we set [a =  ß +  \ .

We should like to conclude by remarking further that (by appropriately 
specializing our equations (34) and (35) of Part II of our work) we can easily
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obtain the values of the dual series, considered by Dwivedi [1] and Thakare 
[10], on the intervals over which their values are not already specified. As 
a matter of fact, this important aspect of the analysis to be presented in Part II 
was not given by either of these earlier writers.
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