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G eom etria. —  On a partition o f an Euclidean half-space <* (**)>. N o ta  
di I t a lo  Capuzzo D o lc e t t a  e M assim o L oren zan i, presentata 
dal Socio B. S e g r e .

R iassunto. —• Con metodi geometrici si stabilisce l’esistenza di soluzioni per sistemi 
di complementarità degeneri.

Introduction

T he partition  theorem  for Euclidean spaces due to H. Samelson, R .M . 
T hrall and O. Wesler, see [4] (1), is one of the most im portant results in the 
theory  of com plem entarity since it characterizes the m atrices s f  with positive 
principal m inors am ong those for which the com plem entarity system

I x  >  o

(I) \sfx +  b >  o

\ x i +  b)i =  o , i — I , • • •, n,

has a unique solution for all b e  R n (see [3] for a wide bibliography on the 
subject).

Howevef, in m any interesting cases the system (I) is degenerate, th a t 
is«^  happens to be singular. This is the case, for example, when sé  =  J  — ,
where J  is the identity  m atrix  and & is stochastic. Such a situation occurs 
when an optim al stopping problem  for a M arkov chain is studied by means 
of com plem entarity system  (see [1 ]).

H aving in m ind this situation the purpose of this Note is to obtain a 
partition  theorem  for an half-space of Rn, and then determ ine a class of 
m atrices for which this partition  is possible, characterizing in this way the 
set of all 6 e  R w for which (I) is uniquely solvable.

I. L e t ^  be a n Xn  m atrix , J  the n Xn identity m atrix  and B̂ - a column 
vector belonging to the set {1̂  , — A,-}, where 1̂  and —A j  are the ; th column 
of and — respectively. Let us denote by pos Bn) the cone

n

1
and by K (s/)  the cone U Pos (Bx ,• • -, B„) ,

(*) Partially supported by G.N.A.F.A. of C.N.R. for the first Author and by 
G.N.S.A.G.A. of C.N.R. for the second.

(**) Nella seduta dell’8 maggio 1976.
(1) The numbers in [ ] send to the bibliography at the end of the paper.
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where the union runs all over the 2n possible choices of the ^-tuple (Bx , • • •, Bw), 
Clearly K (sé) coincides with the set of all b e  R n for which (I) has a solution. 
F inally  we denote by K '(sé) the cone

K ( O  — {pos (— Aj , • • • , — A„)} .

From  now on we shall m ake the following assum ption on the m atrix  sé 
of the system (I):

1) rank sé  =  n -— 1,
n

it) the hyper plane n =  Im  (sé) has equation 2  &ix i ~  0, with 
a* >  o , i  — I ,• • - , n. l==1

Observe tha t (H) implies K (sé) c  where tü+ is the closure of the 
positive half-space determ ined by tz.

In  analogy with [4], we give the following

D efin ition  i. The 271 — 1 cones pos (Bx ,• • - , Bw), with  (Bx , Bn) f i
(— A x , • • •, — A n), are a partition of the half space tz+ i f

i) K ' (sé) == 7T+.

ii) The intersection of every pair of distinct cones is exactly the lower 
dimensional cone spanned by the common vectors.

T he following theorem  is an adaptation of the mentioned result of [4] 
to the case of a m atrix  satisfying the assum ption (H); the proof can be 
perform ed along the same line and is therefore omitted.

Theorem i. The following conditions are equivalent'.

1) The 2n — I cones pos (Bx , • • - , Bn) are a partition of n+.

2) For every choice of B^ , j  =  1 , • • - , n — 1, with B̂ - 7^ — A j fo r  some j ,  
the hyper plane spanned by those vectors separates the two vectors of J  and  — sé  
corresponding to the omitted index.

3) I f  Iß is the m atrix whose columns are the vectors Bx , • * •, Bn , then 
sign det $  — (— i) s, where s is the number of the — A /s  among Bx , • • - , B^.

4) The principal minors of sé up to the order n — 1 included are positive.

C0 ROLLARY. I f  one of the fo u r  equivalent conditions in Theorem 1 is sati­
sfied, then the system (I) is uniquely solvable fo r  all b e  tu+.

Proof. It is enough to observe tha t tc+ =  Yd (sé).
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2. In  this section we look for a condition which perm its us to apply 
the previous Theorem  1. Precisely, we consider the following problem:

Given n vectors A x , • • •, A n on an hyper plane tc a  of equation
n

2  x % — o , olì > o fo r  every f, is the matrix sd whose columns are A 1 , • • •, A n 
i = 1
(not necessarily in this order) such that K ' (sd) is a partition of tt+? ”

To answer this question we introduce the cones , i =  1 , • • •, n, 
defined by

=  {  V  G  TC /  v  =  2  A j  , \ j  >  o } .

D e f i n i t i o n  2. The n cones are a partition of tu i f

n
=  U K*.

% — 1

PROPOSITION 1. The following conditions are equivalent:

1) The n cones are a partition of tc.

2) Each (n — \)-tuple of vectors A* is linearly independent and the 
linear space spanned by any n — 2 among the A (s  separates the other two.

3 )  -A-i ^ K-i ) t  I , * * * , f t *

n

4) 2  A *  =  0 f or some >  0, ? =  I , • • - , n.
i =  1

Proof. The following implications are obvious: 1) =» 3) .«==»'4). Let us 
show then th a t 3) =>2) => 1); observe th a t 3) implies th a t each (n — i)-tuple 
of A /s  is linearly independent. If  one assumes tha t an (n 2)-tuple exists 
which does not separate the other two, say A 1 and A2, it would follow that 
— A x is separated from A 2, th a t is Ax cannot belong to Kx, which is a contra­
diction.

Secondly, if 2) holds, suppose th a t the cones are not a partition of tu.
n

T hen the boundary of 7t — (J K* is determ ined by (n — 2)-dimensional faces
i = 1

of certain cones. Consider one of these faces: this separates the rem aining two 
vectors, say A x and A 2. Each interior point of this face will be also interior 
to the cones spanned by the face and Ax , A 2 respectively. T hen, such a

n n
point would belong to tc — ( J  K^, therefore tc =  U k 4.

i=l i = 1

Let (Cx , Cn) and (A1) -- >, A n) be two ^-tuples of vectors of tc both 
satisfying one of the equivalent conditions of Proposition 1; denote by 
and K i , i =  1 , • • - , n, respectively, the cones associated to the two ^-tuples 
and  let us fix an ordering for the vectors C*.

41. — RENDICONTI 1976, vol. LX, fase. 5
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D e f i n i t i o n  3. The two n-tuples (Q  , • • •, Cn) , (Ax , • • •, A n) are said
â

to be congruent i f  there exists a permutation of the A  Is such that A^g H ; ,
o

i =  I , • • •, n; or, equivalently, G K i , i ~  1 , • * *, n.
n

PROPOSITION 2. Let tc be an hyperplane of Rw of equation 2  °>
Ì —- 1

with cl i >  o. Then the vectors C i , i =  1 , • • •, n, obtained by orthogonal projec­
tion on tu of the vectors 1^, determine a partition of n.

Proof. For every choice of n — 2 vectors among Q  , • • - , CW, the linear 
variety spanned by those is exactly the intersection of tu with the hyperplane 
spanned by the n -— 2 I / s  corresponding to the C /s  and the norm al vector 
to 7c. This hyperplane separates the two rem aining vectors, say and I2,

O ^
since by the assum ption on 7u, its norm al lies in R ?p . Consequently, their pro­
jections too are separated by the linear variety. Then, by ii) of Proposition 1 
the thesis follows.

T h e o r e m  2. Let (A1, • • *, A n) be a n-tuple of vectors in n. Assume that 
(Aj , • • •, A n) satisfies one of the equivalent conditions of Proposition 1 and that 
(A1 , • • •, A n) is congruent to the n-tuple (C1 , • • •, C„) of the orthogonal projec­
tion on iz of the vectors Ix, • • - , l n . Then, K ' (sd) is a partition of tu+, where sd 
is the matrix whose columns are the A /s ,  i =  1 , • • • ,  n, in a suitable ordering.

Proof. W e shall m ake use of condition 2) of Theorem  1. To this purpose 
consider, w ithout loss of generality, the n — 1 vectors A 2 , • • •, A k , lk+1 , • • •, l n. 
Let tu' be the hyperplane spanned by them  and p =  7u n  tP. By assum ption,

Cx G Kj and Cj will belong to one of the two half-hyperplanes determ ined 
by p. O f course, A x will be in the other half-hyperplane, since (<A1 , • • •, A n) 
is a partition of 7u. It necessarily follows then rzr separates Ix from Ap the 
theorem  is therefore proved.

3. Let us apply now the results of the previous sections to the com ple­
m entary  system  (I). Let 0* be an irreducible non negative m atrix, th a t is all 
its entries p ^  are non negative and does not exist a perm utation m a­
trix  PM such tha t

O

where; , i — 1 , 2 ,  is a square m atrix  of order 1 <1m i <.n i (see [5]).
n

Let Q) denote the diagonal m atrix  with d i = ^ l p ik , i =  1 , • • •, n, at posi­
c i

tion ( j f i ) .  T he irreducibility of a non negative m a tr ix ^ 3 has been charac-



I. C APUZZO D o lc e t t a  eM . LorenZANI, On a partition o f an Euclidean, ecc. 6 2 7

terized by I.M . C hakravarty  (see [2]) in term s oi sd ^  0 — we recall 
his result in a slightly different but equivalent form, using our terminology:

A non negative matrix 0 is irreducible i f  and only i f  sé =  0 — 0 satisfies 
the assumption (H).

T h e o r e m  3. I f  0 is a non negative irreducible m atrix , then K/ (0 — 0') 
is a partition of tc+, where tz =  Im  (0 — 0).

Proof. The thesis will follow from  Theorem  2 once it is shown th a t the 
^-tuple of the column vectors (— A 1 , • • • , — A n) of — s d {1) is congruent 
to the ^-tuple (Cx , • • •, Cn) of Proposition 2, that is we have to show that

o
—A* e Hi , i =  I , n.

Consider the hyperplanes izi} i =  1 , • • •, n, spanned by the vectors 
Ii , I^_! , I^+1 , • Iw, and their intersections 7z,t with tz which are linear 
varieties of dim ension n — 2.

To be clear we look at the case where i =  n. Then the linear variety 
ill separates Q  from the rem aining C /s, i =  1 , • • •, n — 1. In  the semi­
hyperplane determ ined by izn containing H n, the linear varieties tz[ bound a

o
closed convex cone contained in Hn . M oreover this cone is the intersection 
of tz w ith the orthant of Kn whose elements have non negati ve components 
except for the nth which is strictly negative.

Since the entries ain of sd are non positive for i f  n and strictly positive 
for i =  n, because 0 is irreducible, it follows that —• A n has non negative 
components except for the nth which is strictly negative. But this m eans

O '
th a t — A n e H w. Sim ilar reasoning goes on for i f  n and the theorem  is 
p roved.

COROLLARY 1. I f  0 is a non negative irreducible matrix , then all the prin ­
cipal minors of sd — 0 ■— 0 up to the order n  — 1 included are positive.

Proof. It follows from 4) of Theorem  1.

COROLLARY 2. I f  0 is a non negative irreducible matrix then the comple­
mentary system

( x ~> o

U 0 — 0) x  +  b >  o

[ x i {{0 — 0) X  +  b)i =  o , i =  i , • • •, n,

has a solution fo r  all be  R n such that
n 

i = 1

(1) Observe that in this case the order of the A /s is fixed.
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where the oq are the positive coefficients of the equation of it =  Im  iff) — PE).
n

We observe that, if 2  >  °  there exists a unique solution as follows
i = 1 n

from the Corollary of Theorem  i; if 2  =  °> there is an infinite num ber
Ì = 1

of solutions, as it is easy to check.
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