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Introduction

The notion of heat kernel has long represented an essential milestone in the development

of the theory of parabolic partial differential equations. It is widely known, for example,

that the Laplace operator ∆ on RN has the explicit kernel

p∆(t, x, y) = (4πt)−
N
2 e−

|x−y|2
4t , t > 0, x, y ∈ RN , (1)

so that the heat equation ∂tu−∆u = 0, u(0) = f has, for suitable initial data f , the explicit

solution

et∆f(x) =

∫

RN
p∆(t, x, y)f(y) dy. (2)

The properties of heat kernels play a fundamental role in approaching several important

questions of different sections of analysis. For instance, based on (1) and (2), one can derive

all the main inequalities of the theory of Sobolev spaces, in particular the Sobolev inequality

‖f‖ 2N
N−2
≤ C‖∇f‖2,

and the Nash inequality

‖f‖2+ 4
N

2 ≤ C‖∇f‖22 ‖f‖
4
N
1 ,

which are valid for every f ∈ C∞c
(
RN
)
.

It appears clear that one of the most significant problems becomes to determine whether

the heat kernel of a general elliptic operator admits some Gaussian bounds. From an upper

estimates one can infer, for example, Lp−Lq estimates, the analyticity of the semigroups in

Lp for any 1 ≤ p ≤ ∞, the p-independence of the spectrum, a bounded functional calculus,

whereas a lower Gaussian bound is intimately related to some Harnack inequality for the

solutions. For a detailed survey on the topic we suggest the classical books by Davies [23],

Grigor’yan [35], Ouhabaz [67], Saloff-Coste [70] and references therein.

Historically the starting point of the theory was a 1967 paper of Aronson [6], where

the author, using Moser’s parabolic Harnack inequality [62], proved that if the Laplacian is
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replaced by a real elliptic operator A = div(a(x) · ∇) satisfying λI ≤ a(x) ≤ ΛI, then its

heat kernel pA satisfies

C1t
−N

2 e−c1
|x−y|2

t ≤ pA(t, x, y) ≤ C2t
−N

2 e−c2
|x−y|2

t .

Since then, different proofs of this result appeared in literature, each one revealing a

different aspect of the theory, especially its deep connection with the ideas developed by De

Giorgi [25, 1957] and Nash [64, 1958] for the regularity of elliptic and parabolic equations

and by Moser [62, 1964] for the Harnack inequalities. We mention the proof by Davies [22]

based on a perturbation method (the ”Davies’s trick”) together with logarithmic Sobolev

inequalities, the one by Fabes and Stroock [30] using earlier ideas of Nash and the one by

Coulhon [19] based on Moser’s iteration technique (see also [8], [72]).

Nowadays Gaussian estimates have a compelling formulation in several branches of

Mathematics, for example in the context of weighted Riemannian manifolds. Let (M, g)

be a complete Riemannian manifold equipped with a measure µ = φdν, where dν stands

for the Riemannian measure and φ is a smooth positive weight. If ∇g is the Riemannian

gradient, the associated Laplacian A = φ−1div (φ∇g) is a self-adjoint operator on L2(M, µ)

and its heat kernel, when it does exist, is the positive function pA(t, x, y) which is defined

for t > 0, x, y ∈M and satisfies

etAf(x) =

∫

M
pA(t, x, y)f(y)µ(y), f ∈ L2(M, µ).

In many favourable cases, one tries to realize if pA satisfies the two-side Gaussian estimate

pA(t, x, y) ' C√
V (x,

√
t)V (y,

√
t)
e−

dg(x,y)
2

ct , t > 0, x, y ∈M. (3)

Here V (x,
√
t) is the measure of the geodesic ball B(x,

√
t), dg is the Riemannian distance

induced by g and ' means that both upper and lower inequalities hold for possibly different

constants C, c > 0.

For the sake of completeness we summarize below the inspiring ingredients which usu-

ally occur in the derivation of (3).

Regarding the upper inequality, the crucial key is the derivation of the on-diagonal upper

bound

pA(t, x, x) ≤ C

V (x,
√
t)
, t > 0, x ∈M. (4)

The general theory, indeed, allows to automatically improve (4) into the upper bound of (3):

some known methods are the Davies perturbation method [22, 23], the integrated maximum
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principle [34, 36], the finite propagation speed for the wave equation [74] and an approach

based on suitable Phragmén-Lindelöf theorems [21].

Typically one requires a control over the growth of V , namely the doubling condition

V (x, 2r) ≤ CV (x, r), r > 0, x ∈M. (5)

In this manner (4) becomes equivalent to some generalized local Faber-Krahn inequality

[35]. In the uniform case, the estimate p(t, x, x) ≤ θ(t) can also be characterized in terms

of Log-Sobolev [22, 23] or Nash type inequalities [20]. In particular, in analogy with the

euclidean case, when V (x,
√
t) has polynomial growth V (x,

√
t) ' ct

d
2 , with d > 0, (4) is

equivalent to each of the following properties (see for example [35, Corollary 14.23]):

• The ultracontractivity of etA: ‖etA‖1→∞ ≤ Ct−
d
2 .

• The Nash inequality: ‖f‖2(1+ 2
d

)

2 ≤ C‖∇gf‖22 ‖f‖
4
d
1 , for every f ∈ C∞c (M).

• The Sobolev inequality: (if d > 2) ‖f‖22d
d−2

≤ C‖∇gf‖22, for every f ∈ C∞c (M).

• The Log-Sobolev inequality:
∫
M f2 log f

‖f‖2dµ ≤ ε‖∇gf‖
2
2+β(ε)‖f‖2, for every positive

f ∈ C∞c (M), ε > 0, where β(ε) = C − d
4 log ε.

• The Faber-Krahn inequality: λ(B) ≥ cµ(B)−
2
d , for every open relatively compact

subset B of M, where λ(B) is the lowest Dirichlet eigenvalue in B.

On the other hand the lower estimates of (3) is intimately related to the regularity of

the solutions of the heat equation, namely to the validity of the Harnack inequality which,

for every positive solution u of ∂tu−Au = 0 in the cylinder D = (0, r2)×B(x, r), reads as

sup
D−

u ≤ C inf
D+

u, (6)

where D− = (1/4 r2, 1/2 r2) × B(x, 1/2 r) and D+ = (3/4 r2, r2) × B(x, 1/2 r). Indeed

the two-side estimate (3) is characterized by the following equivalent properties (see for

example [71, Theorem 3.1]):

• The parabolic Harnack inequality (6).

• The Poincaré inequality ‖f − fB‖L2(B(x,r)) ≤ Cr‖∇gf‖L2(B(x,r)) (for every r > 0, x ∈
M, f ∈ C1(B(x, r)), with fB its mean over B(x, r)) and the volume doubling property

(5).

Unfortunately there is no general way to recognize when some of these characterizing

conditions are satisfied since their validity heavily depends on the geometry of the manifolds.
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The first eminent result was obtained by Li and Yau in their pioneering work [45], where

they proved that the parabolic Harnack inequality (6) and the two-side heat kernel bounds

(3) hold for every complete Riemannian manifold with non-negative Ricci curvature.

On the other hand few results are known in the case of incomplete Riemannian manifolds

and the same happens if the Laplace-Beltrami operator is replaced by an elliptic operator

with singular lower order terms. In the euclidean setting, Gaussian estimates are known

when

A = div(a(x) · ∇) + c(x) · ∇ − V (x)

and V, c belong respectively to the Kato classes KN , KN+1 (see for example Simon, Liske-

vich, Semenov, Voigt, Escauriaza, etc.., [1, 29, 40, 44, 73]). For N ≥ 3, KN is defined as

the space of function q such that

lim
r→0

sup
x∈RN

∫

B(x,r)

1

|x− y|N−2
|q(y)| dy = 0.

Roughly speaking a singularity of V , say at 0, can be at most like |x|−2+ε and that of c like

|x|−1+ε. Non-autonomous cases are also treated and V, b are assumed to belong to suitable

non-autonomous Kato classes.

Our goal, in this dissertation, is to prove sharp upper and lower bounds for the heat

kernels of the operators

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 , (7)

where a > 0, b, c ∈ R. The leading coefficients of L are uniformly elliptic but discontinuous

at 0, if a 6= 1, and singularities in the lower order terms appear when b or c is different from

0 and, correspondingly, the potential b
|x|2 or the drift term c x

|x|2 does not belong to the Kato

classes KN , KN+1. L is associated with the Riemannian manifold
(
RN \ {0}, g

)
(see (2.5)

in Proposition 2.1.1) where g is the Riemannian metric

g =

N∑

i,j=1

(
δij +

(
1

a
− 1

)
xixj
|x|2

)
dxi ⊗ dxj .

As a reflection of the singularity at 0 of the operator, the manifold is not complete for a 6= 1.

Moreover it is flat if either N = 2 or a = 1. For N ≥ 3, its Ricci tensor Ric satisfies

(1− a) Ric ≥ 0

and, if a > 1, Ric is not bounded from below (see Proposition 2.1.4).

In the special case b = c = 0, these operators have been introduced to provide coun-

terexamples to the elliptic regularity (see for example [69] and [78]). Positive results have
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also been obtained by Manselli and Ragnedda, see [47], [48] and [49], who proved existence

and uniqueness results in Sobolev spaces in a bounded domain containing the origin and

spectral properties in the two-dimensional case. When a = 1, c = 0 the operator becomes

the Schrödinger operator with inverse square potential

L = ∆− b

|x|2 (8)

for which we recover sharp heat kernel bounds even in the critical case D := b+
(
N−2

2

)2
= 0.

Concerning (8), Milman and Semenov prove in [58, Theorem 1] the same upper and

lower bounds as in our Theorem 7.1.1 with (almost) precise constants in the Gaussian

factor and including the critical case; we also mention Ishige, Kabeya and Ouhabaz [38],

Barbatis, Filippas and Tertikas [11] and [43, 44]. We refer to [32] for sharp bounds in

bounded domains when the potential in (8) degenerates as the inverse of square of the

distance from the boundary.

Our methods work for the more general operators (7). This generalization is impor-

tant to obtain precise bounds on the heat kernels of certain operators with unbounded

coefficients, as shown in Chapter 7.

We point out that generation properties and domain description for our operator have

been previously investigated in [56]. If 1 < p <∞, we define the maximal operator Lp,max

through the domain

D(Lp,max) = {u ∈ Lp(RN ) ∩W 2,p
loc (RN \ {0}) : Lu ∈ Lp(RN )}

and Lp,min ⊂ Lp,max is defined as the closure, in Lp(RN ) of (L,C∞c (RN \ {0}).
The equation Lu = 0 has radial solutions |x|−s1 , |x|−s2 where s1, s2 are the roots of the

indicial equation f(s) = −as2 + (N − 1 + c− a)s+ b = 0 given by

s1 :=
N − 1 + c− a

2a
−
√
D, s2 :=

N − 1 + c− a
2a

+
√
D

where

D :=
b

a
+

(
N − 1 + c− a

2a

)2

. (9)

The above numbers are real if and only if D ≥ 0. When D < 0 the equation u−Lu = f

cannot have positive distributional solutions for certain positive f , see [56] and [55]. This

fact constitutes an elliptic counterpart of a famous result due to Baras and Goldstein, see

[10], in the case of the Schrödinger operator with inverse square potential where the above

condition reads b+ (N − 2)2/4 ≥ 0.

Assuming D ≥ 0 it has shown in [56] and [54] that there exists an intermediate operator

Lp,min ⊂ Lp,int ⊂ Lp,max which generates a semigroup in Lp(RN ) if and only if N
p ∈

(s1, s2 + 2).



ix

The main result of the dissertation consists in the following two-side estimates for the

heat kernel p of L with respect to the measure |y|γ dy, see Theorem 4.2.2,

p(t, x, y) ' c1t
−N

2 |x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c2|x− y|2

t

)
(10)

where D ≥ 0 is defined in (9) and γ = (N − 1 + c)/a − N + 1. Here c1, c2 are positive

constants which may be different in the lower and upper bounds. Our estimates involve

a Gaussian factor, a power |x|γ which takes into account the asymmetry of the operator

in L2, with respect to the Lebesgue measure, and the term
(
|x|/
√
t ∧ 1

)−N
2

+1+
√
D

which

is related to the singularity at 0. A different but equivalent form of the above bounds, in

terms of the eigenfunction |x|−s1 , is shown in Corollary 4.2.4, see also Remark 4.2.3.

The upper bound can be improved and extended for complex time z ∈ C+:

|p(z, x, y)| ≤ C (Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)α
|x|− γ2 |y|− γ2

×
[(

|x|
(Re z)

1
2

∧ 1

)(
|y|

(Re z)
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−Re

dg(x, y)2

4z

)
,

(11)

where α = N
2 if 0 ≤ D ≤

(
N−2

2

)2
, α = N+γ−2s1

2 if D >
(
N−2

2

)2
and dg is the distance on

RN \ {0} associated to the operator L and which is expressed by

dg(x, y) =

√
1

a

[
|x|2 + |y|2 − 2|x||y| cos

(
π ∧√a arccos

(
〈 x|x| ,

y

|y| 〉
))]

. (12)

As a consequence we improve the result proved in [57] and we obtain sharp bounds for

the Green function. For example, if N > 2 and D > 0, then (writing the kernel with respect

to the measure |y|γ dy)

(|x||y|)
γ
2 Gλ(x, y) ' e−c

√
λ|x−y| |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)√D−N−2
2

.

The critical cases N = 2 and D = 0 are also considered.

Let us briefly describe the contents of the individual chapters.

In Chapter 1 we collect some preliminary properties about L and we write it in spherical

coordinates. We observe that, on subspaces defined as tensor products of radial functions

and spherical harmonics, it reduces to one-dimensional Bessel operators. This property

allows, in Chapter 4, to decompose the kernel of L in terms of its one-dimensional coun-

terparts. We construct the operator, via form methods, in the weighted space L2
(
RN , dµ

)
,

where L is a self-adjoint operator and generates an analytic semigroup of angle π/2. In



x

Section 1.3 we treat the one-dimensional case, i.e. the Bessel operator, and we give an

analytic proof of the explicit form of its heat kernel. We conclude with Section 1.4, where

we present the main results concerning the generation in Lp(RN ) proved in [56].

Chapter 2 is devoted to the study of the Riemannian manifolds (RN \ {0}, g) associated

to L. The core of this chapter is Section 2.2, where we compute the explicit formula (12) of

the geodesic distance induced by g. Basic knowledge of Riemannian Geometry is required

and we refer the reader to Appendix A for a brief survey on the main notions needed.

The proof of the optimal upper bounds (11) is the subject of Chapter 3. As observed in

the first part of the intoduction, there are different methods to prove Gaussian estimates.

Here we follow the approach of [21] where the authors use the Phragmén-Lindelöf theorem

to deduce them from the ultracontractivity of the semigroup and some L2 Gaussian bounds,

the so-called Davies-Gaffney estimates (3.17). In Section 3.1, to overcome the singularity

at 0, we perform another change in the measure and use form methods to construct an

equivalent operator in the space L2
(
RN , dν

)
, where dν is defined in (3.10). In Section

3.4 we show that the the analytic semigroup generated by L satisfies the Davies-Gaffney

estimates. This property, combined with some ultracontractivity bounds, obtained using

Gagliardo-Nirenberg type inequalities, and with [21, Theorems 4.1], ensures the validity of

(3.2). The upper bound of (10) immediately follows from Corollary 3.5.5.

Chapter 4 deals with the lower estimate of (10). Section 4.1 is devoted to the decompo-

sition of the heat kernel of L as the (infinite) sum of heat kernels of one-dimensional Bessel

operators. In Section 4.2 we get the main result by combining kernel estimates near the

origin, obtained thanks to the explicit formula of one-dimensional Bessel operators, with

Gaussian estimates faraway from the origin already known for uniformly elliptic operators.

In Chapter 5 we prove that the spectrum of L coincides with (−∞, 0] and compute

estimates of the Green functions Gλ, whereas Chapter 6 treats the derivation of some

Gaussian bounds for the time derivative and for the space gradient of p.

We conclude with Chapter 7, where we present some application to some special cases,

including Schödinger operators and homogeneous operators with unbounded coefficients

introduced in [52]. In Section 7.4 we derive a new proof of Gegenbauers generalization of

the Poisson integral representation of Bessel functions Iν+n, where ν =
(
N−2

2

)
and n ∈ N0.

The last part of the dissertation contains some reference material. Appendix A and

B collect, respectively, the main results about Riemannian geometry and spherical har-

monics which are used throughout the exposition; in Appendix C we recall, following [67],

the equivalence between ultracontractivity and Gagliardo-Nirenberg type inequalities and

provide a brief survey on the approach of Coulhon and Sikora [21] for the derivation of

Gaussian estimates.

Unless otherwise specified, all the original results contained in this dissertation are based
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on [15, 50, 51].
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Chapter 1

The elliptic operator

This Chapter is devoted to the introduction and the analysis of the elliptic operator L

defined in (1.1). In section 1.1 we collect some preliminary properties and we write L in

spherical coordinates. We observe that, on subspaces defined as tensor products of radial

functions and spherical harmonics, it reduces to one-dimensional Bessel operators. This

property allows, in Chapter 4, to obtain a decomposition of the kernel of L in terms of

its one-dimensional counterparts. Section 1.2 is concerned with the construction of the

operator, via form methods, in the weighted space L2
(
RN , dµ

)
, where L becomes a self-

adjoint operator. In Section 1.3 we treat the one-dimensional case, i.e. the Bessel operator,

and we give an analytic proof of the explicit form of its heat kernel. Finally, in Section 1.4,

we present the main results concerning generation in Lp(RN ) proved in [56].

Unless otherwise specified, all the results of this Chapter are based on [50].

1.1 The operator on smooth functions: first properties

Let a > 0, b, c ∈ R and let L be the elliptic operator formally defined, on smooth

functions, by

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 . (1.1)

The leading coefficients are uniformly elliptic (see Proposition 1.1.1 below) but discontinuous

at 0, if a 6= 1, and singularities in the lower order terms appear when b or c is different from

0. We note that:

• If a = 1, c = 0, L becomes the Schrödinger operator with inverse-square potential:

L = ∆− b

|x|2 .
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• If N = 1, L is the one-dimensional Bessel Operator:

L = aDrr +
c

r
Dr −

b

r2
.

• L is equivalent, after a suitable isometry in Lp spaces (see Lemma 7.3.1), to the

operator with unbounded coefficients:

Jp ◦ L ◦ J−1
p = |x|α∆ + c̃|x|α−1 x

|x| · ∇ − b̃|x|
α−2.

L is invariant by rescaling that is, if λ ∈ R and Mλ is the dilation defined by Mλu (x) :=

u(λx), then

L(Mλu)(x) = λ2Lu (λx),

and if Q is an orthogonal matrix in RN and MQu(x) = u(Qx), then

L(MQu)(x) = Lu(Qx).

For every x ∈ RN \ {0}, let a(x) be the diffusion matrix of L at x. If I is the identity

matrix and x⊗ x =
(
xixj

)
i,j=1,...,N

, then

a(x) = I + (a− 1)
x⊗ x
|x|2 ,

and L takes the compact form

Lu = tr(aD2) + c
x

|x|2 · ∇ −
b

|x|2 =

N∑

i,j=1

aijDij + c
x

|x|2 · ∇ −
b

|x|2 .

We list, in the following Proposition, the main properties about the matrix a(x) whose

proofs are immediate to check.

Proposition 1.1.1 Let x ∈ RN \ {0} and a(x) := I + (a− 1)x⊗x|x|2 . The following properties

hold.

(i) a(x) · ξ = ξ + (a− 1) (x,ξ)
|x|2 x, for every ξ ∈ RN .

(ii) a(x) is positive definite and it has eigenvalues a with eigenvector x and 1 with eigenspace

the orthogonal complement of x.

(iii) (1 ∧ a)|ξ|2 ≤ (a(x)ξ, ξ) ≤ (1 ∨ a)|ξ|2, for every ξ ∈ RN .

(iv) det a(x) = a > 0, a(x) is non-singular and its inverse is given by the matrix

a−1(x) = I +

(
1

a
− 1

)
x⊗ x
|x|2 .
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Let us employ spherical coordinates on RN \ {0} (see Section B.1 in Appendix B for

further details). For every x ∈ RN \ {0} we write

x = rω, where r := |x|, ω :=
x

|x| ∈ SN−1.

If u ∈ C2(RN ), let Dru and Drru be the radial derivatives of u and let ∇τu be the tangential

component of its gradient. They are defined through the formulas

Dru =
N∑

i=1

Diu
xi
r
, Drru =

N∑

i,j=1

Diju
xixj
r2

, ∇u = Dru
x

|x| +
∇τu
r
. (1.2)

Moreover let ∆0 be the Laplace-Beltrami operator on the sphere SN−1 (see Definition A.3.4).

Besides its geometric intrinsic definition, we can define ∆0 as follows. Given a function

f ∈ C2(SN−1), we consider its extension f̃ to RN \ {0} given by f̃(x) := f( x
|x|). The

gradient ∇τ and the Laplacian ∆0 on SN−1 are then given by

∇τf(x) = ∇f̃(x), ∆0f(x) = ∆f̃(x), for every x ∈ SN−1.

In spherical coordinates, we have the following decomposition for the Laplacian ∆ on RN

in terms of radial derivatives and of the Laplace-Beltrami operator ∆0 on SN−1:

∆ = Drr +
N − 1

r
Dr +

∆0

r2
. (1.3)

We refer the reader to Sections A.3 and A.4.2 in Appendix A and to Appendix B for a

geometric definition of the differential operators introduced so far and for further details.

In particular a proof of formulas (1.2) and (1.3) can be found in Proposition B.1.4. We

suggest, furthermore, [79, Section 5, Chapter IX] for finding the explicit expression of ∆0

in spherical coordinates.

In analogy with formula (1.3), we highlight, in the following proposition, the expression

of L in spherical coordinates. We recall, preliminary, that a spherical harmonic P of order

n ∈ N0 is the restriction to SN−1 of a homogeneous harmonic polynomial of degree n (see

Section B.2). P is an eigenfunction of the Laplace-Beltrami operator ∆0 whose eigenvalue

is −λn = −(n2 + (N − 2)n); P , therefore satisfies:

∆0P = −(n2 + (N − 2)n)P.

Proposition 1.1.2 Let ∆0 be the Laplace-Beltrami operator of SN−1. Then, employing

the spherical coordinates x = rω, the operator L defined in (1.1) admits the following

decomposition:

L = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 (1.4)

= aDrr +
N − 1 + c

r
Dr −

b−∆0

r2
.
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Let P be a spherical harmonic of order n and u ∈ C∞c (R+). If uP is the function of RN \{0}
defined by (uP )(x) = u(r)P (ω), then uP ∈ C∞c (RN \ {0}) and

L(uP ) =

(
aurr +

N − 1 + c

r
ur −

b+ λn
r2

u

)
P (ω). (1.5)

Proof. (1.4) follows by inserting formulas (1.2) and (1.3) into the expression (1.1). The

second claim is, then, a consequence of the decomposition of L just proved and of the

relation ∆0P = −λnP .

According to equation (1.4), L splits into a sum of two operators, namely

L = L0 +
∆0

r2
,

where L0 is the radial operator

L0 := aDrr +
N − 1 + c

r
Dr −

b

r2
.

The latter equality defines a one-dimensional Bessel operator which is the one-dimensional

counterpart of L. A detailed analysis of Bessel operators will be the object of section 1.3.

Defining Ln as the Bessel operator

Ln := aDrr +
N − 1 + c

r
Dr −

b+ λn
r2

, (1.6)

then equation (1.5) becomes

L(uP ) =

(
aurr +

N − 1 + c

r
ur −

b+ λn
r2

u

)
P (ω) = (Lnu)(r)P (ω).

Ln is obtained from the radial part of L, substituting b with b+λn. The last relation shows

that, on subspaces defined as tensor products of radial functions and spherical harmonics,

the operator L reduces to one-dimensional Bessel operator. This property is the starting

point which leads, in Section 4.1, to a complete decomposition of L in terms of its one-

dimensional counterparts (Ln)n∈N0 .

On the other hand, formula (1.4) allows to find radial solutions of the homogeneous

equation Lu = 0.

Indeed, if s ∈ R, r = |x| and u(x) = rs, then Lu = 0 is equivalent to L0 r
s = 0. A simple

calculation shows, therefore, that Lu = 0 has radial solutions

|x|−s1 , |x|−s2 ,

where s1, s2 are the roots of the indicial equation

f(s) = −as2 + (N − 1 + c− a)s+ b = 0.
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s1 and s2 are consequently given by

s1 :=
N − 1 + c− a

2a
−
√
D, s2 :=

N − 1 + c− a
2a

+
√
D (1.7)

where D is the discriminant

D :=
b

a
+

(
N − 1 + c− a

2a

)2

. (1.8)

The above numbers are real if and only if D ≥ 0. In what follows we refer to D as

the discriminant of the operator L and, unless otherwise specified, we will always assume

D ≥ 0.

Remark 1.1.3 In [56] the authors show that the positivity of D, as well as the reality of

s1 and s2, takes a fundamental role in the generation properties of L in Lp(RN ).

Indeed assuming D ≥ 0 and 1 < p < ∞, there exists a realization of L which generates a

positive semigroup in Lp(RN ) if and only if N
p ∈ (s1, s2 + 2) (see section 1.4).

On the other hand, when D < 0, the equation u − Lu = f cannot have positive dis-

tributional solutions for certain positive f , see [56], [55] and Proposition 1.3.1. This fact

constitutes an elliptic counterpart of a famous result due to Baras and Goldstein (see [10])

in the case of the Schrödinger operator with inverse square potential where the above con-

dition reads D = b+ (N − 2)2/4 ≥ 0.

We point out, however, that even when b+ (N − 2)2/4 is negative there are realizations of

the Schrödinger operator L in L2(RN ) which generate analytic semigroups, see [53]. Such

semigroups are not positive and these realizations are necessarily non self-adjoint.

1.2 The operator in L2(RN , dµ)

Let

L = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 = aDrr +
N − 1 + c

r
Dr −

b−∆0

r2
,

where Dr, Drr denote radial derivatives and ∆0 is the Laplace-Beltrami on SN−1. In what

follows we consider also the one-dimensional situation, by agreeing that ∆0 is not present

and that RN stands for (0,∞) when N = 1.

Let us introduce the parameter

γ :=
N − 1 + c

a
−N + 1, (1.9)

Recalling the definition of the diffusion matrix a = (aij),

aij(x) = δij + (a− 1)|x|−2xixj , x ∈ RN \ {0},
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the operator L can be written in the weighted divergence form

L = |x|−γdiv(|x|γa · ∇)− b

|x|2 . (1.10)

We recall that the condition

D =
b

a
+

(
N − 1 + c− a

2a

)2

≥ 0

is necessary and sufficient to get positive solutions, see [56], and we shall always assume

it. Note that L is formally self-adjoint with respect to the measure dµ := |x|γdx and,

in particular, γ = 0 if and only if L is formally self-adjoint with respect to the Lebesgue

measure.

Using (1.10), we define L through a symmetric form in a weighted space. To this aim

we note that, by Proposition 1.1.1, the matrix a(x) has eigenvalues a with eigenvector x

and 1 with eigenspace the orthogonal complement of x.

Definition 1.2.1 Consider the sesquilinear form a in L2
µ = L2(RN , dµ) with dµ = |x|γdx

defined by

a(u, v) :=

∫

RN

(
〈a∇u,∇v〉+

b

|x|2uv
)
dµ,

D(a) := C∞c (RN \ {0}).

Denoting by ∇τu the tangential component of the gradient and recalling that ∇u = ur
x
|x| +

∇τu
r , the form a becomes

a(u, v) :=

∫

SN−1

∫ ∞

0

[〈
a

(
ur

x

|x| +
∇τu
r

)
, vr

x

|x| +
∇τv
r

〉
+

b

r2
uv

]
r
N−1+c

a dr dσ

=

∫

SN−1

∫ ∞

0

(
aurvr +

∇τu∇τv
r2

+
b

r2
uv

)
r
N−1+c

a dr dσ.

We provide preliminary a simple proof of the Hardy inequality which can be found in

[24, Lemma 5.3.1].

Lemma 1.2.2 Let b, s ∈ R. For every u ∈ C∞c ((0,+∞)) setting v = ur
s−1
2 one has

∫ ∞

0

[
|u′|2 +

b

r2
u2

]
rs dr =

∫ ∞

0

[
|v′|2 +

(
b+

(s− 1)2

4

)
v2

r2

]
r dr.

Proof. We have

|u′|2 +
b

r2
u2 = r1−s

[
|v′|2 +

(s− 1)2

4

v2

r2
− s− 1

r
vv′ +

b

r2
v2

]
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and observing that
∫∞

0 vv′ dr = 0 we obtain

∫ ∞

0

[
|u′|2 +

b

r2
u2

]
rs dr =

∫ ∞

0

[
|v′|2 +

(
b+

(s− 1)2

4

)
v2

r2
− s− 1

r
vv′
]
r dr

=

∫ ∞

0

[
|v′|2 +

(
b+

(s− 1)2

4

)
v2

r2

]
r dr.

We immediately deduce from the last lemma Hardy’s inequality in RN . We recall that

D is defined in (1.8).

Corollary 1.2.3 Given u, v ∈ C∞c (RN \{0}) let u = u1|x|−
N−1+c−a

2a and v = v1|x|−
N−1+c−a

2a .

Then

a(u, v) =

∫

RN
|x|2−N

[
a(u1)r(v1)r +

∇τu1∇τv1

|x|2 +
aD

|x|2u1v1

]
dx

=

∫

SN−1

∫ ∞

0
r

[
a(u1)r(v1)r +

∇τu1∇τv1

r2
+
aD

r2
u1v1

]
dr dσ.

In particular

a(u, u) =

∫

SN−1

∫ ∞

0
r

[
a|(u1)r|2 +

|∇τu1|2
r2

+
aD

r2
|u1|2

]
dr dσ ≥ 0 (1.11)

if D ≥ 0.

Note that if a = 1, c = 0 then γ = 0 and D = b+(N−2)2/4 and we recover the classical

Hardy’s inequality

a(u, u) =

∫

RN

(
|∇u|2 − (N − 2)2

4

|u|2
|x|2

)
dx ≥ 0. (1.12)

The following lemma corresponds to the Friedrichs extension of a. We give a direct

proof which is elementary and allows to describe the domain of the closure.

Lemma 1.2.4 If D ≥ 0, a is nonnegative, symmetric and closable in L2
µ = L2(RN , dµ).

Denoting by ã the closure of a, the following properties hold:

(i) if D = 0, D(ã) =
{
u ∈ L2

µ : u|x|N−1+c−a
2a ∈ H1

0

(
RN \ {0}, |x|2−Ndx

)}
,

where H1
0

(
RN \ {0}, |x|2−Ndx

)
is the closure of C∞c (RN \ {0}) with respect to the

norm

‖v‖2H1
0 (RN ,|x|2−Ndx) =

∫

Rn

[
|∇v|2 + |v|2

]
|x|2−Ndx;

(ii) if D > 0 then D(ã) =
{
u ∈ L2

µ : u|x| γ2 ∈ H1
0

(
RN
)}

;
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(iii) if Ms is the dilation defined by Msu(x) = u(sx) then for every u, v ∈ D(ã) and s > 0

we have Msu,Msv ∈ D(ã) and

ã(Msu,Msv) = s2−γ−N ã(u, v);

(iv) if Q is an orthogonal matrix in RN and MQu(x) = u(Qx), then for every u, v ∈ D(ã),

MQu,MQv ∈ D(ã) and

ã(MQu,MQv) = ã(u, v).

Proof. Clearly a is a non-negative symmetric form in L2(RN , dµ), from the previous corol-

lary. To prove its closability, by [67, Proposition 1.13], it is sufficient to show that if

(un)n ⊂ C∞c
(
RN \ {0}

)
satisfies un → 0 in L2

µ as n→∞ and a(un − um, un − um)→ 0 as

n,m→∞, then a(un, un)→ 0 as n→∞. Since a is locally uniformly elliptic then um → 0

in H1
loc

(
RN \ {0}

)
. Passing to a subsequence we may assume that um,∇um → 0 pointwise.

From (1.11) setting un = vn|x|−
N−1+c−a

2a we have

a(un, un) =

∫

SN−1

∫ ∞

0
r

[
a|(vn)r|2 +

|∇τvn|2
r2

+
aD

r2
|vn|2

]
dr dσ.

and then Fatou’s Lemma yields

a(un, un) ≤ lim inf
m→∞

a(un − um, un − um).

This proves the closability of a.

Let now ã be the closure of a. By [67, Proposition 1.13] D (ã) is the closure of C∞c
(
RN \ {0}

)

with respect to the norm ||u||a :=
√

a(u, u) + ||u||2
L2
µ
.

If D = 0, let u ∈ C∞c
(
RN \ {0}

)
and set u = v|x|−N−1+c−a

2a . From (1.11)

a(u, u) =

∫

RN
|x|2−N

[
a|vr|2 +

|∇τv|2
|x|2

]
dx

and recalling that a > 0 and ∇v = vr
x
|x| + ∇τv

r we easily recognize that the last integral is

equivalent to ‖∇v‖2
L2(RN ,|x|2−Ndx)

. Since also the norms of u in L2
µ and v in L2(|x|2−N dx)

coincide, we see that the norms ||u||a and ||v||H1
0 (RN ,|x|2−Ndx) are equivalent on C∞c (RN \{0})

and (i) follows.

Suppose now that D > 0 and let u ∈ C∞c
(
RN \ {0}

)
. Setting u = v|x|− γ2 and proceeding

as before we obtain

a(u, u) =

∫

RN

[
a|vr|2 +

|∇τv|2
|x|2 + a

(
D − (N − 2)2

4

)
v2

|x|2
]
dx

Then from the Hardy inequality (1.12), ||u||a and ||v||H1
0 (RN ) are equivalent norms and so

D(ã) =
{
u ∈ L2(RN , dµ) : u|x| γ2 ∈ H1

0

(
RN
)}
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since C∞c (RN \{0}) is dense in H1
0 (RN ), N ≥ 2, and clearly C∞c (0,∞) is dense in H1

0 (0,∞)

when N = 1.

Consider now the third statement. Let u ∈ D(ã) and s > 0. From the definition of ã,

there exists a sequence {un}n ∈ C∞c
(
RN \ {0}

)
such that un → u in L2

µ and a(un−um, un−
um)→ 0 as n,m→∞. Therefore Msun →Msu in L2

µ,

a(Msun −Msum,Msun −Msum)

=

∫

RN

(
s2〈a∇(un − um)(sx),∇(un − um)(sx)〉+

b

|x|2 |(un − um)(sx)|2
)
|x|γ dx

= s2−γ−N
∫

RN

(
〈a∇(un − um)(y),∇(un − um)(y)〉+

b

|y|2 |(un − um)(y)|2
)
|y|γ dy

= s2−γ−Na(un − um, un − um)→ 0,

and hence Msu ∈ D(ã).

Finally let u, v ∈ D(ã) and s > 0. By approximating u and v with {un}n, {vn}n ∈
C∞c

(
RN \ {0}

)
as above and using

a(Msun,Msvn) = s2−γ−N a(un, vn)

we obtain (iii) letting n to infinity. The proof of (iv) is similar.

Remark 1.2.5 We point out that, by construction,

W 1,∞
c (RN \ {0}) :=

{
u ∈W 1,∞(RN ) ; suppu is compact in RN \ {0}

}
⊆ D(ã)

and, for every u, v ∈W 1,∞
c (RN \ {0}),

ã(u, v) =

∫

RN

(
〈a∇u,∇v〉+

b

|x|2uv
)
dµ.

If D ≥ 0, let −L be the operator associated to ã, that is

D(L) :=

{
u ∈ D(ã) ; ∃v ∈ L2

µ s.t. ã(u,w) =

∫

RN
vw dµ ∀w ∈ D(a)

}
,

−Lu := v. (1.13)

The basic properties of L are listed below, see also [50, 56].

Proposition 1.2.6 If D ≥ 0, the operator −L defined in (1.13) is nonnegative and self-

adjoint. Moreover,
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(i) C∞c (RN \ {0}) ↪→ D(L) and for every u ∈ C∞c (RN \ {0})

Lu =
N∑

i,j=1

aijDiju+ c
x

|x|2 · ∇u−
b

|x|2u.

(ii) D(L) ↪→ {u ∈ L2
µ ∩W 2,p

loc (RN \ {0}) ; Lu ∈ L2
µ}.

(iii) C∞c
(
RN \ {0}

)
↪→ D(Ln) ↪→ H2n

loc

(
RN \ {0}

)
.

(iv) L is invariant under orthogonal transformation and its scale homogeneity is 2, which

means

s2L = M−1
s LMs, L = MQ∗LMQ, (1.14)

where s > 0 and Q is an orthogonal matrix.

(v) L generates a contractive analytic semigroup
{
ezL : z ∈ C+

}
in L2

µ which satisfies

es
2zL = M−1

s ezLMs, ezL = MQ∗e
zLMQ z ∈ C+, s > 0. (1.15)

For t ≥ 0 the semigroup etL is positive and irreducible, that is etLf > 0 a.e. if f ≥ 0,

f 6= 0.

(vi) The semigroup is represented by a kernel p with respect to the measure dµ = |y|γ dy
which satisfies

p(s2z, x, y) = s−N−γp
(
z,
x

s
,
y

s

)
, p(z, x, y) = p(z,Qx,Qy) (1.16)

for z ∈ C+, s > 0, x, y ∈ RN \ {0}.

Proof. (i) is clear by construction and (ii) follows from interior elliptic regularity. (iii)

follows from (i) and (ii), by induction. Concerning (iv), let u ∈ D(L) and v ∈ D(ã). Then

ã(Msu, v) = s2−γ−N ã(u,Ms−1v) = −s2−γ−N
∫

RN
(Lu)Ms−1v dµ = −s2

∫

RN
(MsLu)v dµ

hence Msu ∈ D(L) and LMsu = s2MsLu. Similarly for MQ. The generation property of

L follows by standard results on non-negative and self-adjoint operators (see also Section

C.1); (1.15) reflects (1.14). Concerning the positivity of etL, it follows from [67, Theorem

2.6], since the form is real, u+, u− ∈ D(a) when u ∈ D(a) and a(u+, u−) = 0. Irreducibility

follows from [67, Theorem 4.5]. The existence of the Heat kernel p will be proved in

Theorem 3.5.3 in Chapter 3. Finally, properties (vi) are simple consequences of (v), taking

into account that the reference measure is |y|γ dy.
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In Chapter 4 we will prove that the resolvent of L and the generated semigroup are the

direct sum of the corresponding resolvents and semigroups generated by the one-dimensional

Bessel operators Ln, n ∈ N0, defined in (1.6). In the following section, we analyse this

operators in details.

1.3 The one dimensional case: Bessel operators

In this section we find an explicit formula for the heat kernel of the operator

Lu = urr +
c

r
ur −

b

r2
u

considered in L2((0,∞), rcdr). L is the one dimensional version of the operator defined in

(1.13) choosing a = 1 and restricted to the positive half-line (0,∞). As before we assume

the condition D = b + (c−1)2

4 ≥ 0, which is necessary and sufficient for the existence of

a positive resolvent. In fact, when D < 0, the next proposition shows that, through the

change of variable r = es and the Sturm Comparison Theorem, that every solution of the

homogeneuous equation λu − Lu = 0, λ > 0, oscillates near zero and therefore there is no

way to construct a positive resolvent. We refer the reader also to [52] for the proof and

to [53] and [55] for an investigation of the generation properties of L when D < 0 and for

uniqueness problems.

Proposition 1.3.1 [52] Let D = b +
(
c−1

2

)2
< 0. Then for every λ > 0 there exists a

nonnegative function 0 ≤ φ ∈ C∞c ((0,∞)), φ 6≡ 0, such that the problem

λv − Lv = φ (1.17)

does not admit any positive solution in (0,∞).

Proof. By scaling we may assume that λ = 1. Suppose that there exists a distributional

solution v ≥ 0 of (1.17) in (0,∞). By local elliptic regularity, v ∈ C∞(0,+∞). Setting

w(s) = e( c−1
2

)sv(es) we get

w′′(s) = (D + e2s)w(s)− e( c+3
2

)sφ(es), s ∈ R,

where, by hypothesis,

D = b+

(
c− 1

2

)2

< 0.

We choose m ∈ R such that (D + e2s) ≤ D/2 < 0 for s ≤ m. By the Sturm comparison

theorem all non-zero solutions of the homogeneous equation

ζ ′′(s) = (k + e2s)ζ(s) (1.18)
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are oscillating for s ≤ m. In particular any solution of the homogeneous equation (1.17),

with φ = 0, is oscillating near 0.

By variation of parameters we write

w(s) = u2(s)

∫ s

−∞
u1(t)g(t)dt+ u1(s)

∫ ∞

s
u2(t)g(t)dt+ c1u1(s) + c2u2(s),

where c1, c2 ∈ C, g(s) = e( c+3
2

)sφ(es) and ui, i = 1, 2 are linearly independent solutions of

(1.18) with Wronskian equal to 1. Since g is compactly supported we have for s near −∞

w(s) = u1(s)

∫

supp g
u2(t)g(t)dt+ c1u1(s) + c2u2(s).

However w is non-negative, because v ≥ 0, and also oscillating near −∞ since solves (1.18).

Hence w = 0 near −∞ and therefore

c1 = −
∫

supp g
u2(t)g(t)dt, c2 = 0.

This gives

w(s) = u2(s)

∫ s

−∞
u1(t)g(t)dt+ u1(s)

∫ ∞

s
u2(t)g(t)dt− u1(s)

∫

supp g
u2(t)g(t)dt

= u2(s)

∫ s

−∞
u1(t)g(t)dt− u1(s)

∫ s

−∞
u2(t)g(t)dt =

∫ s

−∞
(u1(t)u2(s)− u1(s)u2(t))g(t)dt.

For fixed s the function t 7→ G(s, t) = u1(t)u2(s)−u1(s)u2(t) is also oscillating near t = −∞.

Therefore, if we choose g 6= 0 such that G(s, t) < 0 on supp g, we get w(s) < 0 and this

contradicts v ≥ 0.

The heat kernel of the Bessel operator is usually deduced by probabilistic tools. We

refer, however, to [41] where the author uses the Weyl-Kodaira theory for Sturm Liouville

problems. We give a purely analytic proof of the heat kernel formula which has also the

advantage to appear consistent with the construction of the operator, see also Remark 1.3.9.

1.3.1 Definition of the operator

Let us consider now b, c ∈ R such that D = b+
(
c−1

2

)2 ≥ 0 and

Lu = urr +
c

r
ur −

b

r2
u = r−c

d

dr
(rcur)−

b

r2
.

Note that the parameter γ in (1.9) coincides with c. If u = r−
c
2 v and setting ν2 = b+

(
c−1

2

)2

then

Lu = r−
c
2

[
vrr −

(
b+

(
c− 1

2

)2

− 1

4

)
v

r2

]
= r−

c
2Lνv.
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As in the N-dimensional case L can be defined through a symmetric form in the weighted

space L2 ((0,∞), rcdr). Let

b(u, v) :=

∫ ∞

0

(
urvr + b

uv

r2

)
rcdr, D(b) := C∞c ((0,∞))

The following Lemma is the one-dimensional version of Lemma 1.2.4.

Lemma 1.3.2 b is a nonnegative, symmetric and closable form in L2 ((0,∞), rcdr). De-

noting by b̃ the closure of b, the following proprieties hold:

(i) if b+
(
c−1

2

)2
= 0, D(b̃) =

{
u ∈ L2 ((0,∞), rcdr) : r

c−1
2 u ∈ H1

0

(
(0,∞), rdr

)}
;

(ii) if b+
(
c−1

2

)2
> 0, D(b̃) =

{
u ∈ L2 ((0,∞), rcdr) : r

c
2u ∈ H1

0

(
(0,∞), dr

)}
;

(iii) if Ms is the dilation defined by Msu(r) = u(sr) then for every u, v ∈ D(b̃) and s > 0

we have Msu ∈ D(b̃) and

b̃(Msu, v) = s1−c b̃(u,Ms−1v), b̃(Msu,Msv) = s1−c b̃(u, v).

Let −L be the operator associated to b̃, that is

D(L) :=

{
u ∈ D(b̃) ; ∃v ∈ L2 ((0,∞), rcdr) s.t. b̃(u,w) =

∫ ∞

0
vw rcdr ∀w ∈ D(b)

}
,

−Lu := v.

The next proposition shows the basic properties of L.

Proposition 1.3.3 −L is nonnegative and self-adjoint. Moreover,

(i) Lu = urr + c
rur − b

r2
u for every u ∈ C∞c ((0,∞)).

(ii) s2L = M−1
s LMs, s > 0, where Ms is the dilation defined by Msu(r) = u(sr).

If c = 0 The operator L becomes a Schrödinger operator with inverse square potential.

Since we have assumed b ≥ −1
4 in order to get positive solutions, we may write our operator

in the form

Lνu = urr −
(
ν2 − 1

4

)
u

r2
.

It follows from the previous results that Lν is the operator associated to the the Friedrichs

extension ãν of the sesquilinear form aν defined in L2(0,∞) by

aν(u, v) :=

∫ ∞

0

(
urvr +

(
ν2 − 1

4

)
uv

r2

)
dr,

D(aν) := C∞c ((0,∞)) .
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We investigate now the relation between the operators L and Lν . Let us set ν2 =

b+
(
c−1

2

)2
and consider, for this reason, the map

Φ : u ∈ L2 ((0,∞), rcdr) 7→ r
c
2u ∈ L2 (0,∞) .

Obviously Φ is an isometry which preserves C∞c (0,∞). Moreover integrating by parts we

easily obtain aν(Φu,Φv) = b(u, v), for u, v ∈ C∞c (0,∞). This relation between the two

forms translates into a similar relation between the associated operator which we point out

in the next proposition.

Proposition 1.3.4 Let L and Lν be the operators defined above. Then

L = Φ−1LνΦ.

Proof. We have already observed that aν(Φu,Φv) = b(u, v), for u, v ∈ C∞c ((0,∞)). The

same relation is inherited by the extensions and so b̃(u, v) = ãν(Φu,Φv). For every u ∈ D(b)

and w ∈ C∞c (0,+∞)

−
∫ ∞

0

(
Φ−1LνΦu

)
w rcdr = −

∫ ∞

0
(LνΦu)w r

c
2dr =

= ãν(Φu,Φw) = b̃(u,w)

This proves L = Φ−1LνΦ.

1.3.2 The resolvent and the heat kernel of L

We first consider the case c = 0 corresponding to the operator Lν and then apply Propo-

sition 1.3.4.

We recall some well-known facts about the modified Bessel functions Iν and Kν which

constitute a basis of solutions of the modified Bessel equation

r2d
2v

dr2
+ r

dv

dr
− (r2 + ν2)v = 0, r > 0.

We recall that

Iν(r) =
(r

2

)ν ∞∑

m=0

1

m! Γ(ν + 1 +m)

(r
2

)2m
, Kν(r) =

π

2

I−ν(r)− Iν(r)

sinπν
,

where limiting values are taken for the definition of Kν when ν is an integer. The basic

properties of these functions we need are collected in the following lemma, see e.g., [2, 9.6

and 9.7].
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Lemma 1.3.5 For every ν ≥ 0, Iν is increasing, Kν is decreasing and satisfy the following

asymptotic behaviour. If r →∞,

|Iν(r)| ≈ r− 1
2 er, |I ′ν(r)| ≈ r− 1

2 er, |Kν(r)| ≈ r− 1
2 e−r, |K ′ν(r)| ≈ r− 1

2 e−r.

Moreover, if ν > 0, then as r → 0,

|Iν(r)| ≈ rν , |I ′ν(r)| ≈ rν−1, |Kν(r)| ≈ r−ν , |K ′ν(r)| ≈ r−ν−1,

and

|I0(r)| ≈ 1, |I ′0(r)| → 0, |K0(r)| ≈ | log r|, |K ′0(r)| ≈ r−1.

Note that

C1 (1 ∧ r)ν+ 1
2
er√
r
≤ Iν(r) ≤ C2 (1 ∧ r)ν+ 1

2
er√
r

(1.19)

for suitable C1, C2 > 0.

Figure 1.1: I0, K0, I1 and K1.

I0 (x)

I1 (x)

K0 (x)

K1 (x)
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y

Let us compute the resolvent operator of Lν .

Proposition 1.3.6 Let λ > 0. Then, for every f ∈ L2((0,∞)),

(λ− Lν)−1f =

∫ ∞

0
G(λ, r, s)f(s)ds
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with

G(λ, r, s) =





√
rs Iν(

√
λ r)Kν(

√
λ s) r ≤ s

√
rs Iν(

√
λ s)Kν(

√
λ r) r ≥ s.

(1.20)

Proof. Let us first consider the case λ = 1. The homogeneous equation

urr −
(
ν2 − 1

4

)
u

r2
− u = 0

transforms into

vrr +
vr
r
−
(
ν2

r2
+ 1

)
v = 0

by setting v(r) = u(r)√
r

. Therefore u1(r) =
√
rIν and u2(r) =

√
rKν constitute a basis of

solutions. Since the Wronskian of Kν , Iν is 1/r, , see [2, 9.6 and 9.7] that of
√
rKν ,

√
rIν is

1. It follows that every solution of

urr −
(
ν2 − 1

4

)
u

r2
− u = f

is given by

u(r) =

∫ ∞

0
G(1, r, s)f (s) ds+ c1

√
rIν(r) + c2

√
rKν(r), (1.21)

with c1, c2 ∈ R and

G(1, r, s) =





√
rs Iν(r)Kν(s) r ≤ s
√
rs Iν(s)Kν(r) r ≥ s

Elementary computations using Lemma 1.3.5 show that

sup
r∈(0,+∞)

∫ ∞

0
G(1, r, s)ds < +∞.

By the symmetry of the kernel and Young’s inequality the integral operator T defined by

G is therefore bounded in L2((0,∞)).

Let f ∈ C∞c ((0,∞)) with support in (a, b) and u = (1 − Lν)−1f ∈ D(Lν). Then u is

given by (1.21) with c1 = 0, since T is bounded in L2((0,∞)), Kν is exponentially decreasing

and Iν is exponentially increasing near ∞. Since

u(r) =

∫ r

0

√
rsKν(r)Iν(s)f (s) ds+

∫ b

r

√
rsKν(s)Iν(r)f (s) ds+ c2

√
rKν(r).

we have for r < a

u(r) =

∫ b

a

√
rsKν(s)Iν(r)f (s) ds+ c2

√
rKν = c

√
rIν(r) + c2

√
rKν(r)

for some c ∈ R. If c2 6= 0, by Lemma 1.3.5 u′(r) ≈ c2(1
2 − ν)r−

1
2
−ν when ν 6= 0 and

u√
r

= cIν(r) + c2Kν(r) for r < a when ν = 0. In both cases, by Lemma 1.3.2 (i), (ii), with
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c = 0, u 6∈ D(ãν). Therefore c2 = 0 and, by density, (I − Lν)−1 = T , since both operators

are bounded and coincide on compactly supported functions.

Finally let us compute the resolvent for a general λ > 0. Recalling that M√λLνM√λ−1 =

λLν ,

(λ− Lν)−1f = λ−1M√λ(I − Lν)−1M√
λ
−1f =

1

λ

∫ ∞

0
G(1, r

√
λ, s)f

(
s√
λ

)
ds

=
1√
λ

∫ ∞

0
G(1, r

√
λ, s
√
λ)f (s) ds

which gives (1.20).

Remark 1.3.7 Observe that the above proof shows also the boundedness of (λ − Lν)−1 in

Lp((0,∞)) for every 1 ≤ p ≤ ∞, λ > 0.

Remark 1.3.8 We point out that the function
√
rKν does not belong to the domain of

the form, but belongs to L2(0,∞) if and only if ν < 1 or b < 3/4. In this range other

boundary conditions at r = 0 are possible and our choice, consistent with the rest of the

paper, corresponds to a minimal resolvent, in the sense of positivity, see [55].

Remark 1.3.9 When b ≥ 3/4, Lν is essentially self-adjoint on C∞c ((0,∞)). Moreover,

when b > 3/4, the domain of Lν is given by D(Lν) = {u ∈ H2(0,∞) : u
r2
, u
′
r ∈ L2(0,∞)},

see [52, Example 7.1]. This last coincides with H2
0 ((0,∞)) = {u ∈ H2((0,∞)) : u(0) =

u′(0) = 0}. In fact, the inclusion {u ∈ H2((0,∞)) : u
r2
, u
′
r ∈ L2((0,∞))} ⊂ H2

0 ((0,∞)) is

immediate since a function u ∈ H2((0,∞)) has finite values u(0), u′(0) and these vanish

when u/r2, u′/r are integrable near zero. Conversely, if u ∈ H2
0 ((0,∞)), then |u(r)| =

|
∫ r

0 (r − s)u′′(s) ds| ≤ r
∫ r

0 |u′′(s)| ds and u/r2 ∈ L2((0,∞)), by Hardy inequality. A similar

argument holds for u′/r.

We denote now by pν(t, r, s) the heat kernel of the operator Lν . Its existence is well-

known, due to the local regularity of the coefficients. We show below a simple way to

compute it, even without assuming its existence. We look for a smooth function p(t, r, s)

such that, for every f ∈ L2((0,∞))

etLνf(r) =

∫ ∞

0
p(t, r, s)f(s) ds.

The function p should then satisfy




pt(t, r, s) = prr(t, r, s)− 1

r2

(
ν2 − 1

4

)
p(t, r, s)

p(0, r, s) = δs.
(1.22)
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Since λ2Lν = M−1
λ LνMλ we obtain etλ

2Lν = M−1
λ etLνMλ. Rewriting this identity using the

kernel p and setting λ2t = 1 we obtain

p(t, r, s) =
1√
t
p

(
1,

r√
t
,
s√
t

)
:=

1√
t
F

(
r√
t
,
s√
t

)
.

Then (1.22) becomes

Frr

(
r√
t
,
s√
t

)
− 1

r2

(
ν2 − 1

4

)
tF

(
r√
t
,
s√
t

)
+

+
1

2
F

(
r√
t
,
s√
t

)
+

1

2

r√
t
Fr

(
r√
t
,
s√
t

)
+

1

2

s√
t
Fs

(
r√
t
,
s√
t

)
= 0

that is

Frr (r, s)− 1

r2

(
ν2 − 1

4

)
F (r, s) +

1

2
F (r, s) +

1

2
rFr (r, s) +

1

2
sFs

(
r√
t
,
s√
t

)
= 0.

Since for large r the operator Lν behaves like D2, having in mind the Gaussian kernel, we

look for a solution of the form

F (r, s) =
1√
4π

exp

{
−(r − s)2

4

}
H(rs)

with H depending only on the product of the variables. By straightforward computations,

we deduce

s2Hrr(rs) + s2Hr(rs)−
1

r2

(
ν2 − 1

4

)
H(rs) = 0

or

Hxx(x) +Hx(x)− 1

x2

(
ν2 − 1

4

)
H(x) = 0.

Setting H(x) = u(x)e−
x
2 , u solves

uxx −
1

4
u(x)− 1

x2

(
ν2 − 1

4

)
u(x) = 0

and v(x) = u(2x) satisfies

vxx − v(x)− 1

x2

(
ν2 − 1

4

)
u(x) = 0.

It follows that v(x) = c1
√
xIν(x)+c2

√
xKν(x). Since the function H captures the behaviour

of the heat kernel near the origin (the behaviour at infinity is governed by the Gaussian

factor) and since the resolvent of Lν is constructed with Iν near the origin, we choose c2 = 0

and write c instead of c1. Therefore u(x) = v
(
x
2

)
= c

√
x
2 Iν

(
x
2

)
, H(rs) = u(rs)e−

rs
2 =

c
√

rs
2 Iν

(
rs
2

)
e−

rs
2 ,

F (r, s) =
c√
4π

exp

{
−(r − s)2

4

}√
rs

2
Iν

(rs
2

)
e−

rs
2 =

c√
4π

√
rs

2
exp

{
−r

2 + s2

4

}
Iν

(rs
2

)

and

p(t, r, s) =
1√
4πt

H
(rs
t

)
exp

{
−(r − s)2

4t

}
=

c

t
√

4π

√
rs

2
exp

{
−r

2 + s2

4t

}
Iν

(rs
2t

)
. (1.23)



1.3 The one dimensional case: Bessel operators 19

Theorem 1.3.10 Let pν(t, r, s) be the heat kernel of Lν . Then

pν(t, r, s) =
1

2t

√
rsIν

(rs
2t

)
exp

{
−r

2 + s2

4t

}
.

Proof. The Laplace transform of the right hand side of (1.23) is given by, see [28, p.200],





2c√
4π

√
rs
2 Iν(r

√
λ)Kν(s

√
λ) r ≤ s

2c√
4π

√
rs
2 Iν(s

√
λ)Kν(r

√
λ) r ≥ s.

For c =
√

2π it coincides with the kernel G(λ, r, s) of the resolvent operator (λ−Lν)−1, see

Proposition 1.3.6 (note that
√

2π appears in the asymptotic expansion at infinity of Iν).

Let S(t) be the operator defined through the kernel pν , that is p with c =
√

2π and let G(t)

be the Gauss-Weierstrass semigroup in R. By (1.23) and since H(r) = c
√

r
2Iν
(
r
2

)
e−

r
2 is

bounded by Lemma 1.3.5, then |S(t)f | ≤ CG(t)|f |, pointwise and ‖S(t)‖ ≤ C in L2((0,∞)).

Given f ∈ C∞c ((0,∞)), let u(t, r) = S(t)f(r). By the construction of the kernel p we have

ut = Lνu pointwise. Finally, for λ > 0,

∫ ∞

0
e−λtu(t, r) dt =

∫ ∞

0
e−λt dt

∫ ∞

0
p(t, r, s)f(s) ds =

∫ ∞

0
f(s) ds

∫ ∞

0
e−λtp(t, r, s) dt

=

∫ ∞

0
G(λ, r, s)f(s) ds.

It follows that the Laplace transform of S(t)f coincides with the resolvent of Lν , hence, by

uniqueness, S(t) is the generated semigroup and p = pν its kernel, as in the statement.

Remark 1.3.11 Observe that in the proof we have avoided the verification of the semigroup

law and of the strong continuity, which hold a-posteriori.

The general case, now, immediately follows.

Proposition 1.3.12 Let λ > 0. Then, for every f ∈ L2((0,+∞), rcdr),

(λ− L)−1f = r−
c
2

∫ ∞

0
G(λ, r, s)s−

c
2 f(s) scds

with G(λ, r, s) defined in (1.20).

Proof. The result immediately follows by Proposition 1.3.6 by observing that

(λ− L)−1 = Φ−1(λ− Lν)−1Φ.
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The same argument gives the heat kernel of L.

Theorem 1.3.13 Let p be the heat kernel kernel of L with respect to the measure sc ds.

Then

p(t, r, s) = r−
c
2

1

2t

√
rs Iν

(rs
2t

)
exp

{
−r

2 + s2

4t

}
s−

c
2

that is for every f ∈ L2((0,+∞), rcdr)

etLf(r) = r−
c
2

1

2t

∫ ∞

0

√
rs Iν

(rs
2t

)
exp

{
−r

2 + s2

4t

}
s−

c
2 f(s)sc ds.

The asymptotic behaviour of Bessel functions allows to deduce explicit bounds for the

heat kernel p. We need first the following elementary lemma.

Lemma 1.3.14 With C(ε) :=
1+
√

1+ 2
ε

2 we have for every r, s > 0

1 ≤ 1 ∧ rs
(1 ∧ r)(1 ∧ s) ≤ C(ε) eε|r−s|

2
.

Proof. We observe preliminarily that

1 ∧ rs
(1 ∧ r)(1 ∧ s) =





1, if r, s ≤ 1 or r, s ≥ 1;

s, if rs ≤ 1 and r ≤ 1 ≤ s;
1
r , if rs ≥ 1 and r ≤ 1 ≤ s;
r, if rs ≤ 1 and s ≤ 1 ≤ r;
1
s , if rs ≥ 1 and s ≤ 1 ≤ r.

(1.24)

It is easily seen from (1.24) that 1∧ rs
(1∧r)(1∧s) ≥ 1 in every case. To prove the other inequality

we fix ε > 0 and consider the function g(r, s) := 1∧ rs
(1∧r)(1∧s)e

−ε|r−s|2 . For fixed 0 < r0 ≤ 1 the

function 0 < s 7→ f(s) := se−ε|r0−s|
2

has maximum in s0 =
r0+

√
r20+ 2

ε

2 which gives

se−ε|r0−s|
2 ≤ f(s0) =

r0 +
√
r2

0 + 2
ε

2
e−ε|r0−s0|

2 ≤
1 +

√
1 + 2

ε

2
.

Now, using (1.24), we distinguish three cases:

(i) if r, s ≤ 1 or r, s ≥ 1 we have g(r, s) = e−ε|r−s|
2 ≤ 1 ≤ 1+

√
1+ 2

ε

2 ;

(ii) if rs ≤ 1 and r ≤ 1 ≤ s we get, recalling (1.3.2), g(r, s) = se−ε|r−s|
2 ≤ 1+

√
1+ 2

ε

2 ;

(iii) similarly, if rs ≥ 1 and r ≤ 1 ≤ s, g(r, s) = 1
re
−ε|r−s|2 ≤ se−ε|r−s|2 ≤ 1+

√
1+ 2

ε

2 .

The other cases follow by symmetry interchanging the role of r and s.
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Proposition 1.3.15 The heat kernel p of L, with respect to the measure dµ = scds, satisfies

p(t, r, s) ≤ C(ε)
1√
t
(rs)−

c
2

[(
1 ∧ r√

t

)(
1 ∧ s√

t

)]ν+ 1
2

exp

(
−(1− ε) |r − s|

2

4t

)

p(t, r, s) ≥ C 1√
t
(rs)−

c
2

[(
1 ∧ r√

t

)(
1 ∧ s√

t

)]ν+ 1
2

exp

(
−|r − s|

2

4t

)
.

Proof. From Theorem 1.3.13 and using (1.19) we have

p(t, r, s) =
1

2t
(rs)−

c
2
√
rs Iν

(rs
2t

)
exp

{
−r

2 + s2

4t

}

' 1√
t
(rs)−

c
2

(
1 ∧ rs

t

)ν+ 1
2

exp

(
−|r − s|

2

4t

)
.

Applying lemma 1.3.14 we conclude the proof.

1.4 The elliptic operator in Lp(RN)

In this section we analyse elliptic and parabolic problems in Lp(RN ) associated to the

operator

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2

where a > 0 and b, c real coefficients. We collect, without proofs, the main results concern-

ing generation and domain characterization proved in [56]. We recall that the condition

D ≥ 0 is necessary to get positive solutions.

If 1 < p <∞, we define the maximal operator Lp,max through the domain

D(Lp,max) = {u ∈ Lp(RN ) ∩W 2,p
loc (RN \ {0}) ; Lu ∈ Lp(RN )}

and note that, by local elliptic regularity, Lp,max is closed and

D(Lp,max) = {u ∈ Lp(RN ) ; Lu ∈ Lp(RN ) as a distribution in RN \ {0}}.

The operator Lp,min is defined as the closure, in Lp(RN ) of (L,C∞c (RN \ {0}) (the closure

exists since this operator is contained in the closed operator Lp,max) and it is clear that

Lp,min ⊂ Lp,max.

The formal adjoint of L is given by

L∗ = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c∗

x

|x|2 · ∇ − b
∗|x|−2 (1.25)
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where c∗ = 2(N − 1)(a− 1)− c and b∗ = b+ (N − 2)(c− (N − 1)(a− 1)).

From Proposition 1.1.2 we have, in spherical coordinates x = rω,

L = aDrr +
N − 1 + c

r
Dr −

b−∆0

r2
,

where ∆0 is the Laplace-Beltrami on SN−1 and, if P is a spherical harmonic of degree n,

then ∆0P = −λnP , where λn = n2 + (N − 2)n, n ∈ N0.

We recall, from Section 1.1, that the equation Lu = 0 has radial solutions |x|−s1 , |x|−s2
where s1, s2 are the roots of the indicial equation f(s) = −as2 + (N − 1 + c− a)s + b = 0

given by

s1 :=
N − 1 + c− a

2a
−
√
D, s2 :=

N − 1 + c− a
2a

+
√
D (1.26)

where

D :=
b

a
+

(
N − 1 + c− a

2a

)2

. (1.27)

The above numbers are real if and only if D ≥ 0 and when D < 0 the equation u−Lu = f

cannot have positive distributional solutions for certain positive f , see Proposition 1.3.1.

The main result consists in showing that, assuming D ≥ 0, there exists an intermediate

operator Lp,min ⊂ Lp,int ⊂ Lp,max which generates a semigroup in Lp(RN ) if and only if
N
p ∈ (s1, s2 + 2). Before stating the relative theorems, we give a short explanation of this

result referring to [56, Section 3] for the proper proofs and further details.

For a fixed 1 < p <∞, let us decompose Lp(RN ) into the direct sum

Lp(RN ) = Lp<n ⊕ Lp≥n,

where the spaces Lp<n, Lp≥n are the closure of the linear span of functions of the form
∑

j fj(r)Pj(ω), where the sums are finite and the spherical harmonics Pj have degree less

than n or greater or equal than n, respectively.

Using improved Hardy and Poincaré inequalities it can be proved that, if n is large

enough, Lp,min = Lp,max is complex dissipative on Lp≥n(RN ) and so generates an analytic

semigroup of contraction in Lp≥n; the domain can be characterized using Rellich inequalities

proved in [54].

On the other hand

Lp<n =
⊕

i∈J

(
Lprad ⊗ Pj

)

where Lprad = Lp((0,∞), rN−1 dr), J is finite and {Pj , j ∈ J} is an orthogonal basis of

spherical harmonics of degree less than n. If v(x) = u(r)Pj(ω) ∈ C∞c (RN \ {0}), using

Proposition 1.1.2 and recalling (1.6), it follows that

Lv =

(
aurr +

N − 1 + c

r
ur −

b+ λk
r2

u

)
Pj = LkuPj ,
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where k = deg Pj < n and the Bessel operator

Lku = au′′ +
N − 1 + c

r
u′ − b+ λk

r2
u

is obtained from the radial part of L, substituting b with b + λk. The equation Lku = 0

has solutions r−s
(k)
1 , r−s

(k)
2 where the numbers s

(k)
1 , s

(k)
2 are defined as in (1.26), (1.27) with

b+ λk instead of b; s
(k)
1 decrease to −∞, whereas s

(k)
2 increase to +∞.

The operator in Lp<n is, therefore, reduced to a finite number of ordinary differential

operators of Bessel type Lk. As k increases the potentials −(b+ λk)r
−2 become more and

more negative and, correspondingly, Lk have more regularizing effect. Thus the most critical

equation appears for k = 0 and corresponds to radial functions.

The conditions D ≥ 0 and N
p ∈ (s1, s2 + 2) come from the 1-d analysis and guarantees

the existence of a positive resolvent in Lp
(
(0,∞), rN−1dr

)
which can be written explicitly,

using the same methods as in Section 1.3.

Finally, putting together the results in Lp≥n and in Lp<n, we obtain the necessary and

sufficient conditions for the generation in Lp(RN ). When these conditions are satisfied, the

semigroup turns out to be analytic and positive.

We list, below, the main theorems about the generation results presented so far and

proved in [56]. We refer the reader, also, to section 4.1 where the decomposition of L is

proved in L2(RN , dµ).

1.4.1 Generation results and domain characterization

The following lemma follows from elliptic regularity, see [52, Proposition 2.2].

Lemma 1.4.1 Let 1 < p < ∞. Then the adjoint of Lp,min, Lp,max are L∗p′,max, L∗p′,min,

respectively.

Let us compute the numbers s∗1, s
∗
2, D

∗ defined as in (1.7), (1.8) and relative to L∗. We have

D∗ :=
b∗

a
+

(
N − 1 + c∗ − a

2a

)2

= D, (1.28)

s∗1,2 :=
N − 1 + c∗ − a

2a
∓
√
D∗ = s1,2 +

(a− 1)(N − 1)− c
a

= N − 2− s2,1. (1.29)

Observe that N
p > s1 is equivalent to N

p′ < s∗2 + 2 and N
p < s2 is equivalent to N

p′ > s∗1 + 2.

Similarly, N
p > s1 + 2 is equivalent to N

p′ < s∗2 and N
p < s2 + 2 is equivalent to N

p′ > s∗1.

L is formally self-adjoint, that is L = L∗, if and only if c = (a− 1)(N − 1). In this case

s1,2 =
N − 2

2
∓
√
b

a
+

(N − 2)2

4
.

When D = 0 we write s0 for s1 = s2.
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Theorem 1.4.2 [56] Assume that D > 0. If N
p ∈ (s1, s2 + 2) that is s1 <

N
p − 2θ < s2 for

some θ ∈ (0, 1], then L endowed with domain

D(Lp,int) = {u ∈ D(Lp,max) ; |x|−2θu ∈ Lp}

generates a bounded positive analytic semigroup on Lp. Moreover,

D(Lp,int) = D(Lp,reg) := {u ∈ D(Lp,max) ; (1 ∧ |x|)2−2θD2u, (1 ∧ |x|)1−2θ∇u, |x|−2θu ∈ Lp}

for all/one θ as above. In particular, if s1 + 2 < N
p < s2 + 2, then θ = 1 and

D(Lp,int) = {u ∈W 2,p(RN ) ; |x|−1∇u, |x|−2u ∈ Lp}.

When N
p 6∈ (s1, s2 + 2), then σ(L) = C for every Lp,min ⊂ L ⊂ Lp,max.

Theorem 1.4.3 [56] Assume that D = 0. If N
p ∈ (s0, s0 +2), then L endowed with domain

D(Lp,int) =
{
u ∈ D(Lp,max) ; |x|−2θ0 | log |x||−

2
pu ∈ Lp(B 1

2
)
}

with θ0 = 1
2(s0 − N

p ) ∈ (0, 1) generates a bounded positive analytic semigroup on Lp. More-

over,

D(Lp,int) = D(Lp,reg) :=





u ∈ D(Lp,max) ;

u ∈W 2,p(RN \B 1
2
),

|x|2−2θ0 | log |x||−
2
pD2u ∈ Lp(B 1

2
),

|x|1−2θ0 | log |x||−
2
p∇u ∈ Lp(B 1

2
),

|x|−2θ0 | log |x||−
2
pu ∈ Lp(B 1

2
)





.

When N
p 6∈ (s0, s0 + 2), then σ(L) = C for every Lp,min ⊂ L ⊂ Lp,max.

As a consequence, L generates a semigroup in some Lp(RN ), 1 < p <∞, if and only if

(s1, s2 + 2) ∩ (0, N) 6= ∅.

Corollary 1.4.4 [56] If p, q satisfy the hypotheses of Theorems 1.4.2 or 1.4.3, then the

generated semigroups coincide in Lp(RN ) ∩ Lq(RN ). Moreover (Lp,int)
∗ = L∗p′,int.

Next we state when Lp,int coincides with Lp,min or Lp,max.

Proposition 1.4.5 [56] Assume that D > 0. Then Lp,int = Lp,max if and only if N
p ∈

(s1, s2] and Lp,int = Lp,min if and only if N
p ∈ [s1 + 2, s2 + 2). Therefore, if s1 + 2 ≤ s2 and

if N
p ∈ [s1 + 2, s2], then Lp,int = Lp,min = Lp,max.

However, if D = 0 and N
p ∈ (s0, s0 + 2), then Lp,min ( Lp,int ( Lp,max.
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We refer the reader to [56, Theorem 3.29] for a detailed discussion of the inclusion

D(Lp,int) ⊂W 2,p(RN ).

We conclude the section with the following result concerning the action of the operator

in the space of continuous functions, referring to [57] for its proof.

Theorem 1.4.6 [57] If s1 < 0 < s2 + 2, then L generates a positive bounded analytic

semigroup T (z) of angle π
2 in C0(Ω). If s1 = 0, then T (z) is positive bounded analytic

semigroup of angle π
2 in C0(RN ).



Chapter 2

The Riemannian manifold

associated with the elliptic

operator

In this Chapter we study the Riemannian manifolds (RN \ {0}, g) associated with the

self-adjoint elliptic operator

A = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + (a− 1)(N − 1)

x

|x|2 · ∇ = div (a(x)∇) ,

where N ≥ 2, a > 0 and a(x) = I + (a − 1)x⊗x|x|2 . The core of this chapter is Section 2.2,

where we compute the explicit formula of the geodesic distance induced by g: such formula

plays, in Chapter 3, an essential role in the derivation of sharp upper estimates for the heat

kernel of the general operator L defined in (1.1).

Basic knowledge of Riemannian Geometry is required throughout the chapter and we refer

the reader to Appendix A for a brief survey on the main notions and results needed.

This Chapter is mainly based on [15].

2.1 The Riemannian manifold

Let a > 0 and let us consider the Riemannian manifold (RN \ {0}, g), where N ≥ 2 and

g is the Riemannian metric defined in Cartesian coordinates by

g =

N∑

i,j=1

(
δij +

(
1

a
− 1

)
xixj
|x|2

)
dxi ⊗ dxj . (2.1)

Let us set

a(x) := I + (a− 1)
x⊗ x
|x|2
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where I is the identity matrix and x⊗x =
(
xixj

)
i,j=1,...,N

. The matrix a(x) has eigenvalues

a with eigenvector x and 1 with eigenspace the orthogonal complement of x. In particular

det a = a > 0 and a is non-singular with inverse given by the matrix

a−1(x) = I +

(
1

a
− 1

)
x⊗ x
|x|2

that defines the metric tensor.

Throughout the chapter we always assume the canonical identification of the tangent

space Tp(RN ) ≡ {p} × RN ≡ RN given by (A.8). With this assumption, denoting by 〈·, ·〉
the euclidean inner product of RN , we have for every vector fields X,Y ,

g(X,Y ) = 〈a−1X,Y 〉, |X|g = 〈a−1X,X〉 12 = |a− 1
2X|. (2.2)

In particular

(
1 ∧ 1√

a

)
|X| ≤ |X|g ≤

(
1 ∨ 1√

a

)
|X|. (2.3)

The manifold (RN \ {0}, g) is naturally associated with its Laplace-Beltrami operator

(see Section A.3) defined as the second order elliptic operator in divergence form

A = div (a(x)∇) = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + (a− 1)(N − 1)

x

|x|2 · ∇.

For a = 1, the metric tensor g reduces to the Euclidean metric of RN \ {0} and A becomes

the classical Laplace operator ∆ of RN \ {0}.
Let us employ spherical coordinates on RN \ {0} (see Section B.1 in Appendix B for

further details). For every x ∈ RN \ {0} we write x = rω, where r := |x|, ω := x
|x| ∈ SN−1.

If u ∈ C2(Rn), ∂ru, ∂rru are the radial derivatives of u and ∇τu is the tangential component

of its gradient. Recalling Proposition B.1.4, they can be defined through the formulas

∂ru =

N∑

i=1

∂iu
xi
r
, ∂rru =

N∑

i,j=1

∂iju
xixj
r2

, ∇u = ∂ru
x

|x| +
∇τu
r
.

Moreover, in spherical coordinates, we have the following relation between the Laplacian ∆

and the Laplace-Beltrami operator ∆0 on the sphere SN−1:

∆ = Drr +
N − 1

r
Dr +

∆0

r2
.

The following Proposition gives the expression, in Cartesian coordinates, of the g-

gradient of functions of RN \ {0} .
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Proposition 2.1.1 For every u ∈ C1
(
RN \ {0}

)
the gradient ∇gu, taken with respect the

metric g, is given, in Cartesian coordinates, by

∇gu = ā∇u = ∇u+ (a− 1)∂ru
x

|x| , (2.4)

where ∂ru is the radial derivative of u. In particular, for every u, v ∈ C1
(
RN \ {0}

)
, one

has

(i) g(∇gu,∇gv) = 〈ā∇u,∇v〉;

(ii) |∇gu|2g = 〈ā∇u,∇u〉 = |ā 1
2∇u|2.

Furthermore,

L = |x|−γdiv(|x|γ∇g)−
b

|x|2 , (2.5)

where γ = N−1+c
a −N + 1 and |x|−γdiv(|x|γ∇g) is the weighted Laplace-Beltrami operator

on (RN \ {0}, g).

Proof. Let u ∈ C1
(
RN \ {0}

)
. Using (A.2), one has

∇gu = a∇u = ∇u+ (a− 1)

〈
x

|x| ,∇u
〉

x

|x| = ∇u+ (a− 1)∂ru
x

|x| .

(i) and (ii) are then trivial consequences of (2.2). (2.5) follows from (2.4) and the relation

L = |x|−γdiv(|x|γa∇)− b

|x|2 ,

which can be checked directly.

Remark 2.1.2 Let dg be the distance function on RN \ {0} induced by the metric tensor

g and let f be a function on RN \ {0}. Then, by standard result on Lipschitz functions on

Riemannian manifold (see for example [35, Theorem 11.3]), f ∈ Lip(RN \ {0} , dg) if and

only if f ∈W 1,∞
loc (RN \ {0}) and

Lip(f, dg) = sup
x∈RN\{0}

|∇gf(x)|g = ‖〈ā∇f,∇f〉‖
1
2∞ <∞. (2.6)

We compute, now, the metric tensor g in spherical coordinates.

Proposition 2.1.3 Let (RN \ {0}, g) be the Riemannian manifold defined by (2.1). The

metric tensor g has the following representation in spherical coordinates x = rω:

g =
1

a
dr2 + r2h.

Here h is the canonical spherical metric on SN−1 and dr2 := dr ⊗ dr is the canonical

euclidean metric on R+ which satisfies dr2 =
∑N

i,j=1
xixj
|x|2 dxi ⊗ dxj .
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Proof. The claim follows immediately by applying Proposition B.1.1.

The previous Proposition shows that the metric tensor g is homothetic by a factor 1
a to

g̃ = dr2 + ar2h. (2.7)

This gives us a useful interpretation of (RN \ {0}, g) in terms of warped products (see

Section A.4.3 in Appendix A). More specifically we have the following result.

Proposition 2.1.4 The Riemannian manifold (RN \ {0}, g̃) is isometric to the warped

product R+ ×√ar SN−1. As a consequence the metric tensor g can be extended smoothly at

0 if and only if a = 1 and, in such a case, it coincides with the Euclidean metric of RN .

(RN \ {0}, g) is flat if either N = 2 or a = 1 and, for N ≥ 3, its Ricci tensor Ric satisfies

(1− a)Ric ≥ 0

i.e. (RN \ {0}, g) has non-negative or non-positive Ricci curvature accordingly to whether

a < 1 or a > 1. Furthermore, in the last case, the Ricci tensor is not bounded from below.

Proof. Recalling Definition A.4.12, the first claim is an immediate consequence of equation

(2.7). The required isometry is, in particular, given by the map

Q : RN \ {0} →]0,∞[×SN−1, x 7→ Q(x) =

(
|x|, x|x|

)
.

The second assertion follows from a result on rotationally symmetric metrics (see for ex-

ample [68, page 12-13]) or directly observing that the term
xixj
|x|2 in (2.1) cannot be extended

smoothly to 0.

To prove the last two claims we apply Proposition A.4.14 of the Appendix A with

(B, gB) = (R+, dr), (F, gF ) = (SN−1, h) and f(r) =
√
ar. We follow the same notation

adopted there to denote vector fields on B and F and their respective lifts on B × F .

Let R be the Riemannian curvature tensor of R+ ×√ar SN−1. Since (R+, dr) is flat and

f ′(r) =
√
a, f ′′(r) = 0, all the curvatures in (i)-(iv) of Proposition A.4.14 vanish identically

and we have only to manage the spherical terms in (v).

Let RSN−1
, RicS

N−1
be respectively the Riemannian curvature and the Ricci Tensor of

(
SN−1, h

)
; let X,Y, Z be vector fields on SN−1. Example A.4.11 shows that

RSN−1
(X,Y )Z =

[
h(Y,Z)X − h(X,Z)Y

]

RicS
N−1

(X) = (N − 2)X.
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Inserting the first of the last equalities in the expression (v) of Proposition A.4.14, we get

R(X,Y )Z = RSN−1
(X,Y )Z − 1

r2

[
ar2h(Y,Z)X − ar2h(X,Z)Y

]

= (1− a)RSN−1
(X,Y )Z.

This implies R = 0 if either RSN−1
= 0 or a = 1. Since RSN−1

= 0 only for the one

dimensional sphere, the previous conditions are equivalent to a = 1 or N = 2.

To prove the last claim let (E1, . . . , EN−1) be an orthonormal frame on
(
SN−1, h

)
; then

(F1, . . . , FN ) :=
(

1√
ar
E1, . . . ,

1√
ar
EN−1, ∂r

)
is an orthonormal frame field on R+×√arSN−1.

An analogous computation shows that

Ric(Fi) = (N − 2)
1− a
ar2

Fi, i < N ; (2.8)

Ric(∂r) = 0;

(see also [68, Section 3.2.3, page 70]). This implies, recalling Definition A.2.14, that the

warped product R+×√ar SN−1 has non-negative Ricci curvature for a < 1 and non-positive

Ricci curvature for a > 1. In the last case, Ric is not bounded from below since, from (2.8),

one has

Ric(Fi, Fi) = (N − 2)
1− a
ar2

g(Fi, Fi)

= (N − 2)
1− a
ar2

−→ −∞, as r → 0.

Being g = 1
a g̃, the same result holds for (RN \ {0}, g).

Remark 2.1.5 The non-completeness of the manifold and, for N ≥ 3, a > 1, the unbound-

edness from below of its Ricci tensor Ric are the geometric reflection of the singularity which

appears, for a 6= 1, in the leading term of the operator L defined in (1.1) .

The next Proposition points out the spherical symmetry of (RN \ {0}, g). For every

k < N , we consider the Riemannian Manifolds (RN \ {0}, g) and (Rk \ {0}, g), where we

keep the same notation g to denote both metric tensors on RN \ {0} and Rk \ {0}.

Proposition 2.1.6 Let O(N) be the group of the orthogonal transformations of RN . Then

every T ∈ O(N) induces an isometry of (RN\{0}, g). Moreover every Hyperplane containing

the origin is a totally geodesic Riemannian submanifold of (RN \ {0}, g). In particular, for

every k < N , (Rk \ {0}, g) is a Riemannian submanifold of (RN \ {0}, g).
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Proof. Let T ∈ O(N). Since T tT = I and |Tx| = |x|, we have, for every x ∈ RN \ {0},

T t a−1(Tx)T = T t T +

(
1

a
− 1

)
T t

Tx⊗ Tx
|Tx|2 T

= I +

(
1

a
− 1

)
(T tT )x⊗ (T tT )x

|Tx|2 (2.9)

= I +

(
1

a
− 1

)
x⊗ x
|x|2 = a−1(x).

Recalling (A.6) in Appendix A, the last equation implies that T is an isometry of (RN \
{0}, g).

To prove the second claim we observe that every Hyperplane containing the origin coincides,

for some subset Θ ⊆ o(N), with the set Fix(Θ) = {x ∈ RN : T (x) = x ∀T ∈ Θ}. The

required property, then, follows from Proposition A.4.10.

Finally, arguing as in (2.9), we can easily prove that the immersion i of Rk \ {0} onto

RN \ {0} is, actually, an isometric immersion of (Rk \ {0}, g) onto (RN \ {0}, g).

2.2 The distance function

In this section we denote by dg the distance function on RN \ {0} induced by the metric

tensor g defined in (2.1). By definition, dg(p, q) is given by the infimum of the lengths L(γ)

of all piecewise C1 curves γ from P to Q. Analogously we write dg̃ to denote the distance

function on RN \ {0} induced by the metric tensor g̃ = dr2 + ar2h.

Proposition 2.1.3 shows that the metric g is homothetic by a factor 1
a to g̃. Therefore,

by the definition of dg, we have , for any p, q ∈ RN \ {0},

dg(p, q) =
1√
a
dg̃(p, q). (2.10)

Moreover, recalling (2.3), dg is equivalent to the euclidean distance on RN \ {0}:
(

1 ∧ 1√
a

)
|p− q| ≤ dg(p, q) ≤

(
1 ∨ 1√

a

)
|p− q|. (2.11)

The main result of this chapter consists in proving the following explicit expression for

the distance function dg.

Theorem 2.2.1 For any p, q ∈ RN \ {0}, given in spherical coordinates by p = rp ωp, q =

rq ωq, the distance dg between p and q is given by

dg(p, q) =

√
1

a

[
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)]
. (2.12)
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Before proving Theorem 2.2.1, we give an interpretation of dg̃ in terms of cone metrics.

We recall the following.

Definition 2.2.2 [14] A cone con(X) over a topological space X is the quotient of the

product X× [0,∞), obtained by gluing together (identifying) all points in the fiber X×{0}.
This point is called the origin (or apex) of the cone, and denoted by O.

A point p ∈ con(X) can be described as (x, r), where x ∈ X and r = |Op|. If (X, dX)

is a metric space, then dX induces a metric dC on con(X) (called cone metric), explicitly

given, for any p = (x, r), q = (y, s) ∈ con(X), by

dC(p, q) =





√
r2 + s2 − 2rs cos(dX(x, y)) if dX(x, y) ≤ π,

r + s if dX(x, y) > π

(see [14, pp. 90-93]). Observe that r + s =
√
r2 + s2 − 2rs cos(π), so that we can rewrite

dC as dC(p, q) =
√
r2 + s2 − 2rs cos(π ∧ dX(x, y)).

Clearly, the above extremely general construction applies to (RN \ {0}, dg̃) (the case

when a = 1 was explicitly described in [14]). In fact, (RN \ {0}, dg̃) can be seen as the cone

over (SN−1, dh̃), where h̃ = ah and dh̃ is the corresponding distance.

Consider now two points p = rpωp, q = rqωq ∈ Rn \ {0}, where (rp, ωp) are the spherical

coordinates of p , so that rp = |p|, ωp = p/|p| (and correspondingly for q). Then, we have

dg̃(p, q) =
√
r2
p + r2

q − 2rprq cos(π ∧ dh̃(ωp, ωq)).

On the other hand, it is well known that

dh(ωp, ωq) = arccos(〈ωp, ωq〉).

Since h̃ = ah, we have dh̃ =
√
a dh, so that the above equation permits to calculate dh̃(p, q).

Substituting into the above formula for dg̃(p, q) and using (2.10), we obtain (2.12).

Remark 2.2.3 Let (X, gX) be a complete Riemannian manifold. The latter construction

fails to be applied in the context of Riemannian manifolds since, in general, con(X) is not

smooth at its apex O. In our case, indeed, the metric tensor g̃ cannot be extended smoothly

at 0 if a 6= 1 (see Proposition 2.1.4). On the other hand, con(X) is a complete metric space

provided that (X, dX) is complete.

In order to prove Theorem 2.2.1, we need some preparation. We start by finding a lower

bound for dg̃ which will be a crucial key to prove (2.12).
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Proposition 2.2.4 Let h be a metric tensor on the sphere SN−1 and let us consider the

warped product R+ ×r SN−1. Then, for every C1 curve γ : [a, b]→ R+ × SN−1, t 7→ γ(t) :=

(r(t), ω(t)), one has

L(γ) ≥
√
r(a)2 + r(b)2 − 2r(a)r(b) cos

(
π ∧ L(ω)

)
.

Here L(γ) is the length of the curve γ in R+ ×r SN−1 and L(ω) is the length of ω in
(
SN−1, h

)
. In particular, if dC and dh are the Riemannian distances on R+ ×r SN−1 and

(
SN−1, h

)
respectively, then, for every p = (rp, ωp), q = (rq, ωq) ∈ R+ × SN−1, one has

dC(p, q) ≥
√
r2
p + r2

q − 2rprq cos
(
π ∧ dh(ωp, ωq)

)
. (2.13)

Proof. Let γ : [a, b] → R+ × SN−1, t 7→ γ(t) := (r(t), ω(t)) be a C1 curve of R+ × SN−1

and, for simplicity, let us assume [a, b] = [0, 1]. Let θ(t) := L
(
ω|[0,t]

)
be the length of ω|[0,t]

in
(
SN−1, h

)
. Since

L
(
ω|[0,t]

)
=

∫ t

0

√
h (ω̇(s), ω̇(s)) ds,

a simple application of the fundamental theorem of calculus yields θ̇(t) =
√
h (ω̇(t), ω̇(t)).

Let us define, now, the curve α of R2 given in polar coordinates by α(t) ≡ (r(t), θ(t))

and let p = α(0), q = α(1). Then it follows, by construction,

L(γ) =

∫ 1

0

√
ṙ(t)2 + r(t)2 h (ω̇(t), ω̇(t)) dt =

∫ 1

0

√
ṙ(t)2 + r(t)2 θ̇(t)2 dt = L(α).

If L(ω) = θ(1) ≤ π ( see Figure 2.1), then it follows immediately by the properties of the

Euclidean distance of R2 that
√[

r(0)2 + r(1)2 − 2r(0)r(1) cos(θ(1))
]

= |pq| ≤ L(α) = L(γ).

Analogously, if L(ω) = θ(1) > π ( see Figure 2.2), then

r(0) + r(1) = |p|+ |q| ≤ L(α) = L(γ).

Putting together the previous inequalities, we get

L(γ) ≥
√[

r(0)2 + r(1)2 − 2r(0)r(1) cos
(
π ∧ L(ω)

)]
.

To prove the last claim, let p = (rp, ωp), q = (rq, ωq) ∈ R+ × SN−1 and let γ(t) :=

(r(t), ω(t)) be a C1 curve of R+× SN−1 connecting p to q. Then the previous estimate and

L(ω) ≥ dh(ωp, ωq) yield

L(γ) ≥
√[

r2
p + r2

q − 2rprq cos
(
π ∧ L(ω)

)]
≥
√[

r2
p + r2

q − 2rprq cos
(
π ∧ dh(ωp, ωq)

)]
.

Optimizing over γ we get the desired claim.
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Figure 2.1: L(ω) ≤ π
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Figure 2.2: L(ω) > π

The Riemannian manifold
(
R2 \ {0}, g̃

)
is, by Proposition 2.1.4, a flat manifold and,

consequently, it is locally isometric to the Euclidean plane. This property allows to solve,

at a first stage, the two-dimensional problem.

Proposition 2.2.5 For any p, q ∈ R2 \ {0}, defined in spherical coordinates by p = rp ωp,

q = rq ωq, the distance dg̃ between p and q is given by

dg̃(p, q) =

√
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)
. (2.14)

Proof. Let us employ polar coordinates on R2 \ {0}:

R+ × [0, 2π[3 (r, θ) 7→ (x, y) = (r cos θ, r sin θ) ≡ reiθ ∈ R2 \ {0}.

The metric tensor takes the form

g̃ = dr2 + ar2dθ2.

On the other hand we have, for every eiθp eiθq ∈ S1,

dh(eiθp , eiθq) = arccos
(
〈eiθp , eiθq〉

)
= min {|θp − θq|, 2π − |θp − θq|} .

Let p = rpe
iθp , q = rqe

iθq ∈ R2 \ {0} and let us define

d1(p, q) :=

√
r2
p + r2

q − 2rprq cos
(
π ∧√adh(eiθp , eiθq)

)
.

Applying Proposition 2.1.4 and Proposition 2.2.4, with h = ah, we immediately get

dg̃(p, q) ≥ d1(p, q). (2.15)

It is, therefore, sufficient to prove dg̃(p, q) ≤ d1(p, q).
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Since, by Proposition 2.1.6,
(
R2 \ {0}, g̃

)
is invariant under rotations, we can suppose,

without loss of generality, π
2 ≤ θp ≤ θq ≤ 3

2π. In particular dh(eiθp , eiθq) = (θq − θp).
Let us treat, firstly, the case

√
a (θq − θp) ≥ π.

For every 0 < ε < min{rp, rq}, let us consider the curve of R2 \ {0} γε := γ1,ε ∪ γ2,ε ∪ γ3,ε

defined as the union of the three curves γ1,ε : [ε, rp] 3 r 7→ reiθp , γ2,ε : [θp, θq] 3 θ 7→ εeiθ,

γ3,ε : [ε, rq] 3 r 7→ reiθq (see Figure 2.3). Obviously γε connects p to q and a direct

Figure 2.3: the support of the curve γε = γ1,ε ∪ γ2,ε ∪ γ3,ε.

p

q

γ1,ϵ

γ2,ϵ

γ3,ϵ

x

y

computation easily gives L(γ1,ε) = rp − ε, L(γ2,ε) = ε
√
a(θq − θp), L(γ3,ε) = rq − ε. This

yields

dg̃(p, q) ≤ L(γε) = rp + rq − 2ε+ ε
√
a(θq − θp).

Taking the limit, in the last inequality, as ε→ 0, we get dg̃(p, q) ≤ rp + rq = d1(p, q). This

implies, recalling (2.15), dg̃(p, q) = d1(p, q) which is the required claim for
√
a (θq− θp) ≥ π.

Let us suppose, now,
√
a (θq − θp) < π.

(
R2 \ {0}, g̃

)
is, by Proposition 2.1.4, a flat Riemannian manifold and therefore it can be

locally developed on the euclidean plane. Let us fix, to this aim, a sufficiently small ε > 0

such that I :=]θp−ε, θq+ε[⊆ [0, 2π[ and
√
a (θq−θp)+2ε

√
a < π. Then, setting θ0 := θp−ε

and J :=
√
a I −√aθ0, we have

J = ]0,
√
a (θq − θp) + 2ε

√
a[⊆ ]0, π[.

Let U , V be the open cones of R2 \ {0} defined by U = {reiθ : r ∈ R+, θ ∈ I} and

V = {reiθ : r ∈ R+, θ ∈ J} (see Figure 2.4). Clearly p, q ∈ U and V , having opening angle
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κ :=
√
a (θq − θp) + 2ε

√
a < π, is convex. Let f : U → V be the application given, in polar

coordinates, by

f : R+ × I 3 (r, θ) 7→
(
r,
√
a (θ − θ0)

)
∈ R+ × J. (2.16)

f is, clearly, a diffeomorphism whose Jacobian, at any point, satisfies Jf =
(

1 0
0
√
a

)
.

Let g0 = dr2 + r2dθ2 be the euclidean metric of R2 \ {0}. Since
(

1 0

0 ar2

)
= Jf t ◦

(
1 0

0 r2

)
◦ Jf,

equation (A.6) in Appendix A proves that f is a Riemannian isometry between (U, g̃) and

the euclidean cone (V, g0).

Figure 2.4: the action of f(r, θ) = (r,
√
a (θ − θ0)).
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Since V is convex, the segment γ that joins f(p) = rpe
i
√
a(θp−θ0) to f(q) = rqe

i
√
a(θq−θ0) lies

entirely in V and has euclidean length equals to

|f(p)f(q)| =
√
r2
p + r2

q − 2rprq cos
(√
a(θq − θp)

)
= d1(p, q).

Since f is length preserving, the curve α := f−1 ◦ γ of U joins p to q and satisfies

dg̃(p, q) ≤ L(α) = |f(p)f(q)| = d1(p, q).

The last inequality, recalling (2.15), proves dg̃(p, q) = d1(p, q) i.e the required claim in the

remaining case.
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Remark 2.2.6 If a ≤ 1, the same proof of Proposition 2.2.5 shows that
(
R2 \ {0}, g̃

)
can be

globally developed on the quotient Riemannian manifold V/ ∼ (see [13, Chapter 3, Definition

2.1]), where

V = {reiθ : r ∈ R+, 0 ≤ θ ≤ √a 2π}

is the cone equipped with the euclidean metric g0 induced by the immersion in R2 and ∼
is the equivalence relation that identifies the boundary rays given by θ = 0, θ =

√
a2π (see

Figure 2.5). The isometry is described, in polar coordinates, by

F : R+ × [0, 2π[3 (r, θ) 7→
(
r,
√
a θ
)
∈ R+ × [0,

√
a 2π[.

In this case, denoting by dg0 the distance induced on (V/ ∼, g0), one can recognize that

dg̃(p, q) = dg0(F (p), F (q)) =

√
r2
p + r2

q − 2rprq cos
(√

adh(eiθp , eiθq)
)
.

If a > 1, F is well defined only for
√
a θ < 2π. To overcome this limit one can consider the

helicoid of R3,

M = {(r cos θ, r sin θ, θ) ∈ R3 : r > 0, θ ∈ R}

provided with the metric tensor dr2 + r2dθ2. We remark that the projection

p : R3 \ {0} → R2 \ {0}, p(x, y, z) = (x, y)

is a Riemannian covering map from
(
M, dr2 + r2dθ2

)
to
(
R2 \ {0}, g0

)
(see [66, Chapter

7, Definition 11]. With this setting,
(
R2 \ {0}, g̃

)
is isometric to M′/ ∼ where

M′ = {(r cos θ, r sin θ, θ) ∈ R3 : r > 0, 0 ≤ θ ≤ √a 2π}

is a Riemannian submanifold of M and ∼ is the equivalence relation that identifies the

boundary rays given by θ = 0, θ =
√
a2π (see Figure 2.6). The isometry is given by

F : R2 \ {0} →M′/ ∼, reiθ 7→
(
r cos(

√
aθ), r sin(

√
aθ),
√
aθ
)
.

In this case, if d′ is the distance induced on
(
M′/ ∼, dr2 + r2dθ2

)
, one can recognize that

dg̃(p, q) = d′(F (p), F (q)) =

√
r2
p + r2

q − 2rprq cos
(
π ∧√adh(eiθp , eiθq)

)
.
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Figure 2.5: the action of F (r, θ) = (r,
√
a θ) for a < 1.
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Figure 2.6: the action of F (reiθ) =
(
r cos(

√
aθ), r sin(

√
aθ),
√
aθ
)

for a = 2.
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Finally, for N > 2, the spherical symmetry of (RN \{0}, g), proved in Proposition 2.1.6,

combined with the lower bound (2.13), allows to deduce the N -dimensional distance from

the two-dimensional one.

Proof of Theorem 2.2.1. Let p, q ∈ RN \ {0}, given in spherical coordinates by

p = rp ωp, q = rq ωq. Recalling (2.10), we can equivalently prove

dg̃(p, q) =

√
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)
.

By Proposition 2.1.6,
(
RN \ {0}, g̃

)
is invariant under orthogonal transformations. We can,

therefore, suppose p, q ∈ R2\{0} since, otherwise, we can find an orthogonal transformation

T that maps the plane π containing {p, q, 0} into R2 and for which dg̃(T (p), T (q)) = dg̃(p, q).

(R2 \ {0}, g̃) is, by Proposition 2.1.6, a Riemannian submanifold of (RN \ {0}, g̃): in

particular, if d2 is the induced distance on (R2 \ {0}, g̃) given by Formula (2.14), we apply

Propositions A.4.3 and deduce

dg̃(p, q) ≤ d2(p, q) =

√
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)
.

On the other hand, the result of Proposition 2.2.4, with h = ah, yields

dg̃(p, q) ≥
√
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)
.

Combining the last two inequalities we prove the Theorem.

2.3 A characterization of the Riemannian distance

Let (M, g) denote a Riemannian manifold of dimension N and dg the distance function

on M induced by the metric tensor g. By definition, dg is given by the infimum of the

lengths L(γ) of all C1 curves γ from P to Q.

We denote by Lip(M, dg) the class of real functions defined on M which are Lipschitz-

continuous with respect to the distance dg. For f ∈ Lip(M, dg), we write Lip(f, dg) to

indicate the best constant L such that |f(p)− f(q)| ≤ Ldg(p, q) for every p, q ∈M.

We start by recalling a result which allows the regularization of Lipschitz functions. For

the proof, we may refer to [9].

Lemma 2.3.1 [9, Theorem 1] Let (M, g) be a Riemannian manifold and let ψ ∈ Lip(M, dg).

For every ε > 0 there exists ψε ∈ C∞(M), such that
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(i) sup
M
|ψε − ψ| ≤ ε;

(ii) Lip(ψε, dg)≤Lip(ψ, dg) + ε.

In particular, ψε → ψ uniformly on M as ε→ 0, and lim sup
ε→0

Lip(ψε, dg) ≤ Lip(ψ, dg).

Remark 2.3.2 The same result with Lip(ψε, dg)=Lip(ψ, dg)+ε holds if (M, g) is a complete

Riemannian manifold (see [33, Theorem 2]).

The following proposition provides a useful characterization of the Riemannian distance

function in terms of Lipschitz functions.

Proposition 2.3.3 Let (M, g) be a Riemannian manifold. Then, for every p, q ∈M,

dg(p, q) = sup {ψ(p)− ψ(q) : ψ ∈ Lip(M, dg), Lip(ψ, dg) ≤ 1} . (2.17)

Proof. Given two points p, q ∈ M, we first consider the function f defined for every

z ∈ M by f(z) = dg(z, q). The triangle inequality then yields at once that f ∈ Lip(M, dg)

and Lip(f) ≤ 1. Since dg(p, q) = f(p)− f(q), we immediately deduce that

dg(p, q) ≤ sup {ψ(p)− ψ(q) : ψ ∈ Lip(M, dg), Lip(f) ≤ 1} .

For the converse inequality, let γ : [0, 1]→M be a C1 curve with γ(0) = p, γ(1) = q and

let ψ ∈ Lip(M, dg) with Lip(ψ, dg) ≤ 1. For every ε > 0 let ψε ∈ C∞(M) as in the previous

Lemma. We observe that by definition we have d
dt(ψε ◦ γ)(t) = g (∇gψε(γ(t)), γ̇(t)), where

∇gψε(p) is the (M, g) gradient of ψε at p. The Cauchy-Schwarz inequality then yields

ψε(p)− ψε(q) =

∫ 1

0

d

dt
(ψε ◦ γ)(t) dt

=

∫ 1

0
g (∇gψε(γ(t)), γ̇(t)) dt ≤

∫ 1

0
‖∇gψε(γ(t))‖g ‖γ̇(t)‖g dt.

Since sup
z∈M
‖∇gψε(z)‖g = Lip(ψε, dg)≤Lip(ψ, dg) + ε, we get

ψε(p)− ψε(q) ≤
∫ 1

0
(1 + ε) ‖γ̇(t)‖g dt = (1 + ε)L(γ).

Minimizing over γ and taking the limit for ε→ 0, we conclude that ψ(p)−ψ(q) ≤ dg(p , q).
This proves the desired inequality.

Remark 2.3.4 Since for every ψ ∈ Lip(M, dg), −ψ ∈ Lip(M, dg) with Lip(−ψ, dg) =

Lip(ψ, dg), one has, equivalently,

dg(p, q) = sup {|ψ(p)− ψ(q)| : ψ ∈ Lip(M, dg), Lip(ψ, dg) ≤ 1} .
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Moreover, every ψ ∈ Lip(M, dg) with Lip(ψ, dg) ≤ 1 can be approximated in L∞loc(M) (in

L∞(M) if ψ is bounded) with a sequence of function φε ∈ C∞(M) such that Lip(φε, dg) =

supz∈M ‖∇gφε(z)‖g ≤ 1. Indeed, if ψε is the approximating sequence of Proposition 2.3.1,

then the sequence φε = 1
1+ε ψε satisfies the required property. This implies, also,

dg(p, q) = sup

{
ψ(p)− ψ(q) : ψ ∈ C∞(M), sup

z∈M
‖∇gψ(z)‖g ≤ 1

}

= sup

{
|ψ(p)− ψ(q)| : ψ ∈ C∞(M), sup

z∈M
‖∇gψ(z)‖g ≤ 1

}
.

We now come back to the Riemannian manifold (RN \ {0}, g), where

g =
N∑

i,j=1

(
δij +

(
1

a
− 1

)
xixj
|x|2

)
dxidxj ,

and let us define the set

Ψ :=
{
ψ ∈ C∞(RN \ {0}) : 〈a∇ψ,∇ψ〉 ≤ 1

}
. (2.18)

Recalling (2.6), Ψ is the set of the functions ψ ∈ C∞(RN \ {0}) ∩ Lip(RN \ {0}, dg) which

satisfy Lip(f, dg) ≤ 1.

Proposition 2.3.5 The distance dg on RN \ {0} induced by the metric (2.1) can be equiv-

alently defined as

dg(x, y) := sup{ψ(x)− ψ(y) ; ψ ∈ Ψ}, x, y ∈ RN \ {0}. (2.19)

Proof. The claim is an immediate consequence of Remark 2.3.4.

Remark 2.3.6 For a generic metric space M, formula (2.17) defines a distance on M
which is called the functional distance. Functional distances play a preferred role in the

discussion of second-order operators: for example in [22] Davies uses them to implement

his famous perturbation method to prove Gaussian upper bounds for symmetric purely second

order operators with L∞-coefficients.

We also remark that equality (2.19) shows, in particular, that dg is consistent with the

metric used in [57, Lemma 4.11] to deduce upper estimate for the heat kernel of L with

unspecified constants.



Chapter 3

Gaussian upper bound for the

Heat Kernel

In this Chapter we prove optimal upper complex bounds for the heat kernel of the

operator

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 , (3.1)

a > 0, b, c ∈ R.

The main result is Theorem 3.5.3 where we prove that the heat kernel p of L, with

respect to the measure µ = |x|γdy, satisfies

|p(z, x, y)| ≤ C (Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)α
|x|− γ2 |y|− γ2

×
[(

|x|
(Re z)

1
2

∧ 1

)(
|y|

(Re z)
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−Re

dg(x, y)2

4z

)
.

(3.2)

where D ≥ 0 is defined in (3.5), γ = (N − 1 + c)/a−N + 1 and α = N
2 if 0 ≤ D ≤

(
N−2

2

)2
,

α = N+γ−2s1
2 if D >

(
N−2

2

)2
. dg is the distance on RN \ {0} associated to the operator L

which, as proved in Chapter 2, is expressed by

dg(x, y) =

√
1

a

[
|x|2 + |y|2 − 2|x||y| cos

(
π ∧√a arccos

(
〈 x|x| ,

y

|y| 〉
))]

.

As a consequence we improve the result proved in [57].

There are different methods to prove Gaussian estimates. Here we follow the approach

of [21] where the authors use the Phragmén-Lindelöf theorem to deduce them from some L2

Gaussian bounds, the so-called Davies-Gaffney estimates (3.17), and the ultracontractivity

of the semigroup.
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Such technique is known to apply, for example, to the Laplace-Beltrami operator on a

complete Riemannian manifoldM (see [21, Theorems 1.1]): if q(z, x, y) is the corresponding

heat kernel, the Davies-Gaffney estimates and the on-diagonal upper bounds

q(t, x, x) ≤ Ct−D2 , ∀ t > 0, x ∈M,

imply

|q(z, x, y)| ≤ C(Re z)−D/2
(

1 + Re
d2(x, y)

4z

)D/2
exp

(
−Re

d2(x, y)

4z

)
,

where z ∈ C+, x, y ∈M and d is the Riemannian distance on M.

In this paper we apply the method to the operator defined by (3.1) whose associated

Riemannian metric g, as a reflection of the singularity of L, is not complete for a 6= 1 (see

Chapter 2).

In Section 3.1, we analyse the operator in the metric measure space
(
RN \ {0}, dg, µ

)
,

where it is nonnegative and self-adjoint. To overcome the singularity at 0 we perform

another change in the measure and use form methods to construct an equivalent operator

in the space L2 (Rn, dν), where dν is defined in (3.10).

In Section 3.4 we show that the the analytic semigroup {ezL : z ∈ C+} generated by L

satisfies the Davies-Gaffney estimates (3.17). This property, combined in Section 3.5 with

some ultracontractivity bounds and with [21, Theorems 4.1], ensures the validity of (3.2).

We refer the reader to Appendix C for a brief survey on the main notions and results

needed.

Unless otherwise specified, all the results presented in this Chapter are collected in [15].

3.1 Symmetric forms associated to −L

Let

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 = aDrr +
N − 1 + c

r
Dr −

b−∆0

r2
,

where Dr, Drr denote radial derivatives and ∆0 is the Laplace-Beltrami on SN−1.

Setting a = (aij) with

aij(x) = δij + (a− 1)|x|−2xixj , x ∈ RN \ {0}, γ =
N − 1 + c

a
−N + 1, (3.3)

L becomes

L = |x|−γdiv(|x|γa∇)− b

|x|2 . (3.4)

Note that γ = 0 if and only if L is formally self-adjoint with respect to the Lebesgue

measure.
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In Chapter 1 we showed that −L is associated with the sesquilinear form a defined in

L2
µ = L2(RN , dµ), where dµ = |x|γdx and

a(u, v) :=

∫

RN

(
〈a∇u,∇v〉+

b

|x|2uv
)
dµ,

D(a) := C∞c (RN \ {0}).

We recall that the condition

D =
b

a
+

(
N − 1 + c− a

2a

)2

≥ 0 (3.5)

is necessary and sufficient to get positive solutions (see Proposition 1.3.1) and we shall

always assume it. For the reader’s convenience we summarize below the main properties

about L proved in Section 1.2. See also [50, Lemma 3.4, Proposition 3.5] and [57, Lemma

4.2].

Proposition 3.1.1 If D ≥ 0, then a is a non-negative, symmetric and closable form in

L2
µ. Denoting by ã the closure of a, the Friedrichs extension operator

D(L) :=

{
u ∈ D(ã) ; ∃v ∈ L2

µ s.t. ã(u,w) =

∫

RN
vw dµ ∀w ∈ D(a)

}
,

−Lu := v

is well-defined, non-negative and self-adjoint. Moreover,

(i) C∞c (RN \ {0}) ↪→ D(L) and for every u ∈ C∞c (RN \ {0})

Lu =
N∑

i,j=1

aijDiju+ c
x

|x|2 · ∇u−
b

|x|2u.

(ii) D(L) ↪→ {u ∈ L2
µ ∩W 2,p

loc (RN \ {0}) ; Lu ∈ L2
µ}.

(iii) The scale homogeneity of L is 2:

s2L = M−1
s LMs, Msu(x) = u(sx), s > 0. (3.6)

(iv) L generates a contractive analytic semigroup
{
ezL : z ∈ C+

}
in L2

µ which satisfies

es
2zL = M−1

s ezLMs, Msu(x) = u(sx), z ∈ C+, s > 0. (3.7)

(v) For t ≥ 0 the semigroup etL is positive and irreducible, that is etLf > 0 a.e. if f ≥ 0,

f 6= 0.
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To derive kernel estimates, we introduce the following functions which allow to control

the singularity of L at 0.

Definition 3.1.2 We fix η ∈ C∞((0,∞)) satisfying η = 1 on (0, 1/2] and η = 0 on [2,∞)

and define a radial function φ ∈ C∞(RN \ {0}) by

φ(r) := η(r)r−s1 + (1− η(r))r−
γ
2 , r = |x| > 0, (3.8)

where s1, γ are defined above (recall that L|x|−s1 = 0).

We also define for α, β ∈ R,

%α,β(x) :=




|x|−α if 0 < |x| < 1,

|x|−β if 1 ≤ |x| <∞.
= |x|−β(1 ∧ |x|)−α+β. (3.9)

The following lemma describes some properties of φ.

Lemma 3.1.3 φ satisfies the following properties:

(i) There exists a constant 0 < c0 ≤ 1 such that

c0%s1, γ2
(x) ≤ φ(x) ≤ c−1

0 %s1, γ2
(x) x ∈ RN \ {0}

where, since s1 = N/2− 1−
√
D + γ/2,

%s1, γ2
(x) = |x|− γ2 (1 ∧ |x|)−N2 +1+

√
D.

(ii) There exists a constant c′0 ≥ 0 such that

∣∣∇(φ2|x|γ)
∣∣ ≤ c′0|x|γ−2s1−1χ{|x|<2}(x), x ∈ RN \ {0}.

(iii) φ is a Lyapunov function for L, that is there exists C0 ≥ 0 such that

Lφ(x) ≤ C0φ(x), x ∈ RN \ {0}.

Proof. (i) If r ∈ (0,∞) \ [1
2 , 2], then φ(x) = %s1, γ2

(x) for |x| = r. If r ∈ [1
2 , 2], then noting

that φ and %s1, γ2
are continuous and positive on [1

2 , 2], we see that there exists 0 < c < 1

such that c ≤ φ(x) ≤ c−1 and c ≤ %s1, γ2
≤ c−1. Choosing c0 = c2, we obtain the first

inequality. (ii) is proved similarly.

(iii) For r ∈ (0, 1
2), Lφ = 0. For r ∈ (2,∞), we have

Lφ = −
[
b+

γ

2

(
N − 1 + c− a− aγ

2

)]
r−

γ
2
−2 ≤ C1r

− γ
2 = C1φ.

For r ∈ [1
2 , 2], from the continuity of φ, φ′ and φ′′ we deduce Lφ ≤ C2φ. Therefore φ is a

Lyapunov function for L.
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Following the argument used in [23, Section 4.2], we perform another change in the

measure to get rid of the potential term b|x|−2. We introduce the Hilbert space L2
ν =

L2(RN , dν), with dν = φ2 dµ and the non-negative and symmetric form

b(u, v) := a(φu, φv),

D(b) := C∞c (RN \ {0}).

Observe that

dν =





|x|γ−2s1 dx = |x|−N+2+2
√
D dx, if |x| ≤ 1/2,

dx, if |x| ≥ 2.

(3.10)

If u, v ∈ C∞c (RN \ {0}) and L̃u = φ−1L(φu), then

−
∫

RN
(L̃u)v dν = −

∫

RN
L(φu)φv dµ = a(φu, φv) = b(u, v)

so that b is formally associated to −L̃. Moreover, if u, v ∈ D(b) are real, then by (3.4) and

integration by parts,

b(u, v) =

∫

RN

(
(a∇u · ∇v)φ2 + (a∇φ · ∇u)vφ+ (a∇φ · ∇v)uφ

+ (a∇φ · ∇φ)uv + b|x|−2φ2uv
)
dµ

=

∫

RN

(
(a∇u · ∇v)φ2 + (a∇φ · ∇(uvφ)) + b|x|−2φ2uv

)
dµ (3.11)

=

∫

RN

(
(a∇u · ∇v)φ2 − (Lφ)φuv

)
dµ.

In particular b is quasi-accretive:

b(u, u) ≥
∫

RN
(a∇u · ∇u) dν − C0

∫

RN
u2 dν. (3.12)

Remark 3.1.4 We point out that, as in Remark 1.2.5, if b̃ is the closure of the form b in

L2
ν , then

W 1,∞
c (RN \ {0}) :=

{
u ∈W 1,∞(RN ) ; suppu is compact in RN \ {0}

}
⊆ D(b̃)

and, for every u, v ∈W 1,∞
c (RN \ {0}),

b̃(u, v) = ã(φu, φv) =

∫

RN

(
(a∇u · ∇v)φ2 − (Lφ)φuv

)
dµ. (3.13)

In particular,

b̃(u, u) ≥
∫

RN
(a∇u · ∇u) dν − C0

∫

RN
u2 dν. (3.14)
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Since u ∈ L2
ν → φu ∈ L2

µ is an isometry which maps D(b) onto D(a), we can define L̃

as the operator

D(L̃) = φ−1 D(L),

L̃u = φ−1L(φu).

The following result is easily verified.

Proposition 3.1.5 −L̃ is the non-negative and self-adjoint operator associated to the clo-

sure of the form b in L2
ν . L̃ generates a contractive analytic semigroup

{
ezL̃ : z ∈ C+

}
in

L2
ν which satisfies

ezL̃f = φ−1ezL (φf) , f ∈ L2
ν .

Furthermore, for every t > 0, the operator etL̃ is positive and

‖etL̃f‖∞ ≤ eC0t‖f‖∞, f ∈ L2
ν ∩ L∞(RN ), t > 0,

where C0 ≥ 0 is the constant which appears in Lemma 3.1.3.

Proof. The first claim follows immediately by construction. The positivity of etL̃ is a

consequence of [67, Theorem 2.6] since, for every u ∈ D(b), one has Reu, (Reu)+ ∈ D(b)

and

b(Reu, Imu) ∈ R,

b((Reu)+, (Reu)−) = 0.

To show the L∞ bound, by [67, Theorem 2.13] it suffices to show that for every non-

negative function u ∈ D(b), (1 ∧ u) ∈ D(b) and

b((1 ∧ u), (u− 1)+) ≥ −C0

∫

RN
(u− 1)+ dν, (3.15)

(note that u− (1 ∧ u) = (u− 1)+). Indeed, the above inequality implies

‖etL̃f‖∞ ≤ eC0t‖f‖∞, f ∈ L2
ν ∩ L∞(RN ), f ≥ 0,

which, combined with the positivity of etL̃, gives

‖etL̃f‖∞ ≤ ‖etL̃|f |‖∞ ≤ eC0t‖f‖∞, f ∈ L2
ν ∩ L∞(RN ).

To prove (3.15) we note that ∇(1 ∧ u) = χ{u<1}∇u and ∇(u − 1)+ = χ{u>1}∇u. This

implies, recalling (3.11),

b((1 ∧ u), (u− 1)+) =

∫

RN
−Lφ
φ

(u− 1)+ dν ≥ −C0

∫

RN
(u− 1)+ dν.
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3.2 Caffarelli-Kohn-Nirenberg type inequalities

Some integral inequalities due to Caffarelli-Kohn-Nirenberg are crucial in deducing ker-

nel estimates. We state those we need, providing a simple self-contained proof (see [57] for

further details). The following lemma follows from Sobolev inequality, by scaling.

Lemma 3.2.1 Let N ∈ N. Then for every q ∈ (2,∞) satisfying 1
q ≥ 1

2 − 1
N , there exists

C̃q > 0 such that for every v ∈W 1,2(RN ),

‖v‖q ≤ C̃q‖∇v‖
N
(

1
2
− 1
q

)

2 ‖v‖
1−N

(
1
2
− 1
q

)

2 .

The following lemma is a special case of Caffarelli-Kohn-Nirenberg inequalities. We

provide a short proof for completeness.

Lemma 3.2.2 [57] Let σ ∈ R \ {−N}. Then for every q ∈ (2,∞) satisfying 1
q ≥ 1

2 − 1
N ,

there exists Cq > 0 such that for every u ∈ C∞c (RN \ {0}),

(∫

RN
|u(x)|q|x|σ dx

) 1
q

≤ Cq
(∫

RN
|∇u(x)|2|x|(1− 2

N
)σ dx

)N
2

(
1
2
− 1
q

)

×
(∫

RN
|u(x)|2|x|σ dx

) 1
2
−N

2

(
1
2
− 1
q

)

.

Proof. Set y = Φ(x) := |x| σN x. Since σ 6= −N , Φ is bijective, Φ−1(y) = |y|− σ
N+σ y and

dy = N+σ
N |x|σ dx. Setting v(y) := u(Φ−1(y)) in Lemma 3.2.1 we have

(∫

RN
|u(x)|q|x|σ dx

) 1
q

=

(
N

|N + σ|

∫

RN
|v(y)|q dy

) 1
q

≤ N
1
q |N + σ|−

1
q C̃q

(∫

RN
|∇v(y)|2 dy

)N
2

(
1
2
− 1
q

)(∫

RN
|v(y)|2 dy

) 1
2
−N

2

(
1
2
− 1
q

)

≤ N−( 1
2
− 1
q

)|N + σ|
1
2
− 1
q C̃q

(∫

RN
|∇v(Φ(x))|2|x|σ dx

)N
2

(
1
2
− 1
q

)

×
(∫

RN
|u(x)|2|x|σ dx

) 1
2
−N

2

(
1
2
− 1
q

)

.

Noting that

∇v(y) = ∇
[
u
(
Φ−1(y)

)]
= (DΦ−1)∗(y)∇u

(
Φ−1(y)

)
,
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we see

|∇v(Φ(x))| ≤ max

{
1,

N

|N + σ|

}
|Φ(x)|− σ

N+σ |∇u(x)| ≤ max

{
1,

N

|N + σ|

}
|x|− σ

N |∇u(x)|.

Therefore

(∫

RN
|u(x)|q|x|σ dx

) 1
q

≤ N−( 1
2
− 1
q

)|N + σ|
1
2
− 1
q max

{
1,

N

|N + σ|

}N
(

1
2
− 1
q

)

C̃q

×
(∫

RN
|∇u(x)|2|x|(1− 2

N
)σ dx

)N
2

(
1
2
− 1
q

)

×
(∫

RN
|u(x)|2|x|σ dx

) 1
2
−N

2

(
1
2
− 1
q

)

.

In the next lemma we use Hardy inequality to have the same weights in front of u and

∇u.

Lemma 3.2.3 [57] Let σ > 0. Then for every r ∈ (2,∞) satisfying 1
r ≥ 1

2− 1
N+σ when N ≥

3 and 1
r >

1
2 − 1

2+σ when N = 2, there exists C̃r > 0 such that for every u ∈ C∞c (RN \ {0}),
(∫

RN
|u(x)|r|x|σ dx

) 1
r

≤ Cq
(∫

RN
|∇u(x)|2|x|σ dx

)N+σ
2 ( 1

2
− 1
r )
(∫

RN
|u(x)|2|x|σ dx

) 1
2
−N+σ

2 ( 1
2
− 1
r )
.

Proof. First we observe that σ(r−2)
4 < 1 and

(∫

RN
|u|r|x|σ dx

) 1
r

=

(∫

RN

(
|u|2|x|σ−2

)σ(r−2)
4
(
|u|2|x|σ

) q
2

(1−σ(r−2)
4

)
dx

) 1
r

,

≤
(∫

RN
|u|2|x|σ−2 dx

)σ(r−2)
4r

(∫

RN
|u|q|x| q2σ dx

) 1
r
−σ(r−2)

4r

,

where we set q = 4r−2σ(r−2)
4−σ(r−2) ∈ (r,∞). By Hardy inequality, we have

∫

RN
|u|2|x|σ−2 dx ≤

(
2

N − 2 + σ

)2 ∫

RN
|∇u|2|x|σ dx.

Moreover, by the assumption 1
r ≥ 1

2− 1
N+σ we have 1

q − 1
2 = − r−2

2r−σ(r−2) ≥ − 1
N and therefore
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applying Lemma 3.2.1 to |x|σ2 u, and using Hardy inequality again, we deduce

∫

RN
|u|q|x| q2σ dx ≤ C̃qq‖∇(|x|σ2 u)‖

N(q−2)
2

L2

(∫

RN
|u|2|x|σ dx

)q−N(q−2)
4

≤ C̃qq
(
‖|x|σ2∇u‖L2 +

σ

2
‖|x|σ2−1u‖L2

)N(q−2)
2

(∫

RN
|u|2|x|σ dx

)q−N(q−2)
4

≤ C̃qq
(
N − 2 + 2σ

N − 2 + σ

)N(q−2)
2

(∫

RN
|∇u|2|x|σ dx

)N(q−2)
4

×
(∫

RN
|u|2|x|σ dx

)q−N(q−2)
4

.

Combining the above inequalities and noting that
(

1
r −

σ(r−2)
4r

)
N(q−2)

4 = N(r−2)
4r , we obtain

the desired inequality.

3.3 Ultracontractivity estimates

Using the Caffarelli-Kohn-Nirenberg type inequalities of Section 3.2, it is possible to

prove the following two lemmas that provide some Gagliardo-Nirenberg type inequalities

which are the main technical tool to prove upper bounds for the heat kernel of L̃. We refer

the reader to [15, 57] for their proof.

For technical reasons we distinguish between the cases 0 ≤ D ≤ (N−2
2 )2 and D >

(N−2
2 )2 which, recalling (3.10), correspond respectively to the negativity and positivity of

the exponent of the weight defining the measure dν in a neighbourhood of 0.

Lemma 3.3.1 Assume that N ≥ 2 and that 0 ≤ D ≤ (N−2
2 )2. Then for every q ∈ (2,∞)

such that 1
q ≥ 1

2 − 1
N and for every u ∈ D(b),

‖u‖Lqdν ≤ C
′
q

(
C0‖u‖2L2

dν
+ b(u, u)

) θ
2 ‖u‖(1−θ)

L2
dν

where θ = N
(

1
2 − 1

q

)
∈ (0, 1] and C ′q is a positive constant independent of u.

Proof. Since 0 ≤ D ≤ (N−2
2 )2, then σ = γ − 2s1 = 2−N + 2

√
D ≤ 0 and hence

c2
0 max{1, |x|γ−2s1} = c2

0%−σ,0(x) ≤ φ2(x)|x|γ ≤ c−2
0 %−σ,0(x) = c−2

0 max{1, |x|γ−2s1}.

Therefore, with θ = N
(

1
2 − 1

q

)
∈ (0, 1] as in the statement, we obtain from Lemma 3.2.1

(∫

RN
|u(x)|q dx

) 1
q

≤ C̃q
(∫

RN
|∇u(x)|2 dx

) θ
2
(∫

RN
|u(x)|2 dx

) 1−θ
2

≤ c−1
0 C̃q

(∫

RN
|∇u(x)|2 dν

) θ
2
(∫

RN
|u(x)|2 dν

) 1−θ
2

.
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Using Lemma 3.2.2 with σ = γ − 2s1 and the same θ as above we have also
(∫

RN
|u(x)|q|x|γ−2s1 dx

) 1
q

≤ Cq
(∫

RN
|∇u(x)|2|x|(1− 2

N
)(γ−2s1) dx

) θ
2

×
(∫

RN
|u(x)|2|x|γ−2s1 dx

) 1−θ
2

≤ c−(1−θ)
0 Cq

(∫

RN
|∇u(x)|2 max{1, |x|γ−2s1} dx

) θ
2

×
(∫

RN
|u(x)|2 dν

) 1−θ
2

≤ c−1
0 Cq

(∫

RN
|∇u(x)|2 dν

) θ
2
(∫

RN
|u(x)|2 dν

) 1−θ
2

.

Then
(∫

RN
|u(x)|q dν

) 1
q

≤ c−
2
q

0

(∫

RN
|u(x)|q max{1, |x|γ−2s1} dx

) 1
q

≤ c−1− 2
q

0 (Cqq + C̃qq )
1
q

(∫

RN
|∇u(x)|2 dν

) θ
2
(∫

RN
|u(x)|2 dν

) 1−θ
2

.

Since (3.12) yields

(1 ∧ a)

∫

RN
|∇u|2 dν ≤

∫

RN
〈a∇u,∇u〉 dν ≤ C0‖u‖2L2

ν
+ b(u, u)

the proof is complete.

Lemma 3.3.2 Assume that N ≥ 2 and that D > (N−2
2 )2. Then for every q ∈ (2,∞) such

that 1
q >

1
2 − 1

N+γ−2s1
and u ∈ D(b),

‖u‖Lqdν ≤ C
′′
q

(
(1 + C0)‖u‖2L2

dν
+ b(u, u)

) θ
2 ‖u‖1−θ

L2
dν

where θ = (N + γ − 2s1)
(

1
2 − 1

q

)
∈ (0, 1) and C ′′q is a positive constant independent of u.

Proof. Put σ = γ − 2s1 = 2−N +
√
D > 0 so that θ = (N + σ)

(
1
2 − 1

q

)
∈ (0, 1), by the

assumption on q. Let η be defined in (3.8). Then noting that 1
q >

1
2 − 1

N+σ >
1
2 − 1

N and

c1|x|σ ≤ φ(x)2|x|γ ≤ c−1
1 |x|σ, x ∈ supp η,

c2 ≤ φ(x)2|x|γ ≤ c2, x ∈ supp (1− η),

we see from Lemmas 3.2.3 and 3.2.1, respectively, that

‖ηu‖Lqdν ≤ c
− 1
q

1 ‖|x|
σ
q ηu‖q

≤ c−
1
q

1 Cq‖|x|
σ
2∇(ηu)‖

(N+σ)(q−2)
2q

2 ‖|x|σ2 ηu‖1−
(N+σ)(q−2)

2q

2

≤ c−
1
q
− 1

2

1 Cq‖η‖W 1,∞

(
‖u‖L2

ν
+ ‖∇u‖L2

ν

) (N+σ)(q−2)
2q ‖u‖1−

(N+σ)(q−2)
2q

L2
ν
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and

‖(1− η)u‖Lqdν ≤ c
− 1
q

2 ‖(1− η)u‖q

≤ c−
1
q

2 C̃q ‖∇((1− η)u)‖
N(q−2)

2q

2 ‖(1− η)u‖1−
N(q−2)

2q

2

≤ c−
1
q
− 1

2

2 C̃q‖η‖W 1,∞

(
‖u‖L2

ν
+ ‖∇u‖L2

ν

)N(q−2)
2q ‖u‖1−

N(q−2)
2q

L2
ν

≤ c−
1
q
− 1

2

2 C̃q‖η‖W 1,∞

(
‖u‖L2

ν
+ ‖∇u‖L2

ν

) (N+σ)(q−2)
2q ‖u‖1−

(N+σ)(q−2)
2q

L2
ν

(observe that (A+B)rA1−r is increasing in r ∈ [0, 1], for A,B ≥ 0). Combining the above

estimates, we deduce

‖u‖Lqdν ≤ C
(
‖u‖L2

ν
+ ‖∇u‖L2

ν

) (N+σ)(q−2)
2q ‖u‖1−

(N+σ)(q−2)
2q

L2
ν

.

Using (3.12) we complete the proof.

Using the equivalence between ultracontractivity and Gagliardo-Nirenberg type inequal-

ities given by Theorem C.1.1, we obtain some pointwise kernel estimates for L̃.

Proposition 3.3.3 Let Ω = RN \ {0} and let L̃ be the operator defined by Proposition

3.1.5. Then there exists pν(z, ·, ·) ∈ L∞(RN × RN ) such that for z ∈ C+

ezL̃f(x) =

∫

RN
pν(z, x, y)f(y) dν, f ∈ L1

dν ∩ L∞(RN ).

pν has a representation for which, for every z ∈ C+, x, y ∈ Ω, pν(·, x, y) is analytic on C+,

pν(z, ·, ·) is symmetric on Ω× Ω and for which pν is continuous on C+ × Ω× Ω.

pν(t, ·, ·) ≥ 0 , for real positive t, and, furthermore, there exist two positive constants

C1, C2 such that

|pν(z, x, y)| ≤





C1 (Re z)−
N
2 exp (C2Re z) , if 0 ≤ D ≤

(
N−2

2

)2
,

C1 (Re z)−
N+γ−2s1

2 exp (C2Re z) , if D >
(
N−2

2

)2
,

for every z ∈ C+, x, y ∈ RN .

Proof. Let us suppose, preliminarily, 0 ≤ D ≤
(
N−2

2

)2
.

We apply Theorem C.1.1 to the semigroup e−C0tetL̃ whose generator is associated to

the symmetric and accretive form

b + C0〈 , 〉L2
ν

and which is, by Proposition 3.1.5, L∞-contractive. Lemma 3.3.1, Theorem C.1.1 and (C.2)

give, for some C > 0, the ultracontractivity estimate

‖e−C0tetL̃‖1→∞ ≤ Ct−
N
2 .
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Proposition C.1.3 then proves

‖e−C0zezL̃‖1→∞ ≤ C (Re z)−
N
2

and the existence of a kernel pν such that, for z ∈ C+,

ezL̃f(x) =

∫

RN
pν(z, x, y)f(y) dν, f ∈ L1

ν ∩ L∞(RN ),

with

ess sup
x,y∈RN\{0}

|pν(z, x, y)| ≤ C (Re z)−
N
2 eC0Re z,

and such that pν(·, x, y) is analytic on C+, for every x, y ∈ Ω. The symmetry, in the space

variables, of pν and its positivity for t > 0, are consequences of the positivity and self-

adjointness of the semigroup.

To prove the continuity, we observe that, for fixed y ∈ RN\{0}, pν( · , · , y) is a distributional

solution of the equation
(
∂t − L̃

)
pν = 0, where the coefficients of the operator L̃ are C∞

far away from the origin . Then, by local parabolic regularity, pν(t, x, y) is a continuous

function of t > 0 and x ∈ RN \ {0}; for the same reason, since the constant of ellipticity

of L̃ does not depend on y, pν(·, · , y) is locally Hölder continuous uniformly in y ∈ Ω. The

last property, combined with the symmetry in the space variables, implies the continuity of

pν for t > 0, x, y ∈ Ω. The uniqueness theorem for holomorphic functions then proves the

continuity for z ∈ C+ as well.

The case D >
(
N−2

2

)2
follows similarly using the form

b + (1 + C0) 〈 , 〉L2
ν

and Lemma 3.3.2 instead of Lemma 3.3.1.

Remark 3.3.4 The continuity of pν(z, ·, ·) on Ω×Ω, for every z ∈ C+, can be proved in a

more direct way. Indeed using (3.22) and the expansion in spherical harmonics of the heat

kernel of L proved in Proposition 4.2.7 (see also [50, Proposition 6.7]), we obtain for t > 0,

x = rω, y = ρη, r, ρ > 0, |ω| = |η| = 1,

pν(t, x, y) =
1

φ(x)φ(y)

1

2at
(rρ)−s1−

√
D exp

{
−r

2 + ρ2

4at

} ∞∑

n=0

I√Dn

( rρ
2at

)
Z(n)
ω (η). (3.16)

Here Iα is the modified Bessel function of order α > 0, Z(n) is the spherical harmonic of order

n ∈ N0 and Dn := D+ n(n+N−2)
a (we refer the reader to Chapter 4 and to [50] and references

therein for further details and for the proof of the convergence of the series involved). Fixing
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x, y ∈ Ω, the functions on both sides of the equation (3.16) are holomorphic on C+: the

same equality, therefore, extends to z ∈ C+ producing

pν(z, x, y) =
1

φ(x)φ(y)

1

2az
(rρ)−s1−

√
D exp

{
−r

2 + ρ2

4az

} ∞∑

n=0

I√Dn

( rρ
2az

)
Z(n)
ω (η).

From the last equality one can deduce, in particular, the continuity of pν .

3.4 Davies-Gaffney estimates

In order to add a Gaussian term in the estimates found in Proposition 3.3.3, we need to

prove that the contractive semigroup generated by L̃ satisfies the so-called Davies-Gaffney

estimates.

Definition 3.4.1 Let (M, d, µ) be a metric measure space. Suppose that, for every z ∈ C+,

T (z) is a bounded linear operator acting on L2(M, dµ) and that T (z) is an analytic function

of z. Assume in addition that

‖T (z)‖2→2 ≤ 1 ∀ z ∈ C+.

For U1, U2 open subsets of M, let d(U1, U2) = infx∈U1, y∈U2 d(x, y). We say that the family

{T (z) : z ∈ C+} satisfies the Davies-Gaffney estimate if

|〈T (t)f1, f2〉| ≤ exp
(
−r

2

4t

)
‖f1‖2‖f2‖2 (3.17)

for all t > 0, U1, U2 open subsets of M, f1 ∈ L2(U1, dµ), f2 ∈ L2(U2, dµ) and r :=

d(U1, U2).

In our caseM is the Riemannian manifold (RN \{0}, g) associated to the operator L, where

g =
N∑

i,j=1

(
δij +

(
1

a
− 1

)
xixj
|x|2

)
dxidxj ,

and which is studied in details in Chapter 2. We recall that, by Proposition 2.1.4, as

reflection of the singularity which appears in the leading term of the operator L, (RN \{0}, g)

is non-complete for a 6= 1.

The reference measure is dν = φ2 dµ and the distance is the Riemannian distance dg

induced by the metric g. Theorem 2.2.1 proves that

dg(p, q) =

√
1

a

[
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)]
(3.18)
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where p = rpωp, q = rqωq ∈ RN \ {0} and rp = |p|, ωp = p/|p| (and correspondingly for q).

Recalling (2.11), dg is equivalent to the euclidean distance:

(
1 ∧ 1√

a

)
|p− q| ≤ dg(p, q) ≤

(
1 ∨ 1√

a

)
|p− q|. (3.19)

Proposition 2.3.5 shows also that

dg(x, y) := sup{ψ(x)− ψ(y) ; ψ ∈ Ψ}, x, y ∈ RN \ {0},

where

Ψ :=
{
ψ ∈ C∞(RN \ {0}) : 〈a∇ψ,∇ψ〉 ≤ 1

}
.

Before stating the next Theorem we recall that Proposition 3.1.5 gives the contractivity

in L2
ν of ezL̃ for z ∈ C+.

Theorem 3.4.2 The family {ezL̃ : z ∈ C+} satisfies the Davies-Gaffney estimate that is

|〈etL̃f1, f2〉| ≤ exp

(
−r

2

4t

)
‖f1‖L2

ν
‖f2‖L2

ν

for all t > 0, U1, U2 open subsets of RN \ {0}, fi in L2(Ui, dν) and r := dg(U1, U2).

Proof. For f ∈ L2
ν , t > 0, x ∈ RN \ {0}, we put ft(x) = etL̃f(x). Let k > 0 and

ξ ∈ Lip(RN \ {0}, dg), both to be chosen later, such that Lip(ξ, dg) ≤ k. We recall that, by

(2.6), the last requirement is equivalent to

sup
x∈RN\{0}

|∇gξ(x)|2g = ‖〈a∇ξ,∇ξ〉‖∞ ≤ k2,

where ∇ξ is the weak gradient of ξ. For every t ≥ 0 let us define

E(t) :=

∫

RN
|ft(x)|2eξ(x)dν ≤ ∞.

We want to prove that

E(t) =

∫

RN
|ft(x)|2eξ(x)dν ≤ exp

{(
k2

2
+ 2C0

)
t

}
E(0),

where C0 is the constant which appears in (3.12). To this aim let us set, for n ∈ N, ξn = ξ∧n,

and

En(t) =

∫

RN
|ft(x)|2eξn(x)dν.

Let us prove, preliminarily, that En(t) ≤ exp
{(

k2

2 + 2C0

)
t
}
En(0).

By a density argument, we can suppose, without loss of generality, f ∈ C∞c (RN \ {0}).
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Otherwise we apply the latter inequality to a sequence of functions (fm)m∈N ⊆ C∞c (RN\{0})
converging to f in L2

ν and then take the limit for m → ∞. Supposed f ∈ C∞c (RN \ {0}),
we have, in particular, ft, fte

ξn ∈W 1,∞
c (RN \ {0}) ⊆ D(b̃). Then, differentiating under the

integral and recalling (3.13), we get

E′n(t)

2
=

∫

RN
∂tft(x)ft(x)eξn(x)dν =

∫

RN
(L̃ft(x))ft(x)eξn(x)dν

= −b̃(ft, fte
ξn) = −

∫

RN

(
〈a∇ft,∇(fte

ξn)〉φ2 − (Lφ)φ|ft|2eξn
)
dµ

= −
∫

RN

(
〈a∇ft,∇ft〉eξnφ2 + 〈a∇ft, ft∇ξn〉eξnφ2 − (Lφ)φ|ft|2eξn

)
dµ.

Using (iii) of Lemma 3.1.3 and the CauchySchwarz inequality, we obtain

E′n(t)

2
≤
∫

RN

(
−〈a∇ft,∇ft)〉 − 〈a∇ft, ft∇ξn〉+ C0|ft|2

)
eξnφ2dµ

≤
∫

RN

(
−〈a∇ft,∇ft〉+ 〈a∇ft,∇ft)〉

1
2 〈aft∇ξn, ft∇ξn)〉 12 + C0|ft|2

)
eξndν

≤
∫

RN

(
1

4
〈a∇ξn,∇ξn〉|ft|2 + C0|ft|2

)
eξndν

≤
(

1

4
k2 + C0

)
En(t).

We therefore deduce

En(t) ≤ exp

{(
k2

2
+ 2C0

)
t

}
En(0).

Taking, in the last relation, the limit as n goes to infinity, we get, by monotone convergence,

the required inequality

E(t) =

∫

RN
|ft(x)|2eξ(x)dν ≤ exp

{(
k2

2
+ 2C0

)
t

}
E(0).

Consider now two disjoint open sets U1 and U2 in RN \ {0} and choose ξ := kdg(·, U1).

Then ξ ∈ Lip(RN \ {0}, dg), Lip(ξ, dg) ≤ k, ξ = 0 on U1 and for every g ∈ L2
loc(RN , dν)

∫

U2

|g|2eξdν ≥ ekr
∫

U2

|g|2dν,

where r = d(U1, U2). Therefore, for f ∈ L2
ν with supp f ⊆ U1 and for g = ft we get, recalling

that ξ = 0 on U1,
∫

U2

|ft|2dν ≤ e−krE(t) ≤ exp

{(
k2

2
+ 2C0

)
t− kr

}
E(0)

= exp

{(
k2

2
+ 2C0

)
t− kr

}∫

U1

|f |2dν.

By choosing k = r
t , we obtain

∫

U2

|etL̃f(x)|2dν ≤ exp

{
r2

2t
− r2

t
+ 2C0t

}∫

U1

|f |2dν = exp {2C0t} exp

{
−r

2

2t

}∫

U1

|f |2dν.
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We finally deduce that, for every f ∈ L2(U1, dν),

sup
g∈L2(U2,dν), ‖g‖

L2
ν=1

|〈etL̃f, g〉| =
(∫

U2

|etL̃f(x)|2dν
) 1

2

≤ exp {C0t} exp

(
−r

2

4t

)
‖f‖L2

ν
.

Using Lemma C.3.3, we can eliminate, in the last estimate, the exponential term

exp {C0t} proving the desired claim.

Using the isometry u ∈ L2
ν → φu ∈ L2

µ, we deduce, immediately, the same result for the

semigroup generated by L.

Corollary 3.4.3 The family {ezL : z ∈ C+} satisfies the Davies-Gaffney estimate in
(
RN \ {0}, dg, dµ

)
that is

|〈etLf1, f2〉| ≤ exp

(
−r

2

4t

)
‖f1‖L2

µ
‖f2‖L2

µ

for all t > 0, U1, U2 open subsets of RN \ {0}, fi in L2(Ui, dµ) and r := dg(U1, U2).

3.5 Kernel estimates for ezL

Using Theorem C.4.1 we can, finally, prove the announced kernel estimates for the

semigroup generated by L. We start by adding a Gaussian term in the bounds found in

Proposition 3.3.3.

Lemma 3.5.1 There exist two positive constants C1, C2 > 0 such that the heat kernel pν

of L̃, with respect to the measure dν, satisfies the following estimates.

(i) If 0 ≤ D ≤
(
N−2

2

)2
then, for every z ∈ C+, x, y ∈ RN \ {0},

|pν(z, x, y)| ≤ C1(Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)N
2

exp

(
C2Re z − Re

dg(x, y)2

4z

)
.

(3.20)

(ii) If D >
(
N−2

2

)2
then, for every z ∈ C+, x, y ∈ RN \ {0},

|pν(z, x, y)| ≤ C1(Re z)−
N+γ−2s1

2

(
1 + Re

d2
g(x, y)

4z

)N+γ−2s1
2

exp

(
C2Re z − Re

dg(x, y)2

4z

)
.

(3.21)

Here dg is the metric defined in RN \ {0} by

dg(p, q) =

√
1

a

[
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)]
,

where p = rpωp, q = rqωq ∈ RN \ {0} and rp = |p|, ωp = p/|p| (and correspondingly for q).
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Proof. Let us suppose, preliminarily, 0 ≤ D ≤
(
N−2

2

)2
.

As before we consider the semigroup e−C0tetL̃ whose generator is associated to the form

b + C0〈 , 〉L2
ν
.

Proposition 3.3.3 gives the ultracontractivity estimate

‖e−C0tetL̃‖1→∞ ≤ Ct−
N
2 ,

which in terms of kernels reads as 0 ≤ e−C0tpν(t, x, y) ≤ Ct−
N
2 . Furthermore, for every

z ∈ C+, p(z, ·, ·) is continuous on RN \ {0} × RN \ {0}.
Theorem 3.4.2 assures that the family {ezL̃ : z ∈ C+} satisfies the Davies-Gaffney

estimate in
(
RN \ {0}, dg, dν

)
and so does {e−C0zezL̃ : z ∈ C+} since |e−C0z| ≤ 1 for

z ∈ C+.

Applying Theorem C.4.1 to the operator C0−L̃, we get, for every z ∈ C+, x, y ∈ RN\{0},

|pν(z, x, y)| ≤ eC(Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)N
2

exp

(
C0Re z − Re

dg(x, y)2

4z

)
.

The case D >
(
N−2

2

)2
follows similarly using the semigroup e−(1+C0)tetL̃ associated to

the form

b + (1 + C0) 〈 , 〉L2
ν
.

Remark 3.5.2 The different exponents in (3.20) and (3.21) are due to the different pa-

rameters θ which occur in Lemmas 3.3.1 and 3.3.2.

We can finally deduce the estimates for the heat kernel associated to the initial operator

L.

For z ∈ C+, x, y ∈ RN \ {0} let us define

p(z, x, y) := φ(x)φ(y)pν(z, x, y). (3.22)

By Lemma 3.1.5 and Proposition 3.3.3 we have, for every f ∈ L2
µ,

ezLf(x) = φ(x)
[
ezL̃(φ−1f)

]
(x) =

∫

RN
φ(x)pν(z, x, y)φ(y)−1f(y) dν(y)

=

∫

RN
p(z, x, y)f(y)dµ(y). (3.23)

The scaling property (3.7) of ezL, taking into account that the reference measure is dµ =

|x|γdx, implies that, for z ∈ C+, s > 0, x, y ∈ Ω,

p(s2z, x, y) = s−N−γp
(
z,
x

s
,
y

s

)
. (3.24)
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We can state and prove, now, the main Theorem. Note that, using the scaling (3.24),

the distinction between the cases 0 ≤ D ≤
(
N−2

2

)2
and D >

(
N−2

2

)2
appears only in the

polynomial term and that s1 = N/2− 1−
√
D + γ/2.

Theorem 3.5.3 Let Ω = RN \ {0}. There exists p(z, ·, ·) ∈ L∞(Ω × Ω) such that, for

z ∈ C+,

ezLf(x) =

∫

RN
p(z, x, y)f(y) dµ, f ∈ L2

µ.

p is continuous on C+ × Ω× Ω and, for every z ∈ C+ and x, y ∈ Ω, p(z, ·, ·) is symmetric

on Ω× Ω and p(·, x, y) is analytic on C+.

Furthermore, for real positive t, p(t, ·, ·) ≥ 0 and there exists a positive constant C > 0

such that the following estimates hold.

(i) If 0 ≤ D ≤
(
N−2

2

)2
, then for every z ∈ C+ and (x, y) ∈ Ω× Ω,

|p(z, x, y)| ≤ C (Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)N
2

|x|− γ2 |y|− γ2

×
[(

|x|
(Re z)

1
2

∧ 1

)(
|y|

(Re z)
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−Re

dg(x, y)2

4z

)
.

(ii) If D >
(
N−2

2

)2
, then for every z ∈ C+ and (x, y) ∈ Ω× Ω,

|p(z, x, y)| ≤ C (Re z)−
N
2

(
1 + Re

d2
g(x, y)

4z

)N+γ−2s1
2

|x|− γ2 |y|− γ2

×
[(

|x|
(Re z)

1
2

∧ 1

)(
|y|

(Re z)
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−Re

dg(x, y)2

4z

)
.

Here dg is the metric defined in RN \ {0} by

dg(p, q) =

√
1

a

[
r2
p + r2

q − 2rprq cos
(
π ∧√a arccos (〈ωp, ωq〉)

)]
,

where p = rpωp, q = rqωq ∈ RN \ {0} and rp = |p|, ωp = p/|p| (and correspondingly for q).

Proof. The existence of p as well as its regularity properties follows from (3.22) and

(3.23) above. Consider ζ ∈ C+ satisfying Re ζ = 1. Then Proposition 3.3.3, Lemma 3.1.3

and the relation between the kernels yield

|p(ζ, x, y)| ≤ C1%s1, γ2
(x)%s1, γ2

(y)|pν(ζ, x, y)|.

On the other hand, for z ∈ C+, x, y ∈ Ω, the scaling (3.24) implies that, setting ζ =

(Re z)−1z,

p(z, x, y) = (Re z)−
N+γ

2 p

(
ζ,

x

(Re z)
1
2

,
y

(Re z)
1
2

)
.
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Therefore, using the previous estimates we have

|p(z, x, y)| = (Re z)−
N+γ

2

∣∣∣∣∣p
(
ζ,

x

(Re z)
1
2

,
y

(Re z)
1
2

)∣∣∣∣∣

≤ C1(Re z)−
N+γ

2 %s1, γ2

(
x

(Re z)
1
2

)
%s1, γ2

(
y

(Re z)
1
2

)∣∣∣∣∣pν
(
ζ,

x

(Re z)
1
2

,
y

(Re z)
1
2

)∣∣∣∣∣ .

(3.25)

Recalling (i) of Lemma 3.1.3

%s1, γ2

(
x

(Re z)
1
2

)
=

(
|x|

(Re z)
1
2

)− γ
2
(
|x|

(Re z)
1
2

∧ 1

)−N
2

+1+
√
D

. (3.26)

Furthermore, from (3.18), we easily deduce

dg

(
x

(Re z)
1
2

,
y

(Re z)
1
2

)
= (Re z)−

1
2dg(x, y).

The claim then follows by using the estimates of pν proved in Lemma 3.5.1.

For example, if 0 ≤ D ≤
(
N−2

2

)2
, then using (3.20) to estimate (3.25) we get

|p(z, x, y)| ≤C1(Re z)−
N+γ

2 %s1, γ2

(
x

(Re z)
1
2

)
%s1, γ2

(
y

(Re z)
1
2

)

×
(

1 + Re
d2
g(x, y)

4z

)N
2

exp

(
C2 − Re

dg(x, y)2

4z

)
.

Recalling (3.26), we get the desired bound. The case D >
(
N−2

2

)2
can be treated in a

similar way.

By absorbing the term
(

1 + Re
d2g(x,y)

4z

)k
into the exponential we get the following Corol-

lary, in which there is no distinction between the cases 0 ≤ D ≤
(
N−2

2

)2
and D >

(
N−2

2

)2
.

Corollary 3.5.4 Let D ≥ 0. For every ε > 0 there exists Cε > 0 such that, for every

z ∈ C+ and (x, y) ∈ Ω× Ω,

|p(z, x, y)| ≤ Cε (Re z)−
N
2 |x|− γ2 |y|− γ2

[(
|x|

(Re z)
1
2

∧ 1

)(
|y|

(Re z)
1
2

∧ 1

)]−N
2

+1+
√
D

× exp

(
−Re

dg(x, y)2

(4 + ε)z

)
.
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Moreover there exists C ′ε > 0 such that for z ∈ C+ satisfying | arg z| ≤ π
2 − ε, and (x, y) ∈

Ω× Ω

|p(z, x, y)| ≤ C ′ε|z|−
N
2 |x|− γ2 |y|− γ2

[(
|x|
|z| 12
∧ 1

)(
|y|
|z| 12
∧ 1

)]−N
2

+1+
√
D

exp

(
−dg(x, y)2

mε|z|

)
,

where mε = 4+ε
cos(π

2
−ε) .

Proof. The first claim is consequence of Theorem 3.5.3 and of the inequality

(1 + x)k exp
{
−x

4

}
≤ C(ε, k) exp

{
− x

4 + ε

}
, x ≥ 0.

For the second it is enough to observe that, for z ∈ C+ satisfying | arg z| ≤ π
2 − ε, one has

cos(π2 − ε) ≤ Re z
|z| ≤ 1.

Using the equivalence (3.19) between dg and the euclidean distance, we can improve [57,

Theorem 4.14]. We point out that lower estimates of p for z = t ∈ R+ are proved in [50].

Corollary 3.5.5 Let Ω = RN \ {0}. For every ε > 0, there exists Cε > 0 such that for

z ∈ C+ satisfying | arg z| ≤ π
2 − ε, and (x, y) ∈ Ω× Ω

|p(z, x, y)| ≤ Cε|z|−
N
2 |x|− γ2 |y|− γ2

[(
|x|
|z| 12
∧ 1

)(
|y|
|z| 12
∧ 1

)]−N
2

+1+
√
D

exp

(
−|x− y|

2

m′ε|z|

)
,

where mε = 4+ε
cos(π

2
−ε)
(
1 ∧ 1

a

)−1
= 4+ε

cos(π
2
−ε)(1 ∨ a).

The previous kernel estimate can be rewritten into the following equivalent form. For

simplicity we only consider real positive t.

Corollary 3.5.6 There exist C > 0 and m > 0 such that for t > 0 and (x, y) ∈ Ω× Ω

0 ≤ p(t, x, y) ≤ Ct−N2 |y|−γ
( |x|
t
1
2

∧ 1

)−s1 ( |y|
t
1
2

∧ 1

)−s∗1
exp

(
−|x− y|

2

mt

)
(3.27)

where s1 is defined in (1.7) and s∗1 in (1.29).

Proof. Let us recall that

s1 =
N

2
− 1−

√
D +

γ

2
, s∗1 :=

N

2
− 1−

√
D − γ

2
.

We prove that

t−
N
2

( |x|
|y|

)− γ
2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−|x− y|

2

mt

)
≤

≤ Cεt−
N
2

( |x|
t
1
2

∧ 1

)−s1 ( |y|
t
1
2

∧ 1

)−s∗1
exp

(
−(1− ε)|x− y|2

mt

)
.
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By scaling it is enough to show that

( |x|
|y|

)− γ
2

≤ C
( |x| ∧ 1

|y| ∧ 1

)− γ
2

exp
(
δ|x− y|2

)
. (3.28)

If |x| ≤ 1 and |y| ≤ 1 this is clearly true. Assume that |y| ≤ 1 ≤ |x|. Then |x−y|2 ≥ (|x|−1)2

and

|x|− γ2 ≤ C exp
{
δ(|x| − 1)2

}
≤ C exp

{
δ(|x− y|)2

}

and (3.28) holds. If |x| ≤ 1 ≤ |y| we argue in similar way. Finally, when |x| ≥ 1, |y| ≥ 1 we

write x = rω, y = ρη with |ω| = |η| = 1 and we may assume that r ≥ ρ ≥ 1. Writing r = sρ

with s ≥ 1, the inequality s−
γ
2 ≤ Ceδ(s−1)2 ≤ Ceδ(s−1)2ρ2 (s, ρ ≥ 1) implies that

(
r

ρ

)− γ
2

≤ Ceδ|r−ρ|2 ≤ Ceδ|x−y|2 .



Chapter 4

Gaussian lower bound

In this chapter we find the following two-side estimates for the heat kernel p of L with

respect to the measure |y|γ dy

p(t, x, y) ' c1t
−N

2 |x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c2|x− y|2

t

)
.

Since upper estimates were already proved in Chapter 3, we focus on lower estimates

for real positive t. Section 4.1 is devoted to the decomposition of the heat kernel of L as

the (infinite) sum of heat kernels of one-dimensional Bessel operators. In Section 4.2 we

get the main result by combining kernel estimates near the origin, obtained thanks to the

explicit formula of one-dimensional Bessel operators, with Gaussian estimates faraway from

the origin already known for uniformly elliptic operators.

The Chapter is mainly based on [50].

4.1 Decomposition of the N-dimensional operator

Let us consider, for a > 0 and b, c real coefficients, the elliptic operator

L = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 .

Let γ = N−1+c
a − N + 1 and let us consider the weighted space L2

µ = L2(RN , dµ) with

dµ = |x|γdx. Setting a(x) := I + (a− 1)x⊗x|x|2 and recalling (1.10), L can be written as

L = |x|−γdiv(|x|γa∇)− b

|x|2 .

As usual, let us assume D := b
a +

(
N−1+c−a

2a

)2 ≥ 0.

Following the construction of Section 1.2, −L is the operator associated with the closure ã
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of the nonnegative and symmetric form in L2
µ

a(u, v) :=

∫

RN

(
〈a∇u,∇v〉+

b

|x|2uv
)
dµ, D(a) := C∞c (RN \ {0}).

Let us introduce some notation.

For fixed n ∈ N0 let {Pni , i = 1, ..., an} be an orthonormal basis of spherical harmonics of

degree n and let Hn denote the space of spherical harmonics of degree n, with dimHn = an.

Let us define the subspace of L2
µ

L2
n : = L2((0,∞), r

N−1+c
a dr)⊗Hn

=

an⊕

i=1

(
L2((0,∞), r

N−1+c
a dr)⊗ Pnj

)
=

an⊕

i=1

L2
Pni
, (4.1)

where

L2
P = L2((0,∞), r

N−1+c
a dr)⊗ P. (4.2)

Let Z(n)
ω be the zonal harmonic of degree n with pole ω ∈ SN−1 defined by

Z(n)
ω (η) := Z(n)(ω, η) =

an∑

i=1

Pni (ω)Pni (η),

where ω, η ∈ SN−1.

Zonal harmonics provide a simple way to describe the orthogonal projection of L2
µ onto

L2
n. We refer the reader to Section B.2 for further details.

Proposition 4.1.1 The following properties hold.

(i) L2
(
RN , |x|γdx

)
=
⊕∞

n=0 L
2
n.

(ii) for every u ∈ L2
(
RN , |x|γdx

)
the orthogonal projection on L2

n is given by

Qn(u)(r, η) :=

an∑

i=1

Pni (η)

∫

SN−1

u(r, ω)Pni (ω)dω =

∫

SN−1

u(r, ω)Z(n)
ω (η)dω

and moreover u =
∑∞

n=0Qn(u) in L2
(
RN , |x|γdx

)
.

Proof. The result follows by setting α = γ = N−1+c
a − N + 1 in Proposition B.2.3 in

Appendix B.

Note that, if P is a normalized spherical harmonic of degree n, the projection on L2
P is

given by

QP (u)(r, η) := P (η)

∫

SN−1

u(r, ω)P (ω )dω.
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Moreover Qn =
∑an

i=1QPni , QP is symmetric and, for every u ∈ C∞c
(
RN \ {0}

)
, QP com-

mutes with the radial derivative that is

(QPu)r = P (η)

∫

SN−1

ur(r, ω)P (ω) dω = Qpur.

This follows, since ur = ∇u · x|x| , by differentiating under the integral sign.

In this section we prove that on each L2
n, defined in (4.1), L coincides with a one-

dimensional Bessel operator. Since L2
µ =

⊕∞
n=0 L

2
n, this provides us a complete decomposi-

tion of the N -dimensional resolvent and kernel in terms of its one-dimensional counterparts.

We write

L = aDrr +
N − 1 + c

r
Dr −

b−∆0

r2

where ∆0 is the Laplace-Beltrami on SN−1 and recall that ∆0P = −λnP if P is a spherical

harmonic of degree n.

If v(x) = u(r)P (ω) ∈ C∞c (RN \ {0}) ∩ L2
n then, from Proposition 1.1.2,

Lv =

(
aurr +

N − 1 + c

r
ur −

b+ λn
r2

u

)
P (ω) := (Lnu)(r)P (ω). (4.3)

The one dimensional Bessel operator −Ln is associated to the form

an(u, v) =

∫ ∞

0

(
aurvr +

b+ λn
r2

uv

)
r
N−1+c

a dr

considered in Section 1.3. Observe that if uP, vP ∈ C∞c (RN \ {0}) ∩ L2
n, with u, v ∈

C∞c (0,∞), then (4.3) can be written in the equivalent form

a(uP, vP ) =

∫ ∞

0

(
aurvr +

b+ λn
r2

uv

)
r
N−1+c

a dr = an(u, v).

However, this is not yet sufficient to conclude that the part of L into L2
n is the Bessel

operator Ln, since domain questions arise (both at the level of the domains of the operators

and of the closures of the forms).

In the following we fix a normalized spherical harmonic P of degree n. First we show

that L and the projection QP , defined in Section 2, commute.

Lemma 4.1.2 Let u ∈ C∞c (RN \ {0}). Then LQPu = QPLu.

Proof. Let w(rω) = (QPu)(rω) = v(r)P (ω), where

v(r) =

∫

SN−1

u(rω)P (ω) dω.
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Since ∆0 is self-adjoint in L2(SN−1) and ∆0P = −λnP we get

avrr −
N − 1 + c

r
vr −

b+ λn
r2

v =

∫

SN−1

(
aurr −

N − 1 + c

r
ur −

b+ λn
r2

u

)
P (ω) dω

=

∫

SN−1

(
Lu− λn

r2
u− ∆0u

r2

)
P (ω) dω =

∫

SN−1

(
Lu− λn

r2
u

)
dω − 1

r2

∫

SN−1

u∆0P dω

=

∫

SN−1

Ludω.

Since

Lw = P (ω)

(
avrr −

N − 1 + c

r
vr −

b+ λn
r2

v

)
,

the claim follows.

We prove now the continuity of QP with respect to the norm

‖u‖2a = ‖u‖22 + a(u, u) = ‖u‖22 − (Lu, u)

Lemma 4.1.3 Let u ∈ C∞c (RN \ {0}). Then ‖QPu‖2a ≤ ‖u‖2a.

Proof. We write u = u1 + u2 where u1 = QPu and u2 = (I −QP )u. Then

a(u, u) = −(Lu, u) = −(Lu1, u1)− (Lu2, u2)− (Lu1, u2)− (Lu2, u1).

By observing that, by Lemma 4.1.2,

(−Lu1, u1) = (−LQPu,QPu) = a(QPu,QPu);

(−Lu2, u2) = (−L(I −QP )u, (I −QP )u) = a((I −QP )u, (I −QP )u);

(−Lu1, u2) = (−LQPu, (I −QP )u) = −(QPLu, (I −QP )u) = 0;

(−Lu2, u1) = (−L(I −QP )u,QPu) = −((I −QP )Lu,QPu) = 0,

we get

a(u, u) = a(QPu,QPu) + a((I −QP )u, (I −QP )u).

The thesis follows from the positivity of the form and the boundedness of QP in L2
µ.

Remark 4.1.4 Observe that the above proof yields

a(u, u) =

n∑

i=1

a(uiPi, uiPi)

if u =
∑n

i=1 ui(r)Pi(ω) with Pi spherical harmonics.

Lemma 4.1.5 Let u, v ∈ D(ã). Then QPu, QP v ∈ D(ã) and ã(QPu, v) = ã(u,QP v).
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Proof. If u, v ∈ C∞c (RN \ {0}), the claim follows by Lemma 4.1.2. Let u, v ∈ D(ã).

There exist (un)n∈N, (vn)n∈N ∈ C∞c (C∞c (RN \ {0})) such that un → u and vn → v in L2
µ

and a(un, un), a(vn, vn) are Cauchy sequences. By Lemma 4.1.3, (QPun)n∈N is a Cauchy

sequence in D(ã). Since QPun → QPu in L2
µ we get QPu in D(ã) and QPun → QPu in

D(ã) . The same applies to v. Since, by Lemma 4.1.2,

ã(QPun, vn) = ã(un, QP vn),

the claim follows by letting n to infinity.

Lemma 4.1.6 Let u ∈ D(L), then QPu ∈ D(L) and LQPu = QPLu. In particular, for

f ∈ L2
µ, (λ− L)−1QP f = QP (λ− L)−1f , λ > 0, and etLQP f = QP e

tLf .

Proof. By assumption

ã(u, v) = −(Lu, v), ∀ v ∈ D(ã).

The above lemma yields

ã(QPu, v) = ã(u,QP v) = −(Lu,QP v) = −(QPLu, v).

Therefore QPu ∈ D(L) and LQPu = QPLu. The last assertion follows immediately.

Finally let us prove that the part of L in L2
n is Ln, by showing that the restriction of ã

onto L2
n coincide with ãn. Note that this last form is defined on functions of one variable

u = u(r) However, for a fixed P , we identify u with uP and use ãn(uP, vP ) for ãn(u, v).

Lemma 4.1.7 The forms ã and ãn coincide on L2
P . It follows that u(r)P (ω) belongs to

D(L) if and only if u ∈ D(Ln) and, in this case, L(u(r)P (ω)) = P (ω)Lnu(r). Finally,

(λ− L)−1(u(r)P (ω)) = P (ω)(λ− Ln)−1u(r) and etL(u(r)P (ω)) = P (ω)etLnu(r).

Proof. Let u, v ∈ C∞c (0,∞). Then, as shown at the beginning of this section,

ãn(u, v) = ã(uP, vP ).

Let now u, v ∈ D(ãn). There exist (uk)k∈N, (vk)k∈N such that uk → u in L2(0,∞) and

an(uk, uk) is a Cauchy sequence. Then ukP → uP in L2
µ and a(ukP, ukP ) is a Cauchy

sequence. This implies that uP ∈ D(ã). In similar way we can argue for v. Since

ãn(uk, vk) = ã(ukP, vkP ) the equality ãn(u, v) = ã(uP, vP ) follows letting k to infinity.

Conversely, let uP ∈ D(ã) ∩ L2
P and let uk ∈ C∞c (RN \ {0}) such that uk goes to uP

in L2
µ and a(uk, uk) is a Cauchy sequence. Then QPuk → uP in L2

µ and, by Lemma 4.1.3,

a(QPuk, QPuk) is a Cauchy sequence. Since

a(QPuk, QPuk) = ãn(QPuk, QPuk),
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then uP = Qp(uP ) ∈ D(ãn).

The last statements now follow using also Lemma 4.1.5, since for v ∈ D(ã), QP v ∈ D(ãn)

and

ã(uP, v) = ã(QP (uP ), v) = ã(uP,QP v) = ãn(uP,QP v).

The above two lemmas yield

(λ− L)−1(fP ) = P (λ− Ln)−1f, for λ > 0,

etL(fP ) = PetLnf,

when f = f(r) and P is a normalized spherical harmonic of degree n.

This fact, together with the decomposition L2
µ =

⊕∞
n=0 L

2
n, allows to factorize etL as the

direct sum of the one dimensional semigroups etLn . We consider, using Proposition 4.1.1,

the projection onto L2
n given by

Qn(f)(r, ω) =

an∑

i=1

Pni (ω)

∫

SN−1

f(r, η)Pni (η)dη.

If f =
∑an

i=1 fi(r)P
n
i (ω), then Lemma 4.1.7 gives

etLf = Qne
etLf =

an∑

i=1

Pni (ω)etLnfi(r)

which we shorten to etLnf , with a little abuse of notation. Then we can prove the announced

decomposition of the semigroup generated by L.

Proposition 4.1.8 For every f ∈ L2
µ one has

etLf =

∞∑

n=0

Qne
tLnQnf.

Proof. Let f ∈ L2
µ, using Lemmas 4.1.6, 4.1.7 we obtain

etLf = etL
∞∑

n=0

Qn(f) =

∞∑

n=0

etLQn(f) =

∞∑

n=0

etL
an∑

i=1

[
P in(ω)

∫

SN−1

f(r, η)P in(η)dη

]
=

=

∞∑

n=0

an∑

i=1

P in(ω)etLn
[∫

SN−1

f(r, η)P in(η)dη

]
=

∞∑

n=0

Qne
tLnQnf.
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4.2 Kernel estimates

In order to state and prove the main result of this Chapter we recall that the formal

adjoint of L, with respect to the Lebesgue measure, is given by

L∗ = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c∗

x

|x|2 · ∇ − b
∗|x|−2

where c∗ = 2(N − 1)(a− 1)− c and b∗ = b+ (N − 2)(c− (N − 1)(a− 1)). Let us compute

the numbers s∗1, s
∗
2, D

∗ defined as in (1.7), (1.8) and relative to L∗. We have

D∗ :=
b∗

a
+

(
N − 1 + c∗ − a

2a

)2

= D,

s∗1,2 :=
N − 1 + c∗ − a

2a
∓
√
D∗ = s1,2 +

(a− 1)(N − 1)− c
a

= N − 2− s2,1.

Recalling that γ = N−1+c
a −N + 1 we have also

s1 =
N

2
− 1−

√
D +

γ

2
, s∗1 :=

N

2
− 1−

√
D − γ

2
.

Since upper and lower bounds for N = 1 have been already deduced in Proposition

1.3.15, we assume N ≥ 2.

We write f(x) ' g(x) if for some C1, C2 > 0, C1 g(x) ≤ f(x) ≤ C2 g(x).

Before stating the main result, we recall that in Chapter 3 we proved that the semigroup

is analytic in the right half plane and satisfies the following complex upper bounds.

Proposition 4.2.1 (Corollary 3.5.5) Let Ω = RN \{0}. For every ε > 0, there exist Cε > 0

and mε > 0 such that the heat kernel p of L, with respect to the measure dµ = |y|γdy,

satisfies for z ∈ C+ with | arg z| ≤ π
2 − ε and (x, y) ∈ Ω× Ω

|p(z, x, y)| ≤ Cε|z|−
N
2 |x|− γ2 |y|− γ2

[(
|x|
|z| 12
∧ 1

)(
|y|
|z| 12
∧ 1

)]−N
2

+1+
√
D

exp

(
−|x− y|

2

mε|z|

)

(4.4)

The main result of this chapter consists in showing that the above upper bound admits a

lower bound for positive t.

Theorem 4.2.2 Let Ω = RN \ {0}. The heat kernel p of L, with respect to the measure

dµ = |y|γdy, satisfies for (x, y) ∈ Ω× Ω

p(t, x, y) ' t−N2 |x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)
. (4.5)

The constant c > 0 may differ in the upper and lower bounds.
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Clearly the upper bound follows from Theorem 4.2.1

Remark 4.2.3 Using Lemma 1.3.14 one can replace

[( |x|
t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

with

( |x||y|
t
∧ 1

)−N
2

+1+
√
D

in the above Theorem, slightly changing the constant c.

The previous kernel estimate can be rewritten in the following equivalent form, as in Corol-

lary 3.5.6.

Corollary 4.2.4

p(t, x, y) ' t−N2 |y|−γ
( |x|
t
1
2

∧ 1

)−s1 ( |y|
t
1
2

∧ 1

)−s∗1
exp

(
−c|x− y|

2

t

)

Remark 4.2.5 We remark that the estimate in (4.5) becomes

p(t, x, y) ' Ct−1−
√
D|x|−s1 |y|−s1 , |x|√

t
≤ 1,

|y|√
t
≤ 1

and, using Corollary 4.2.4,

p(t, x, y) ' Ct−N2 |y|−γ exp

(
−m|x− y|

2

t

)
,

|x|√
t
≥ 1,

|y|√
t
≥ 1.

We need some further preparation for the proof of the lower bound.

Let pn(t, r, ρ) be the parabolic kernels of the Bessel operators Ln with respect to the

measure ρ
N−1+c

a dρ. Theorem 1.3.13 yields

pn(t, r, ρ) =
1

2at
(rρ)−

N−1+c−a
2a I√Dn

( rρ
2at

)
exp

{
−r

2 + ρ2

4at

}
,

where Dn = b+λn
a +

(
N−1+c−a

2a

)2
and we write D for D0.

In order to show that the heat kernel of L is the sum of the heat kernels of Ln we need

the following lemma which will be also useful to prove lower bounds for small values of

|x|, |y|. For this reason, we do not make any attempt to improve the bounds below for large

r, ρ.

Lemma 4.2.6 There exists h ∈ C([0,∞[), with h(0) 6= 0 such that
∣∣∣∣∣∣
∑

n≥1

pn(t, r, ρ)Z(n)
ω (η)

∣∣∣∣∣∣
≤
∑

n≥1

pn(t, r, ρ)Z(n)
ω (ω) ≤ Cp0(t, r, ρ)

( rρ
4at

)√D1−
√
D
h
( rρ

4at

)
.

In particular for every t > 0 the series
∑

n≥1 pn(t, r, ρ)Z(n)
ω (η) converges uniformly on com-

pact sets of Ω× Ω.
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Proof. We use Proposition B.2.2 (ii) for the estimate |Z(n)
ω (η)| ≤ Z(n)

ω (ω) ≤ CnN−2. Then

∣∣∣∣∣∣
∑

n≥1

pn(t, r, ρ)Z(n)
ω (η)

∣∣∣∣∣∣
≤ 1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}∑

n≥1

I√Dn

( rρ
2at

)
Z(n)
ω (ω). (4.6)

We use Γ(α + β) ≥ CδΓ(α)Γ(β) if α, β ≥ δ to obtain Γ(m +
√
D + 1 +

√
Dn −

√
D) ≥

CΓ(m+ 1 +
√
D)Γ(

√
Dn −

√
D) for every n ≥ 1. Then

∑

n≥1

I√Dn

( rρ
2at

)
Z(n)
ω (ω) =

∑

n≥1

Z(n)
ω (ω)

∞∑

m=0

1

m!Γ(m+
√
Dn + 1)

( rρ
4at

)2m+
√
Dn−

√
D+
√
D

=
∑

n≥1

Z(n)
ω (ω)

( rρ
4at

)√Dn−√D ∞∑

m=0

1

m!Γ(m+
√
Dn + 1)

( rρ
4at

)2m+
√
D

≤ C
∑

n≥1

nN−2
( rρ

4at

)√Dn−√D 1

Γ(
√
Dn −

√
D)

∞∑

m=0

1

m!Γ(m+ 1 +
√
D)

( rρ
4at

)2m+
√
D

= CI√D

( rρ
2at

)( rρ
4at

)√D1−
√
D∑

n≥1

nN−2
( rρ

4at

)√Dn−√D1 1

Γ(
√
Dn −

√
D)

.

Since
√
Dn ≈ cn, c = 1/

√
a as n→∞, by the asymptotic of the Gamma function the series

h(s) =
∑

n≥1

nN−2s
√
Dn−

√
D1

1

Γ(
√
Dn −

√
D)

converges uniformly on compact sets of [0,∞[ and does not vanish at 0. Then (4.6) yields

∣∣∣∣∣∣
∑

n≥1

pn(t, r, ρ)Z(n)
ω (η)

∣∣∣∣∣∣
≤ C

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}
I√D

( rρ
2at

)( rρ
4at

)√D1−
√
D
h
( rρ

4at

)

= Cp0(t, r, ρ)
( rρ

4at

)√D1−
√
D
h
( rρ

4at

)
.

We can now obtain the announced kernel decomposition.

Proposition 4.2.7 Let p be the heat kernel of L with respect to the measure dµ(y) = |y|γ dx.

Then for x = rω, y = ρη, r, ρ > 0, |ω| = |η| = 1 we have

p(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

} ∞∑

n=0

I√Dn

( rρ
2at

)
Z(n)
ω (η)

=
∑

n≥0

pn(t, r, ρ)Z(n)
ω (η).
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Proof. We use Proposition 4.1.8. For f ∈ L2
µ

etLf =
∞∑

n=0

Qne
tLnQnf =

∞∑

n=0

an∑

i=1

Pni (ω)

∫ ∞

0

∫

SN−1

pn(t, r, ρ)Pni (η)f(ρ, η)ρ
N−1+c

a dηdρ

=
∞∑

n=0

∫ ∞

0

∫

SN−1

pn(t, r, ρ)Z(n)
ω (η)f(ρ, η)ρ

N−1+c
a dηdρ.

If f is continuous with compact support in RN \ {0}, since by Proposition 4.2.6 the series

φ(t, x, y) =
∑

n≥0

pn(t, r, ρ)Z(n)
ω (η) converges uniformly on compact sets, we interchange the

series with the integrals thus obtaining from above

etLf(x) =

∫ ∞

0

∫

SN−1

φ(t, rω, ρη)f(ρ, η)ρ
N−1+c

a dηdρ =

∫

RN
φ(t, x, y)f(y)|y|γdy.

On the other hand

etLf(x) =

∫

RN
p(t, x, y)f(y)|y|γdy =

∫ ∞

0

∫

SN−1

p(t, rη, ρω)f(ρ, η)ρ
N−1+c

a dηdρ.

For any fixed t > 0, x ∈ RN \ {0} the L1
loc-function p(t, x, ·) − φ(t, x, ·) has integral zero

against any continuous and compactly supported function. Therefore it vanishes.

We now start proving the lower estimate (4.5) near the origin, that is for |x|/
√
t, |y|/

√
t

small, see also Remark 4.2.5. l. In this case the behaviour of p is the same as its radial part

p0.

Lemma 4.2.8 There exists δ > 0 such that if |x|√
t
≤ δ and |y|√

t
≤ δ, then

p(t, x, y) ≥ Cp0(t, r, ρ) ≥ Ct−1−
√
D|x|−s1 |y|−s1 .

Proof. By Proposition 4.2.7

p(t, x, y) = p0(t, r, ρ)
1

|SN−1| +
∑

n≥1

pn(t, r, ρ)Z(n)
ω (η).

Next we choose δ > 0 such that if |x|√
t
≤ δ and |x|√

t
≤ δ then C

( rρ
4at

)√D1−
√
D
h
( rρ

4at

)
≤ 1

2
1

|SN−1|
and use Proposition 4.2.6 to infer that

∣∣∣∣∣∣
∑

n≥1

pn(t, r, ρ)Z(n)
ω (η)

∣∣∣∣∣∣
≤ 1

2
p0(t, r, ρ)

1

|SN−1| .

The proof is now completed by the explicit expression of

p0(t, r, ρ) =
1

2at
(rρ)−

N−1+c−a
2a I√D

( rρ
2at

)
exp

{
−r

2 + ρ2

4at

}
,

taking into account that the exponential term plays no role near the origin and using the

behaviour of I√D near 0.
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Remark 4.2.9 Observe that the above proof works if the product |xy|√
t

is less than δ.

The lower bound in (4.5) for large values of |x|√
t

and |y|√
t

is in the next Proposition. Note

that if p is the heat kernel of L with respect to the measure dµ = |y|γ dy, then the heat

kernel with respect to the Lebesgue measure is p(t, x, y)|y|γ . We prove, first, a preliminary

lemma which shows a regularity property of the semigroup when applied to test functions.

Lemma 4.2.10 Let Ω = RN \ {0}, f ∈ C∞c (Ω) and set u(t, x) := etLf(x). Then u ∈
C1,2 (]0,∞[×Ω) ∩ C ([0,∞[×Ω) and for every δ > 0 there exists Cδ > 0 s.t. |u(t, x)| ≤ Cδ

for every t ≥ 0 and |x| ≥ δ.

Proof. By using (4.5) we immediately have the required boundedness of u for t ≥ 0 and

|x| ≥ δ. To prove the regularity properties we preliminarily observe that by Proposition

1.2.6 we have C∞c (Ω) ↪→ D(Ln) ↪→ H2n
loc (Ω) and so fixing a sufficiently large n ∈ N we

get D(Ln) ↪→ C2(Ω). Let us consider now the semigroup in D(Ln); we have obviously

u(t, ·) ∈ D(Ln) ⊆ C2 (Ω) and since u is a solution of d
dtu(t, ·) = Lu(t, ·) in D(Ln), the

embedding D(Ln) ↪→ C2(Ω) yields that the time derivative is a classical derivative and we

have also d
dtu(t, x) = Lu(t, x) pointwise. This proves u ∈ C1,2 (]0,∞[×Ω). Analogously

u(t, ·)→ f in D(Ln) as t→ 0 and so pointwise and this implies u ∈ C ([0,∞[×Ω).

Proposition 4.2.11 Let δ > 0 be fixed. Then there exist positive constants C, c such that

for |x|√
t
≥ δ and |y|√

t
≥ δ

p(t, x, y) ≥ Ct−N2 |y|−γ exp

(
−c |x− y|

2

t

)
.

Proof. Given δ > 0 let us set ω0 := 0 if b ≤ 0 and ω0 := 4b
δ2

if b ≥ 0. We consider

the uniformly elliptic operator L0 := L + b
|x|2 in Cb

(
RN \B δ

2

)
with Dirichlet boundary

conditions. The generated semigroup etL0 is represented by a kernel q0(t, x, y) satisfying

q0(t, x, y) ≥ C
(

1 ∧ |x| −
δ
2√

t

)(
1 ∧ |y| −

δ
2√

t

)
t−

N
2 exp

(
−c |x− y|

2

t

)
(4.7)

for some positive constants C, c and t > 0, |x|, |y| ≥ δ
2 , see [18, Theorem 3.8]. Given

0 ≤ f ∈ C∞c
(
Rn \ B̄ δ

2

)
, let u(t, ·) = eω0t etLf(·) and v(t, ·) = etL0f(·). Then both u and v

are positive and satisfy





d
dtu(t, x) = (L0 − b

|x|2 + ω0)u(t, x) t > 0, x ∈ Ω,

u(0, x) = f(x) x ∈ Ω,
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and 



d
dtv(t, x) = L0v(t, x) t > 0, |x| > δ

2 ,

v(0, x) = f(x) |x| ≥ δ
2 ,

v(t, x) = 0 |x| = δ
2 ,

respectively. Both u, v are bounded classical solution, continuous up to t = 0, see Lemma

4.2.10 for u.

Now we observe that (∂t−L0)(u−v) = (ω0− b
|x|2 )u ≥ 0 in ]0, 1]×RN\B̄ δ

2
, u(0, x)−v(0, x) = 0

for |x| ≥ δ
2 and u(t, x) − v(t, x) = u(t, x) ≥ 0 for 0 ≤ t ≤ 1, |x| = δ

2 . By the maximum

principle u(t, x) ≥ v(t, x) for 0 ≤ t ≤ 1, |x| ≥ δ
2 , that is

∫

RN\Bδ
eω0tp(t, x, y)|y|γf(y)dy ≥

∫

RN\Bδ
q0(t, x, y)f(y)dy.

By the arbitrariness of f ∈ C∞c
(
Rn \ B̄ δ

2

)
and using (4.7), we get for t = 1, |x|, |y| ≥ δ

p(1, x, y)|y|γ ≥ q0(1, x, y)e−ω0 ≥ C exp
(
−c|x− y|2

)
.

The scaling equality (1.16) now gives immediately the statement.

Finally, we can prove the lower bound in Theorem 4.2.2

(Proof of Theorem 4.2.2) By the scaling property (1.16) we may assume that t = 1

and prove that

p(1, x, y) ≥ C(|x||y|)− γ2 ((|x| ∧ 1)(|y| ∧ 1))−
N
2

+1+
√
D exp

{
−c|x− y|2

}
. (4.8)

We use Proposition 4.2.7 to write

p(1, x, y) =
1

2a
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4a

} ∞∑

n=0

I√Dn

(rρ
2a

)
Z(n)
ω (η). (4.9)

Since by Lemma 4.2.8 and Proposition 4.2.11 inequality (4.8) holds if |x| ≤ δ, |y| ≤ δ or

|x| ≥ δ, |y| ≥ δ, then it holds whenever |x| = |y|. Let therefore x = rω, y = rη. Then we

obtain

1

2a
r−

N−1+c−a
a exp

{
− r

2

2a

} ∞∑

n=0

I√Dn

(
r2

2a

)
Z(n)
ω (η) ≥ Cr−γ (r ∧ 1)−N+2+2

√
D e−cr

2|ω−η|2 .

Since (N − 1 + c− a)/a− γ = N − 2 we obtain

∞∑

n=0

I√Dn

(
r2

2a

)
Z(n)
ω (η) ≥ CrN−2 (r ∧ 1)−N+2+2

√
D exp

{
r2

2a

}
exp

{
−cr2|ω − η|2

}

and, changing r2 to rρ,

∑

n≥0

I√Dn

(rρ
2a

)
Z(n)
ω (η) ≥ C(rρ)

N−2
2 ((rρ)

1
2 ∧ 1)−N+2+2

√
D exp

{rρ
2a

}
exp

{
−crρ|ω − η|2

}
.
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By putting the last estimate in (4.9) we deduce

p(1, x, y) ≥ C (rρ)
N−2

2
−N−1+c−a

2a ((rρ)
1
2 ∧ 1)−N+2+2

√
D

× exp

{
−r

2 + ρ2

4a

}
exp

{rρ
2a

}
exp

{
−crρ|ω − η|2

}

= C (rρ)
N−2

2
−N−1+c−a

2a ((rρ)
1
2 ∧ 1)−N+2+2

√
D exp

{
−(r − ρ)2

4a

}
exp

{
−crρ|ω − η|2

}

≥ C (rρ)−
γ
2 ((rρ)

1
2 ∧ 1)−N+2+2

√
D exp

{
−m|x− y|2

}
,

with m ≥ c, 1
4a . To complete the proof of (4.8) it suffices now to apply Lemma 1.3.14.



Chapter 5

Green function estimates

In this chapter we prove sharp upper and lower bounds for the Green function Gλ defined

by

Gλ(x, y) :=

∫ ∞

0
e−λtp(t, x, y) dt, x, y ∈ RN \ {0} .

For λ > 0 the integral converges pointwise, due to Theorem 4.2.2, and defines the resolvent

of λ−L (the kernel being written with respect to the measure |y|γ dy). However we consider

also the case λ = 0 when the integral converges, that is when D > 0.

All the results presented in this Chapter are collected in [50].

For l ≥ 1, m ≥ 1, α ≥ 0, β ∈ R let

F (t) := t−l
(α
t
∧ 1
)−l+m

exp

(
−β

2

t

)
.

We write also F (l,m, α, β, t) := F (t) in order to emphasize the explicit dependence on the

parameters. With this notation the estimates in Theorem 4.2.2 (see also Remark 4.2.3) take

the form

p(t, x, y) ' (|x||y|)−
γ
2 F

(
N

2
, 1 +

√
D, |x||y|, c|x− y|, t

)
,

with the understanding that the constant c may differ in the upper and lower bounds.

Defining

I(α, β) :=

∫ ∞

0
e−λtF (t)dt =

∫ α

0
e−λtt−le−

β2

t dt+ α−l+m
∫ ∞

α
e−λtt−me−

β2

t dt (5.1)

we have for l = N
2 and m = 1 +

√
D

Gλ(x, y) ' (|x||y|)−
γ
2 I (|x||y|, c|x− y|) . (5.2)

We treat separately the cases λ = 0 and λ > 0 for clarity and also because of technical

details.
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5.1 The Green function G0

Our main result is the following.

Theorem 5.1.1 Let Ω = RN \ {0} and let us suppose that D > 0. For (x, y) ∈ Ω×Ω with

x 6= y, the Green function G0 of L, with respect to the measure dµ = |y|γdy, satisfies the

estimates

if N > 2

(|x||y|)
γ
2 G0(x, y) ' |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)√D−N−2
2

(5.3)

and if N = 2

(|x||y|)
γ
2 G0(x, y) '





(|x||y|)
√
D

|x− y|2
√
D
, if |x−y|2

|x||y| ≥ 1;

1− log

( |x− y|2
|x||y|

)
, if |x−y|2

|x||y| ≤ 1.

Remark 5.1.2 We remark that (5.3) becomes

(|x||y|)
γ
2 G0(x, y) ' |x− y|2−N , |x− y|2

|x||y| ≤ 1

and

(|x||y|)
γ
2 G0(x, y) ' (|x||y|)

√
D−N−2

2

|x− y|2
√
D

,
|x− y|2
|x||y| ≥ 1.

The asymptotic behaviour of G0 depends on the sign of
√
D− (N − 2)/2, see Remark 5.1.4

below.

The proof is an immediate consequence of (5.2) and the lemma below, recalling that

α = |x||y| and β = |x− y|. We use the incomplete Gamma functions defined by

Γ(a, r) :=

∫ ∞

r
e−tta−1 dt, γ(a, r) :=

∫ r

0
e−tta−1 dt.

Clearly Γ(a, r)+γ(a, r) = Γ(a), moreover Γ(a, r) ' ra−1e−r as r →∞ and Γ(0, r) ' − log r,

γ(a, r) ≈ ra

a as r → 0. In particular,

Γ(a, r)

Γ(b, r)
' ra−b, for r ≥ 1, a, b ≥ 0

γ(a, r)

γ(b, r)
' ra−b, for r ≤ 1, a, b > 0. (5.4)

Lemma 5.1.3 Let l ≥ 1, m > 1, α, β > 0 and

F (t) = t−l
(α
t
∧ 1
)−l+m

exp

(
−β

2

t

)
.
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Then if l > 1 ∫ ∞

0
F (t) dt ' β2−2l

(
1 ∧ α

β2

)m−l

and if l = 1

∫ ∞

0
F (t) dt '





(
β2

α

)1−m
, if β2

α ≥ 1;

1− log
(
β2

α

)
, if β2

α ≤ 1.

(5.5)

Proof. By the change of variables s = β2

t we have

∫ ∞

0
F (t) dt =β−2l+2

∫ ∞
β2

α

sl−2 exp (−s) ds+ α−(l−m)β−2m+2

∫ β2

α

0
sm−2 exp (−s) ds

=β−2l+2 Γ

(
l − 1,

β2

α

)
+ α−l+mβ−2m+2 γ

(
m− 1,

β2

α

)
.

If β2

α ≥ 1, (5.4) yields

Γ

(
l − 1,

β2

α

)
w
(
β2

α

)l−m
Γ

(
m− 1,

β2

α

)
.

Then
∫ ∞

0
F (t) dt 'α−l+mβ−2m+2 γ

(
m− 1,

β2

α

)
+ β−2l+2

(
β2

α

)l−m
Γ

(
m− 1,

β2

α

)

=α−l+mβ−2m+2

[
γ

(
m− 1,

β2

α

)
+ Γ

(
m− 1,

β2

α

)]

= α−l+mβ−2m+2 Γ (m− 1) .

The case β2

α ≤ 1 and l > 1 is similar. Using

γ

(
m− 1,

β2

α

)
'
(
β2

α

)m−l
γ

(
l − 1,

β2

α

)

we get
∫ ∞

0
F (t) dt wα−l+mβ−2m+2

(
β2

α

)m−l
γ

(
l − 1,

β2

α

)
+ β−2l+2Γ

(
l − 1,

β2

α

)

=β−2l+2

[
γ

(
l − 1,

β2

α

)
+ Γ

(
l − 1,

β2

α

)]
= β−2l+2 Γ (l − 1) .

Finally, if β2

α ≤ 1 and l = 1, then

γ(m− 1,
β2

α
) '

(
β2

α

)m−1

, Γ(0,
β2

α
) ' − log

(
β2

α

)

and
∫ ∞

0
F (t) dt ' c1α

−1+mβ−2m+2

(
β2

α

)m−1

− c2 log

(
β2

α

)
' 1− log

(
β2

α

)
.



5.2 The Green function Gλ, λ > 0 79

Remark 5.1.4 Observe that when m ≥ l > 1, then
∫∞

0 F (t) dt is bounded from above by

β2−2l and tends to 0 as αm−l for α → 0. When m < l, instead, it blows up as α → 0 like

αm−l and is bounded if α, β ≥ δ > 0. If l = 1, the integral behaves as logα for α→∞.

5.2 The Green function Gλ, λ > 0

Let us consider now λ > 0. Using again (5.2) we look for estimates of I(α, β).

We observe that if M√λ is the dilation defined by M√λu(x) = u(
√
λx), the scaling

property M√λLM√λ−1 = L
λ implies that

[
(λ− L)−1f

]
(x) =

1

λ

[
M√λ(I − L)−1M√

λ
−1f
]

(x)

=
1

λ

∫

RN
G1(
√
λx,w)f

(
w√
λ

)
|w|γ dw

= λ
γ+N−2

2

∫

RN
G1(
√
λx,
√
λ y)f (y) |y|γ dy.

This proves that

Gλ(x, y) = λ
γ+N−2

2 G1(
√
λx,
√
λ y) (5.6)

and allows us to treat only the case λ = 1 by estimating the integral

I(α, β) =

∫ α

0
e−tt−le−

β2

t dt+ α−l+m
∫ ∞

α
e−tt−me−

β2

t dt.

For l,m ≥ 1 let

h(t) := e−tt−le−
β2

t , g(t) := tl−mh(t)

and

H(α, β) :=

∫ α

0
h(t) dt, G(α, β) :=

∫ α

0
g(t) dt.

We have the following identities, see [28], formula (29), pag. 146,

H(β) :=

∫ ∞

0
h(t) dt = 2β1−lKl−1 (2β) ,

G(β) :=

∫ ∞

0
g(t) dt = 2β1−mKm−1 (2β)

(5.7)

where the Kν are the modified Bessel functions. With this notation the integral in (5.1)

takes the form

I(α, β) := H(α, β) + αm−l (G(β)−G(α, β)) .

Let us observe that I(α, β) is decreasing with respect to β and, considered as a function of

α, is increasing when m− l ≥ 0 and decreasing otherwise, since

∂

∂α
I(α, β) = (m− l)αm−l−1 (G(β)−G(α, β)) .
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We split the proof between the cases 0 ≤ D ≤ (N−2)2/4 and D > (N−2)2/4 and note that

for Schrödinger operators the above conditions correspond to b ≤ 0, b > 0, respectively.

The case 0 ≤ D ≤
(
N−2

2

)2

Since l = N/2 and m = 1 +
√
D, this corresponds to m ≤ l.

Theorem 5.2.1 Let λ > 0, Ω = RN \ {0} and let us suppose D ≥ 0. For (x, y) ∈ Ω × Ω

with x 6= y, the Green function Gλ, with respect to the measure dµ = |y|γdy, satisfies the

estimates

(i) if N > 2 and D > 0

(|x||y|)
γ
2 Gλ(x, y) ' e−c

√
λ|x−y| |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)√D−N−2
2

.

(ii) If N = 2 and D = 0

(|x||y|)
γ
2 Gλ(x, y) '





e−c
√
λ |x−y| , if

√
λ |x− y| ≥ 1;

1− log
(√

λ |x− y|
)

, if
√
λ |x− y| < 1.

(iii) If N > 2 and D = 0:

For
√
λ|x− y| ≥ 1

(|x||y|)
γ
2 Gλ(x, y) ' e−c

√
λ|x−y|

(
(|x||y|) ∧ |x− y|√

λ

) 2−N
2
.

For
√
λ|x− y| < 1

(|x||y|)
γ
2 Gλ(x, y) ' |x− y|2−N ∨

(
(|x||y|) 2−N

2 (1− log(
√
λ |x− y|)

)
.

All the constants appearing in the above estimates, including those hidden in the symbol ',

do not depend on λ; the generic constants c in the exponentials may differ in the upper and

lower bounds.

The logarithmic term is due either to the dimension N = 2 or to the degeneracy of the

discriminant, D = 0. Note that when N > 2 but D = 0 the estimates are influenced both

by the terms |x− y|2−N and (|x||y|) 2−N
2 (1− log(

√
λ |x− y|).

The proof of the theorem follows immediately from the scaling property (5.6) and from

the following lemma, by noticing that powers of |x−y| can be absorbed into the exponential,

when |x− y| is large.
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Lemma 5.2.2 If m ≤ l we have

max
{
H(β), αm−lG(β)

}
≤ I(α, β) ≤ 2 max

{
H(β), αm−lG(β)

}
(5.8)

and therefore

(i) if 1 < m ≤ l we have

I(α, β) '





e−2β αm−lβ
1
2
−m
(

1 ∧ β
α

)m−l
, if β ≥ 1;

β2−2l
(

1 ∧ α
β2

)m−l
, if β < 1.

(ii) If m = l = 1

I(α, β) ' 2K0 (2β) '





β−
1
2 e−2β , if β ≥ 1;

1− log β , if β < 1.

(iii) If 1 = m < l we have

I (α, β) '





e−2β β−
1
2 (α ∧ β)1−l , if β ≥ 1;

β2−2l ∨ α1−l(1− log β) , if β < 1.

Proof. We have

I(α, β) =

∫ α

0
h(t)dt+ αm−l

∫ ∞

α
g(t)dt ≤

∫ ∞

0
h(t)dt+ αm−l

∫ ∞

0
g(t)dt

= H(β) + αm−lG(β) ≤ 2 max
{
H(β), αm−lG(β)

}
.

On the other hand

I(α, β) =

∫ α

0
h(t)dt+ αm−l

∫ ∞

α
tl−mh(t)dt ≥

∫ α

0
h(t)dt+

∫ ∞

α
h(t)dt = H(β)

and

I(α, β) =

∫ α

0
tm−lg(t)dt+ αm−l

∫ ∞

α
g(t)dt

≥ αm−l
[∫ α

0
g(t)dt+

∫ ∞

α
g(t)dt

]
= αm−lG(β).

It follows that I(α, β) ≥ max
{
H(β), αm−lG(β)

}
and this proves (5.8). It follows from (5.7)

that

max
{
H(β), αm−lG(β)

}
= max

{
2β1−lKl−1 (2β) , αm−l 2β1−mKm−1 (2β)

}
.
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If m = l then I(α, β) = 2β1−lKl−1 (2β) and Lemma 1.3.5 gives the result. The same Lemma

applies in the other cases and we get for β ≥ 1

I(α, β) ' e−2ββ−
1
2 max

{
β1−l, αm−lβ1−m

}
= e−2β β

1
2
−m (α ∧ β)m−l .

For β ≤ 1 we have, if m > 1,

I(α, β) ' max
{
β2−2l, αm−lβ2−2m

}
= β2−2l

(
1 ∧ α

β2

)m−l

and if 1 = m

I(α, β) ' max
{
β2−2l, α1−l (1− log β)

}
.

The case D >
(
N−2

2

)2

Since l = N/2 and m = 1 +
√
D, this corresponds to m > l.

Theorem 5.2.3 Let λ > 0, Ω = RN \ {0} and let us suppose D >
(
N−2

2

)2
. For (x, y) ∈

Ω×Ω with x 6= y, the Green function Gλ, with respect to the measure dµ = |y|γdy, satisfies

the estimates

(i) if N > 2

(|x||y|)
γ
2 Gλ(x, y) ' e−c

√
λ|x−y| |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)√D−N−2
2

.

(ii) If N = 2:

For
√
λ |x− y| ≥ 1

(|x||y|)
γ
2 Gλ(x, y) ' e−c

√
λ|x−y| (1 ∧ λ |x||y|)

√
D .

For
√
λ |x− y| < 1 ≤ λ |x||y|

(|x||y|)
γ
2 Gλ(x, y) ' 1− log

(√
λ |x− y|

)
.

For λ |x||y|,
√
λ |x− y| < 1, |x−y|

2

|x||y| ≥ 1

(|x||y|)
γ
2 Gλ(x, y) '

( |x− y|2
|x||y|

)−√D
.

For λ |x||y|,
√
λ |x− y| < 1, |x−y|

2

|x||y| ≤ 1

(|x||y|)
γ
2 Gλ(x, y) ' 1− log

( |x− y|2
|x||y|

)
.
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All the constants appearing in the above estimates, including those hidden in the symbol ',

do not depend on λ; the generic constants c in the exponentials may differ in the upper and

lower bounds.

As before, the proof follows from some elementary but tedious lemmas on the integrals

I(α, β).

Lemma 5.2.4 If m > l we have

I(α, β) ≤ min
{
H(β), αm−lG(β)

}
.

In particular

(i) if l > 1

I(α, β) ≤ C e−ββ2−2l

(
1 ∧ α

β2

)m−l
.

(ii) If l = 1

I(α, β) ≤ C





e−2β αm−1β
1
2
−m
(

1 ∧ β
α

)m−1
, if β ≥ 1;

min

{(
β2

α

)1−m
, 1− log β

}
, if β < 1.

Proof. We have

I(α, β) =

∫ α

0
h(t)dt+ αm−l

∫ ∞

α
g(t)dt =

∫ α

0
tm−lg(t)dt+ αm−l

∫ ∞

α
g(t)dt ≤ αm−lG(β)

and

I(α, β) =

∫ α

0
h(t)dt+ αm−l

∫ ∞

α
tl−mh(t)dt ≤ H(β).

It follows that

I(α, β) ≤ min
{
H(β), αm−lG(β)

}

= min
{

2β1−lKl−1 (2β) , αm−l 2β1−mKm−1 (2β)
}
.

Using Lemma 1.3.5 we have for β ≥ 1

I(α, β) ≤ Ce−2ββ−
1
2 min

{
β1−l, αm−lβ1−m

}

= Ce−2β αm−lβ
1
2
−m
(

1 ∧ β
α

)m−l
≤ C1 e

−βαm−lβ2−2m

(
1 ∧ β

2

α

)m−l
.

For β ≤ 1, by Lemma 1.3.5 again we have, if l > 1,

I(α, β) ≤ C min
{
β2−2l, αm−lβ2−2m

}
= Cαm−lβ2−2m

(
1 ∧ β

2

α

)m−l

and if l = 1

I(α, β) ≤ C min
{

1− log β, β2−2mαm−1
}

= C min

{
1− log β,

(
β2

α

)1−m}
.
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The lower bound for I(α, β), in the case l > 1, is proved in the following Lemma.

Lemma 5.2.5 If m > l > 1 we have for some constant C = C(λ,m, l), c > 0

I(α, β) ≥ C e−cββ2−2l

(
1 ∧ α

β2

)m−l
.

Proof.

1. Case α, β ≤ 1.

Assume first β2 ≤ 2α. Then

I(α, β) ≥
∫ α

0
e−tt−le−

β2

t dt ≥ e−αβ2−2l

∫ α
β2

0
s−le−

1
s ds

≥ e−αβ2−2l

∫ 1
2

0
s−le−

1
s ds ≥ Cβ2−2l.

Assume now β2 ≥ 2α. Then

I(α, β) ≥
∫ β2

β2

2

e−tαm−lt−me−
β2

t dt ≥ e−β2
αm−l

∫ β2

β2

2

t−me−
β2

t dt

≥ e−β2
αm−le−2

∫ β2

β2

2

t−mdt ≥ Cαm−lβ2−2m.

2. Case α ≤ 1, β ≥ 1.

Since I(α, β) is decreasing in β we may assume that β
2 ≥ 1 ≥ α. Then

I(α, β) ≥
∫ β

α
e−tαm−lt−me−

β2

t dt ≥ e−βαm−l
∫ β

β
2

t−me−
β2

t dt ≥ αm−le−β
∫ β

β
2

t−mdt

≥ Ce−2βαm−l.

3. Case β ≤ 1, α ≥ 1.

I(α, β) ≥
∫ β2

β2

2

e−tt−le−
β2

t dt ≥ e−β2
e−2

∫ β2

β2

2

t−ldt ≥ Cβ2−2l.

4. Case α ≥ 1, β ≥ 1.

Since I(α, β) is increasing with respect to α, we have I(α, β) ≥ I(1, β) ≥ Ce−2β.

Finally we treat the case l = 1.
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Lemma 5.2.6 If m > l = 1 we have for some constant c > 0

I(α, β) '





e−cβ (1 ∧ α)m−1 , if β ≥ 1;

1− log β , if β < 1 ≤ α;

(
β2

α

)1−m
, if α, β < 1, β2 ≥ α;

1− log
(
β2

α

)
, if α, β < 1, β2 ≤ α.

Proof. The upper estimates follow immediately by applying Lemma 5.2.4 (ii) in the

cases β ≥ 1 and β < 1 ≤ α and, for α, β < 1, by applying (5.5) after observing that

I(α, β) ≤
∫∞

0 F (t) dt.

Let us prove, now, the lower estimates. We write I(l,m, α, β) to make explicit the depen-

dence on the parameters. With this notation we have from Lemma 5.2.5

− ∂

∂β
I(1,m, α, β) = 2β I(2,m+ 1, α, β) ≥ C e−cββ−1

(
1 ∧ α

β2

)m−1

. (5.9)

1. Case β ≥ 1.

This follows as in cases 2 and 4 of Lemma 5.2.5.

2. Case β < 1 ≤ α.

This follows as in case 3 of Lemma 5.2.5, integrating between β and 1, instead of β2/2

and β2.

3. Case α, β < 1, β2 ≥ α.

Observing that lim
β→∞

I(α, β) = 0, we integrate (5.9) between β and ∞. Then

I(1,m, α, β) ≥ Cαm−1

∫ ∞

β
e−css−2m+1 ds ≥ Cαm−1β−2m+2.

4. Case α, β < 1, β2 ≤ α.

Integrating (5.9) between β and
√
α we have

I(1,m, α, β) ≥ I(1,m, α
√
α) + C

∫ √α

β

1

s
ds ≥ C log

√
α

β
= −C

2
log

(
β2

α

)
.

By comparing the estimates for Gλ and G0 we obtain the following Corollary.

Corollary 5.2.7 If N > 2 and D > 0, then Gλ(x, y) ' e−c
√
λ|x−y|G0(x, y).
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Note that the above corollary does not hold for N = 2, D > 0, since Gλ is bounded when

|x||y| → ∞, whereas G0 is not, see Remark 5.1.4.

Using the estimates proved in the previous theorems we obtain the following result (note

that (|x||y|)
γ
2 Gλ(x, y) is symmetric).

Corollary 5.2.8 Assume that λ,D ≥ 0 and that D > 0 when λ = 0. For any fixed y 6= 0

the following asymptotic relations hold.

(i) As x→ 0

(|x||y|)
γ
2 Gλ(x, y) ' |x|

√
D−N−2

2 .

(ii) As |x| → ∞

(|x||y|)
γ
2 Gλ(x, y) '





e−c
√
λ|x|, if λ > 0;

|x|−
√
D−N−2

2 , if λ = 0.

(iii) As x→ y

(|x||y|)
γ
2 Gλ(x, y) '





|x− y|2−N , if N > 2;

log |x− y|, if N = 2.

5.3 Resolvent and spectrum of L

We start by proving that the spectrum of L coincides with (−∞, 0].

Proposition 5.3.1 The operator L generates a bounded positive analytic semigroup of an-

gle π/2 in L2
µ and its spectrum is the half-line (−∞, 0].

Proof. The analyticity of angle π/2 and the inclusion σ(L) ⊂ (−∞, 0] follow from the

selfadjointness in L2
µ proved in Section 1.2. To prove that the equality holds, let us assume

that the resolvent set ρ(L) contains a point in the negative real axis. If Msu(x) = u(s x),

the scaling property MsLMs−1 = s−1L implies that

(s2λ− L)−1 = s−2Ms(λ− L)−1Ms−1 (5.10)

It follows that the resolvent set contains the point −1, hence the unit circle S1 and the

resolvent estimate ‖(λ−L)−1‖ ≤ C|λ|−1 holds for every λ 6= 0. This implies that λ(λ−L)−1

is a bounded entire function and then it coincides with a constant operator A. Letting

λ→∞, we get A = I and hence L = 0, which is a contradiction.
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Next we prove that, for λ 6= 0, the resolvent (λ − L)−1 is given by an integral kernel

Kλ(x, y), which we still call the Green function. Clearly, Kλ(x, y) = Gλ(x, y) whenever the

integral defining Gλ converges. This happens if Reλ > 0, since

|Gλ(x, y)| =
∣∣∣∣
∫ ∞

0
e−λtp(t, x, y) dt

∣∣∣∣ ≤
∫ ∞

0
e−(Reλ)tp(t, x, y) dt = GReλ(x, y).

By using the upper estimates for the Green function Gλ for positive λ proved in the previous

section and the kernel estimates of the semigroup for complex z provided by Theorem 4.2.1,

we show bounds for the Green function Kλ for every λ 6= 0.

Theorem 5.3.2 Let Ω = RN \ {0}. For every λ ∈ C \ (−∞, 0], the resolvent (λ−L)−1 can

be represented trough an integral kernel Kλ(x, y) with respect to the measure dµ = |y|γdy.

Moreover for every ε > 0, there exist Cε, mε > 0 such that, for λ ∈ C \ (−∞, 0] with

| arg λ| ≤ π − ε and (x, y) ∈ Ω× Ω,

|Kλ(x, y)| ≤ CεGmε|λ|(x, y).

Proof. Let ε > 0, and let us consider the sector Σπ−ε := {λ ∈ C | | arg λ| ≤ π − ε}. Let

us fix λ ∈ Σπ−ε \ {0} and let θ be the angle defined by θ = π
2 − ε

2 if arg λ ≥ 0 and by

θ = −π
2 + ε

2 if arg λ < 0. Let us denote by T (eiθt) the semigroup generated by eiθL in L2
µ.

Setting µ := e−iθλ = |λ|ei(arg λ−θ), since | argµ| ≤ π
2 − ε

2 , we have obviously Reµ > 0. Let

us define

Gθ,µ(x, y) =

∫ ∞

0
e−µtp(eiθt, x, y) dt.

We observe, preliminarily, that by Theorems 4.2.1 and 4.2.2 there exist Cε, C̃ε,mε > 0 such

that, after a suitable choice of a constant m̃ε > 0 in the argument of the real kernel, we

have

|p(eiθt, x, y)| ≤ Cε|x|−
γ
2 |y|− γ2 t−N2

[( |x|
t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−|x− y|

2

mεt

)
dt

≤ C̃ε p(m̃εt, x, y).

From now on let Cε and mε be different at each occurrence. After a change of variable

in the integral and observing that cos(argµ) ≥ cos(π2 − ε
2) = sin( ε2), it follows from the

previous relation that Gθ,µ(x, y) satisfies

|Gθ,µ(x, y)| ≤ Cε
∫ ∞

0
e−Reµ tp(m̃εt, x, y) dt ≤ Cε

∫ ∞

0
e−mε|λ| sin( ε

2
) tp(t, x, y) dt

= CεGmε sin( ε
2

)|λ|(x, y). (5.11)

Since

(µ− eiθL)−1 =

∫ ∞

0
e−µtT (eiθt) dt
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it follows that Gθ,µ(x, y) is the integral kernel of of (µ − eiθL)−1 (the kernel being written

with respect to the measure |y|γ dy). By multiplying by eiθ we deduce that the Green

function Kλ(x, y) of (λ− L)−1 satisfies

Kλ(x, y) = eiθGθ,µ(x, y)

and the proof is concluded using (5.11).



Chapter 6

Gradient estimates

In this chapter we prove some Gaussian bounds for the time derivative and for the space

gradient of the heat kernel of the operator

L = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 ,

where a > 0, b, c ∈ R. The holomorphy of the heat kernel as function of t and the Cauchy

formula for the derivatives of holomorphic functions, combined with the kernel estimates

previously proved, easily yield estimates for the time derivative. For the spatial gradient

more effort is needed and an essential role is played by the series decomposition of the kernel

proved in Chapter 4 and in [50]. After differentiating term by term and by using the well

known properties of the derivatives of Bessel functions and of zonal harmonics, we will get

the gradient estimates in some space-time regions. Interior a-priori estimates for L with

precise coefficients will allow to cover all the cases.

In the following we write f(x) ' g(x) if for some C1, C2 > 0, C1 g(x) ≤ f(x) ≤ C2 g(x).

The results of this chapter are collected in [51].

6.1 Estimates for the time derivatives of p

In order to state and prove the main result we recall, for the reader’s convenience, some

properties concerning the kernel decomposition and its estimates proved in Chapter 4, see

also [50].

Let pn(t, r, ρ) be the parabolic kernel, with respect to the measure ρ
N−1+c

a dρ, of the

one-dimensional Bessel operators

Ln := aDrr +
N − 1 + c

r
Dr −

b+ λn
r2

.
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It has been shown in Section 1.3 that

pn(t, r, ρ) =
1

2at
(rρ)−

N−1+c−a
2a I√Dn

( rρ
2at

)
exp

{
−r

2 + ρ2

4at

}
, (6.1)

where Dn = b+λn
a +

(
N−1+c−a

2a

)2
and we write D for D0.

Let p be the heat kernel of L with respect to the measure dµ(y) = |y|γ dx. Then for

x = rω, y = ρη, r, ρ > 0, |ω| = |η| = 1 we have

p(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

} ∞∑

n=0

I√Dn

( rρ
2at

)
Z(n)
ω (η) (6.2)

=
∑

n≥0

pn(t, r, ρ)Z(n)
ω (η).

Moreover, setting Ω = RN \ {0}, for (x, y) ∈ Ω× Ω, the heat kernel p satisfies

p(t, x, y) ' t−N2 |x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)
.

The constant c > 0 may differ in the upper and lower bounds.

The Cauchy formula for the derivatives of holomorphic functions allows to estimates the

time derivative of p.

Proposition 6.1.1 Let Ω = RN \ {0}. The heat kernel p of L, with respect to the measure

dµ = |y|γdy, satisfies

∣∣∣∣
∂p

∂t
(t, x, y)

∣∣∣∣ ≤ Ct−
N
2
−1|x|− γ2 |y|− γ2

[( |x|
t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)

for t > 0, (x, y) ∈ Ω×Ω and for some constants C, c > 0. In particular, up to a modification

of the constants involved,
∣∣∣∣
∂p

∂t
(t, x, y)

∣∣∣∣ ≤ C
1

t
p(ct, x, y).

Proof. By Theorem 4.2.1, the kernel p(z, x, y) is holomorphic as a function of z. Let us fix

t > 0. Using the Cauchy formula for the derivatives of holomorphic functions in B
(
t, t2
)
,

we get for some constants C, c > 0 and for x, y ∈ Ω
∣∣∣∣
∂p

∂t
(t, x, y)

∣∣∣∣ ≤ C
1

t
max
|z|= t

2

|p(z, x, y)|.

Applying the estimate (4.4) with ε = π
3 , we obtain

∣∣∣∣
∂p

∂t
(t, x, y)

∣∣∣∣ ≤ Cεt−
N
2
−1|x|− γ2 |y|− γ2

[( |x|
t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)
.

The last claim is a consequence of (4.5).
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Since the kernel satisfies the equation
∂p

∂t
= Lp, Proposition 6.1.1 implies

|Lp(t, x, y)| ≤ Ct−N2 −1|x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)
,

(6.3)

for t > 0, (x, y) ∈ Ω× Ω

6.2 Estimates for the space derivatives of p

The main result of this chapter is the following estimate for the gradient of p.

Theorem 6.2.1 Let Ω = RN \ {0}. The heat kernel p of L, with respect to the measure

dµ = |y|γdy, satisfies

|∇p(t, x, y)| ≤ C
(

1 ∧ |x|√
t

)−1

t−
N+1

2 |x|− γ2 |y|− γ2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

× exp

(
−c|x− y|

2

t

)
(6.4)

for t > 0, (x, y) ∈ Ω×Ω and for some constants C, c > 0. In particular, up to a modification

of the constants involved,

|∇p(t, x, y)| ≤ C 1√
t

(
1 ∧ |x|√

t

)−1

p(ct, x, y). (6.5)

Here the gradient is taken with respect the x variable. Similar results hold, by symmetry,

for the gradient respect the y variable.

Remark 6.2.2 The scaling property of the kernel

p(t, x, y) = t−
N+γ

2 p

(
1,

x√
t
,
y√
t

)

implies the analogous scaling for its gradient:

∇p(t, x, y) = t−
N+γ+1

2 ∇p
(

1,
x√
t
,
y√
t

)
. (6.6)

From the last relation, in the proof of Theorem 6.2.1, one may assume t = 1 without

loss of generality.

Remark 6.2.3 Recalling Corollary 4.2.4, the estimate (6.4) becomes, for some possibly

different constants C, c > 0 ,

|∇p(t, x, y)| ≤ Ct−1−
√
D|x|−s1−1|y|−s1 , |x|√

t
≤ δ, |y|√

t
≤ δ,

|∇p(t, x, y)| ≤ Ct− 1
2
− s1

2
−
√
D|x|−s1−1e−c

|y|2
t ,

|x|√
t
≤ δ, |y|√

t
≥ δ,

|∇p(t, x, y)| ≤ Ct−N2 − 1
2 |y|−γ

( |y|
t
1
2

∧ 1

)−s∗1
exp

(
−c|x− y|

2

t

)
,

|x|√
t
≥ δ,
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where s∗1 = N
2 − 1−

√
D − γ

2 and δ > 0 is fixed.

Let us employ spherical coordinates to write, for x, y ∈ Rn, x = rω, y = ρη and let pr,

∇τp be respectively the radial and the tangential component of the gradient. We, formally,

differentiate the series in (6.2) obtaining the following expression for the derivatives of the

heat kernel

∂

∂t
p(t, x, y) =

1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}(
− rρ

2at2

) ∞∑

n=0

I ′√
Dn

( rρ
2at

)
Z(n)
ω (η) (6.7)

+

(
−1

t
+
r2 + ρ2

4at2

)
p(t, x, y),

pr(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}
ρ

2at

∞∑

n=0

I ′√
Dn

( rρ
2at

)
Z(n)
ω (η) (6.8)

+

(
−N − 1 + c− a

2ar
− 2r

4at

)
p(t, x, y),

∇τp(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

} ∞∑

n=0

I√Dn

( rρ
2at

)
∇τZ(n)

ω (η), (6.9)

∇p =pr
x

|x| +
∇τp
r
. (6.10)

In order to rigorously prove (6.7), (6.8), (6.9) we need to assure the convergence of the

series involved. Some basic properties about the derivative of Iν and Z(n) are needed.

Lemma 6.2.4 For every ν ≥ 0, the modified Bessel function Iν is a regular function and

its derivative I ′ν satisfies the following relations:

(i) I ′ν(r) = ν
r Iν(r) + Iν+1(r);

(ii) 0 ≤ I ′ν(r) ≤
(

1 + ν2

r2

) 1
2
Iν(r) ≤

(
1 + ν

r

)
Iν(r).

Proof. See e.g., [2, 9.6 and 9.7] for (i) and [12] for (ii).

Lemma 6.2.5 The tangential derivative of the zonal harmonics Z(n) satisfies, for some

constant C = C(N) > 0,

‖∇τZ(n)‖∞ ≤ Cn
3n−4

2 .

Proof. See corollary B.4.7 in the appendix.

Lemma 6.2.6 Let (cn)n∈N be a sequence of strictly positive real numbers such that cn ≈ cnα

for some α > 0. Then there exists h ∈ C([0,∞[), with h(0) 6= 0, such that for every s > 0

∞∑

n=1

cnI√Dn (s) ≤ CI√D (s)
(s

2

)√D1−
√
D
h
(s

2

)
.

In particular, the series
∑∞

n=1 cnI
√
Dn

(s) converges uniformly on compact sets of ]0,∞[.
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Proof. We use Γ(α+β) ≥ CδΓ(α)Γ(β) if α, β ≥ δ to obtain Γ(m+
√
D+1+

√
Dn−

√
D) ≥

CΓ(m+ 1 +
√
D)Γ(

√
Dn −

√
D) for every n ≥ 1. Then

∑

n≥1

cnI√Dn (s) =
∑

n≥1

cn

∞∑

m=0

1

m!Γ(m+
√
Dn + 1)

(s
2

)2m+
√
Dn−

√
D+
√
D

=
∑

n≥1

cn

(s
2

)√Dn−√D ∞∑

m=0

1

m!Γ(m+
√
Dn + 1)

(s
2

)2m+
√
D

≤ C
∑

n≥1

nα
(s

2

)√Dn−√D 1

Γ(
√
Dn −

√
D)

∞∑

m=0

1

m!Γ(m+ 1 +
√
D)

(s
2

)2m+
√
D

= CI√D (s)
(s

2

)√D1−
√
D∑

n≥1

nα
(s

2

)√Dn−√D1 1

Γ(
√
Dn −

√
D)

.

Since
√
Dn ≈ cn, c = 1/

√
a as n→∞, by the asymptotic of the Gamma function the series

h(s) =
∑

n≥1

nαs
√
Dn−

√
D1

1

Γ(
√
Dn −

√
D)

converges uniformly on compact sets of [0,∞[ and it does not vanish at 0.

Corollary 6.2.7 There exists h ∈ C([0,∞[), with h(0) 6= 0 such that

∞∑

n=1

I ′√
Dn

( rρ
2at

)
|Z(n)
ω (η)| ≤ CI√D

( rρ
2at

)( rρ
4at

)√D1−
√
D
(

1 +
2at

rρ

)
h
( rρ

4at

)
,

∞∑

n=1

I√Dn

( rρ
2at

)
|∇τZ(n)

ω (η)| ≤ CI√D
( rρ

2at

)( rρ
4at

)√D1−
√
D
h
( rρ

4at

)
.

In particular the series
∑∞

n=1 I
′√
Dn

( rρ
2at

)
Z(n)
ω (η),

∑∞
n=1 I

√
Dn

( rρ
2at

)
∇τZ(n)

ω (η) converges uni-

formly on compact sets of ]0,∞[×Ω× Ω.

Proof. We use (ii) of Proposition B.2.2, for the estimate |Z(n)
ω (η)| ≤ Z

(n)
ω (ω) ≤ CnN−2,

and Lemmas 6.2.4 and 6.2.5 to obtain
∞∑

n=1

I ′√
Dn

( rρ
2at

)
|Z(n)
ω (η)| ≤ C

∑

n≥1

(
1 +

√
Dn

2at

rρ

)
I√Dn

( rρ
2at

)
nN−2,

∞∑

n=1

I√Dn

( rρ
2at

)
|∇τZ(n)

ω (η)| ≤ C
∑

n≥1

I√Dn

( rρ
2at

)
n

3N−4
2 .

Recalling
√
Dn ≈ cn, the claim follows by applying Lemma 6.2.6.

We now start proving the estimate (6.4) near the origin, that is for |x|/
√
t, |y|/

√
t small,

see Remark 6.2.2. We recall that, in this case, the behaviour of p is the same as the radial

part p0 (see Remark 4.2.5 and Lemma 4.2.8):

p(t, x, y) ' Cp0(t, r, ρ) ' Ct−1−
√
D|x|−s1 |y|−s1 . (6.11)
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Proposition 6.2.8 The heat kernel p is a C1 function of its arguments and its derivatives

are given by formulas (6.7), (6.8), (6.9), (6.10). Moreover for every fixed δ > 0, there exists

C > 0 such that for |x|√
t
, |y|√

t
< δ

|∇p(t, x, y)| ≤ Ct−1−
√
D|x|−s1−1|y|−s1 .

Proof. The first sentence easily follows once observed that Lemma 6.2.6 allows us to

differentiate the series in (6.2). Let δ > 0; applying Corollary 6.2.7 we can choose a

constant Cδ such that for |x|√
t
, |y|√

t
< δ

∞∑

n=1

I ′√
Dn

( rρ
2at

)
|Z(n)
ω (η)| ≤ CδI√D

( rρ
2at

)(
1 +

2at

rρ

)
,

∞∑

n=1

I√Dn

( rρ
2at

)
|∇τZ(n)

ω (η)| ≤ CδI√D
( rρ

2at

)
.

Recalling (6.8) we have

pr(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}
ρ

2at

∞∑

n=0

I ′√
Dn

( rρ
2at

)
Z(n)
ω (η)

+

(
−N − 1 + c− a

2ar
− 2r

4at

)
p(t, x, y).

We use, now, (ii) of Lemma 6.2.4 to estimate the first term of the series and we apply the

previous relations for the remaining terms; recalling (6.1) we obtain for some constant C

(that may vary from line to line)

|pr(t, x, y)| ≤ 1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

}
ρ

2at
I√D

( rρ
2at

)

×
[(

1 +
√
D

2at

rρ

)
1

|SN−1| + Cδ

(
1 +

2at

rρ

)]
+ C

(
1

r
+
r

t

)
p(t, x, y)

≤C
(

1 +
t

rρ

)
ρ

t
p0(t, r, ρ) + C

(
1

r
+
r

t

)
p(t, x, y).

Since r√
t
, ρ√

t
< δ it follows from (6.11) that

|pr(t, x, y)| ≤ C
(
ρ

t
+

1

r
+
r

t

)
p0(t, r, ρ) ≤ C 1

r
t−1−

√
Dr−s1ρ−s1 .

The same argument applied to (6.9) proves

|∇τp(t, x, y)| ≤ C t−1−
√
Dr−s1ρ−s1 .

Since ∇p = pr
x
|x| + ∇τp

r , the last two estimates prove the thesis.
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We now focus on the estimate (6.4) in the range |x|/
√
t ≤ δ, |y|/

√
t ≥ δ. In this case, up

to a small perturbation of the constant in the exponential factor, the behaviour of p takes

the form

p(t, x, y) ' t−N2 |x|−s1 |y|− γ2 exp

(
−c|x− y|

2

t

)
' t−N2 |x|−s1 exp

(
−c
′|y|2
t

)
. (6.12)

As before we need some preparation.

We observe, preliminarily, that Dn = D + λn
a = D + n(n+N−2)

a ≤ D +
(n+N−2

2
)2

a ; taking

square roots we have √
Dn ≤

√
D +

N − 2

2
√
a

+
n√
a

(6.13)

and moreover, from the asymptotic expansion of the Gamma function, the following asymp-

totic behaviour holds:
√
Dn ≈

n√
a
, Γ

(√
Dn

) 1
n ≈ n

1√
a , as n→∞. (6.14)

The Lemma below is an application of a classic result related to the growth of entire

functions.

Lemma 6.2.9 Let f(z) =
∑∞

n=0 cnz
n be an entire function. If for some constant c0 the

coefficients satisfy the condition |cn|
1
nnk ≤ c0 then there exist C, c > 0 such that for every

z ∈ C
|f(z)| ≤ Cec|z|

1
k

Proof. See for example [42, Lemma 2, pag 5].

Lemma 6.2.10 Let (cn)n∈N be a sequence of positive real numbers such that cn ≈ cnα for

some α > 0. Then there exist C, c > 0 such that for every r < δ, ρ > δ

∞∑

n=0

cnI√Dn

(rρ
2a

)
≤ Cρ

√
D+N−2

2
√
a r
√
Decρ.

In particular we have, for every |x| < δ, |y| > δ, x = rω, y = ρη

∞∑

n=0

√
DnI√Dn

(rρ
2a

)
|Z(n)
ω (η)| ≤ Cρ

√
D+N−2

2
√
a r
√
Decρ

∞∑

n=1

I√Dn

(rρ
2a

)
|∇τZ(n)

ω (η)| ≤ Cρ
√
D+N−2

2
√
a r
√
Decρ.

Proof. In analogy with the proof of Lemma 6.2.6 we use Γ(α+β) ≥ CΓ(α)Γ(β) to obtain

∑

n≥1

cnI√Dn

(rρ
2a

)
=
∑

n≥1

cn

∞∑

m=0

1

m!Γ(m+
√
Dn + 1)

(rρ
4a

)2m+
√
Dn

(6.15)

≤ C
∞∑

m=0

1

m!m!

(rρ
4a

)2m (rρ
4a

)√D∑

n≥0

cn
1

Γ(
√
Dn)

(rρ
4a

)√Dn−√D
.
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Since
(

1
m!

) 1
m ≈ 1

m , Lemma 6.2.9 yields for some constants C,Cδ, c > 0

∞∑

m=0

1

m!m!

(rρ
4a

)2m
≤ Cecrρ ≤ Cδecρ. (6.16)

Recalling (6.13), since r < δ, ρ > δ we get

∑

n≥0

cn
1

Γ(
√
Dn)

(rρ
4a

)√Dn−√D ≤
∑

n≥0

cn
1

Γ(
√
Dn)

(
δ2

4a

)√Dn−√D (ρ
δ

)√Dn−√D

≤
∑

n≥0

cn
1

Γ(
√
Dn)

(
δ2

4a

)√Dn−√D (ρ
δ

) n√
a

+N−2
2
√
a
.

It follows from (6.14) and the hypothesis on cn that

[
cn

1

Γ(
√
Dn)

(
δ2

4a

)√Dn−√D]
1
n

≈
(

1

n

) 1√
a

.

Lemma 6.2.9 again yields, for some other constants C, c > 0,

∑

n≥0

cn
1

Γ(
√
Dn)

(rρ
4a

)√Dn−√D ≤ C
(ρ
δ

)N−2
2
√
a
ecρ. (6.17)

Inserting (6.16) and (6.17) in (6.15) we prove the first required estimate. The remaining

part of the proof is a consequence of the first part and of the behaviour of
√
Dn, Z(n)

ω and

∇τZ(n)
ω (η).

We can, now, prove the required estimates for |x|√
t
< δ, |y|√

t
> δ.

Proposition 6.2.11 For every fixed δ > 0 there exist C,m > 0 such that, if |x|√
t
< δ, |y|√

t
> δ,

then

|∇p(t, x, y)| ≤ Ct− 1
2
− s1

2
−
√
D|x|−s1−1e−m

|y|2
t .

Proof. By the scaling property (6.6), we may assume that t = 1 and prove that, for

x = rω, y = ρη such that |x| < δ, |y| > δ,

|∇p(1, x, y)| ≤ Cr−s1−1e−m
ρ2

t .

From (6.8) we have

pr(1, x, y) =
1

2a
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4a

}
ρ

2a

∞∑

n=0

I ′√
Dn

(rρ
2a

)
Z(n)
ω (η)

+

(
−N − 1 + c− a

2ar
− 2r

4a

)
p(1, x, y).
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Using Lemma 6.2.4 and recalling (6.2) and (6.1), we obtain for some constant C that may

vary from line to line

|pr(1, x, y)| ≤ 1

2a
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4a

}
ρ

2a

∞∑

n=0

(
1 +
√
Dn

2a

rρ

)
I√Dn

(rρ
2a

)
Z(n)
ω (ω)

+ C

(
1

r
+ r

)
p(1, rω, ρη)

=
ρ

2a
p(1, rω, ρω) +

1

2a
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4a

}
1

r

∞∑

n=0

√
DnI√Dn

(rρ
2a

)
Z(n)
ω (ω)

+ C

(
1

r
+ r

)
p(1, rω, ρη).

Since r < δ, ρ > δ, using (6.12) we can estimate the first and the third addendum as

ρ

2a
p(1, rω, ρω) + C

(
1

r
+ r

)
p(1, rω, ρη) ≤ C 1

r
r−s1ρe−cρ

2 ≤ Cr−s1−1e−c1ρ
2

with c1 < c . Analogously, using Lemma 6.2.10 and s1 = N−1+c−a
2a −

√
D,

1

2a
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4a

}
1

r

∞∑

n=0

√
DnI√Dn

(rρ
2a

)
Z(n)
ω (ω)

≤ C (rρ)−
N−1+c−a

2a exp

{
−ρ

2

4a

}
1

r
ρ
√
D+N−2

2
√
a r
√
Decρ

≤ Cr−s1−1e−c2ρ
2

with c2 <
1
4a . Setting m = min{c1, c2} we have

|pr(1, x, y)| ≤ Cr−s1−1e−m
ρ2

t .

The same reasoning applied to (6.9) proves

|∇τp(t, x, y)| ≤ Cr−s1e−m ρ2

t .

Since ∇p = pr
x
|x| + ∇τp

r , the last two estimates prove the thesis.

In the following proposition, we prove some interpolative interior estimates for the gra-

dient of C2 functions.

Proposition 6.2.12 Let δ > 0, x ∈ RN \ {0}, r > 0 such that B(x, 2r) ⊆ RN \ Bδ. Then

there exists a constant C = C(δ) > 0 such that, for every u ∈ C2(RN \ {0}), one has

‖∇u‖L∞(B(x,r)) ≤ C
(
r‖Lu‖L∞(B(x,2r)) +

(
1

r
+ 1

)
‖u‖L∞(B(x,2r))

)
.
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Proof. Let x ∈ RN \ {0}, r > 0 such that B(x, 2r) ⊆ RN \ Bδ and let u ∈ C2(RN \ {0}).
Let us define, for n ∈ N0

rn = r
n∑

j=0

2−j , r0 = r, r∞ = 2r.

Let ηn ∈ C∞c (B(x, rn+1)) such that

0 ≤ ηn ≤ 1, ηn = 1 in B(x, rn), |∇ηn|∞ ≤M
2n

r
, |D2ηn|∞ ≤M

4n

r2
, (6.18)

for some constant M > 0.

Let U be an open set such that B(x, 2r) ⊆ U ⊆ RN \ Bδ and let ψ ∈ C∞c (U) be such

that 0 ≤ ψ ≤ 1, ψ = 1 in B(x, 2r). We observe that, when restricted to supp(ψ) ⊂ RN \Bδ,
L is a uniformly elliptic operator with bounded coefficients. Therefore, if we consider the

operator

L̃ := ψL+ (1− ψ)∆,

then L̃ is a uniformly elliptic operator with bounded coefficients which is globally defined

and coincides with L over B(x, 2r).

From now on we write C = C(δ) > 0 to indicate a positive constant that depends on

the bound of the coefficients of L̃ (and so on the fixed radius δ) and which may vary from

line to line.

We apply [46, Theorem 3.16, page 77] to ηnu and L̃ and we deduce the existence of

C = C(δ) > 0, ε0 > 0 such that, for every n ∈ N0 and ε ≤ ε0

‖∇(ηnu)‖L∞(RN ) ≤ ε‖L̃(ηnu)‖L∞(RN ) +
C

ε
‖ηnu‖L∞(RN ). (6.19)

If L̃ = tr(ÃD2)+〈c̃,∇〉+b̃, then L̃(ηnu) = ηnL̃(u)+2〈Ã∇ηn,∇u〉+u tr(ÃD2ηn)+uc̃·∇ηn.

Recalling (6.18) we get

‖L̃(ηnu)‖L∞(RN ) ≤‖η̃nL(u)‖L∞(RN ) + ‖2〈Ã∇ηn,∇u〉‖L∞(RN )

+ ‖u tr(ÃD2ηn)‖L∞(RN ) + ‖u〈c̃,∇ηn〉‖L∞(RN )

≤‖Lu‖L∞(B(x,2r)) + C
M2n

r
‖∇u‖L∞(B(x,rn+1)) + C

M4n

r2
‖u‖L∞(B(x,2r))

+ C
M2n

r
‖u‖L∞(B(x,2r))

≤‖Lu‖L∞(B(x,2r)) + C
2n

r
‖∇(ηn+1u)‖L∞(RN )

+ C
2n

r

(
1 +

2n

r

)
‖u‖L∞(B(x,2r)).
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Inserting the last relation in (6.19) we obtain

‖∇(ηnu)‖L∞(RN ) ≤ε‖Lu‖L∞(B(x,2r)) + εC
2n

r
‖∇(ηn+1u)‖L∞(RN )

+

[
εC

2n

r

(
1 +

2n

r

)
+
C

ε

]
‖u‖L∞(B(x,2r)).

The last estimate holds for all n ∈ N0 and all ε ≤ ε0. Let us set γ = εC 2n

r and let us choose

ε sufficiently small such that γ is independent of n and γ < 1
4 . Then

‖∇(ηnu)‖L∞(RN ) ≤
γr

C2n
‖Lu‖L∞(B(x,2r)) + γ‖∇(ηn+1u)‖L∞(RN )

+

[
γ

(
1 +

2n

r

)
+
C2n

γr

]
‖u‖L∞(B(x,2r))

≤Cr
2n
‖Lu‖L∞(B(x,2r)) + γ‖∇(ηn+1u)‖L∞(RN )

+ C

(
1 +

2n

r

)
‖u‖L∞(B(x,2r)).

Multiplying both terms of the inequality by γn and summing up for n ∈ N0, we get

∞∑

n=0

γn‖∇(ηnu)‖L∞(RN ) ≤Cr
∞∑

n=0

(γ
2

)n
‖Lu‖L∞(B(x,2r)) +

∞∑

n=0

γn+1‖∇(ηn+1u)‖L∞(RN )

+ C

∞∑

n=0

(
γn +

(2γ)n

r

)
‖u‖L∞(B(x,2r))

=Cr‖Lu‖L∞(B(x,2r)) +
∞∑

n=0

γn+1‖∇(ηn+1u)‖L∞(RN )

+ C

(
1 +

1

r

)
‖u‖L∞(B(x,2r)). (6.20)

The series in (6.20) converge since γ < 1
4 and, by the hypothesis on ηn,

‖∇(ηnu)‖L∞(RN ) ≤ C4n
(
‖u‖L∞(B(x,2r)) + ‖∇u‖L∞(B(x,2r))

)
.

Deleting the equal terms in both side of (6.19) we get

‖∇(η0u)‖L∞(RN ) ≤ C
[
r‖Lu‖L∞(B(x,2r)) +

(
1 +

1

r

)
‖u‖L∞(B(x,2r))

]
.

The required claim, then follows once observed that ‖∇u‖L∞(B(x,r)) ≤ ‖∇(η0u)‖L∞(RN ).

Let us prove, finally, Theorem 6.2.1 for |x|√
t
> 2.

Proposition 6.2.13 There exist C, c > 0 such that, if |x|√
t
> 2,

|∇p(t, x, y)| ≤ Ct−N2 − 1
2 |y|−γ

( |y|
t
1
2

∧ 1

)−s∗1
exp

(
−c|x− y|

2

t

)
.
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Proof. Recalling the scaling property (6.6), we may assume, without loss of generality,

t = 1. Let x ∈ Ω with |x| > 2 and let us fix y ∈ Ω. Let us observe, preliminarily, that as in

Remark 6.2.2, the estimates (6.3) becomes for |ω| > 1,

|Lp(1, ω, y)| ≤ C|y|−γ (|y| ∧ 1)−s
∗
1 exp

(
−c|ω − y|2

)
. (6.21)

Let r > 0, to be later specified, such that B(x, 2r) ⊆ RN \ B1. Using Proposition 6.2.12,

we have, for some C > 0

‖∇p(1, ·, y)‖L∞(B(x,r))

≤ C
(
r‖Lp(1, ·, y)‖L∞(B(x,2r)) +

(
1

r
+ 1

)
‖p(1, ·, y)‖L∞(B(x,2r))

)
.

We treat separately the cases |x− y| > 1 and |x− y| ≤ 1.

In the first one we choose r = inf
{
|x|−1

2 , |x−y|4

}
and we observe that, if w ∈ B(x, 2r)

then |w| > 1 and

|w − y| ≥ −|w − x|+ |x− y| ≥ −|x− y|
2

+ |x− y| = |x− y|
2

.

Recalling (6.21), this imply, for some (possibly different) constants C, c > 0,

‖Lp(1, ·, y)‖L∞(B(x,2r)) ≤ C|y|−γ (|y| ∧ 1)−s
∗
1 exp

(
−c|x− y|2

)
,

‖p(1, ·, y)‖L∞(B(x,2r)) ≤ C|y|−γ (|y| ∧ 1)−s
∗
1 exp

(
−c|x− y|2

)
.

Therefore, since 1
4 ≤ r ≤

|x−y|
4 , up to a modification of the constants involved, we get

|∇p(1, x, y)| ≤ ‖∇p(1, ·, y)‖L∞(B(x,r))

≤ C
(
r‖Lp(1, ·, y)‖L∞(B(x,2r)) +

(
1

r
+ 1

)
‖p(1, ·, y)‖L∞(B(x,2r))

)

≤ C (|y| ∧ 1)−s
∗
1 exp

(
−c|x− y|2

)
.

If |x − y| ≤ 1, we choose r = 1
2 and we argue as before obtaining a similar estimate.

That proves the claim for all the cases.

Finally, we can prove the bound in Theorem 6.2.1

(Proof of Theorem 6.2.1) Using Remark 6.2.2, the proof follows by combining to-

gether the estimates proved in Propositions 6.2.8, 6.2.11 and 6.2.13.

In the following corollary we deduce boundedness properties of etL and ∇etL.
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Corollary 6.2.14 Let f ∈ L2(RN , dµ). Then etLf is differentiable in RN \{0} and satisfies

∇etLf(x) =

∫

RN
∇p(t, x, y)f(y) dµ,

|∇etLf(x)| ≤ C√
t

(
1 ∧ |x|√

t

)−1

ectL|f |(x),

for every x ∈ RN \ {0}. Moreover, etL and ∇etL are bounded from the spaces indicated

below

etL : L1(RN , φdµ)→ φL∞(RN ),

∇etL : L1(RN , φdµ)→ φ

1 ∧ |x|L
∞(RN ,RN ),

where φ(x) = |x|− γ2 (1 ∧ |x|)−N2 +1+
√
D and gL∞(RN ) (resp. gL∞(RN ,RN )) is the set of

(vectorial) functions f such that ‖fg−1‖∞ <∞.

Proof. Let f ∈ L2(RNdµ). Then

etLf(x) =

∫

RN
p(t, x, y)f(y) dµ (6.22)

for every x ∈ RN \ {0}. By scaling properties we can assume t = 1. By the gradient kernel

estimates and by the lower kernel estimates we have

∇p(1, x, y) ≤ C(1 ∧ |x|)−1|x|− γ2 |y|− γ2 [(1 ∧ |x|)(1 ∧ |y|)]−N2 +1+
√
D exp{−m|x− y|2}

≤ C(1 ∧ |x|)−1p(c, x, y).

Let now x0 ∈ RN \ {0} and let r > 0 such that 0 6∈ Br(x0). For every x ∈ Br(x0),

y ∈ RN \ {0},

p(c, x, y) ≤ C|y|− γ2 (1 ∧ |y|)−N2 +1+
√
D exp{−m(|y|2 − |y|)}

with C and m depending on r and x0. By observing that |y|2(−N2 +1+
√
D) is integrable near

the origin and that the exponential term insures the integrability at infinity, we get that

p(c, x, ·) is uniformly dominated by a function in L2(RN , dµ) and therefore it is possible to

differentiate under the integral sign in (6.22). It follows that

∇etLf(x) =

∫

RN
∇p(t, x, y)f(y) dµ

and, by (6.5),

|∇etLf(x)| ≤ C√
t

(
1 ∧ |x|√

t

)−1

ectL|f |(x). (6.23)
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By arguing in a similar way one shows that the above gradient formula holds also for

f ∈ L1(RN , φ dµ).

Observe now that, by the kernel estimates,

∥∥∥∥∥φ
( |x|√

t

)−1

etLf(x)

∥∥∥∥∥
∞
≤ Ct− γ2

∥∥∥∥G(mt) ∗
(
fφ

( ·√
t

)
| · |γ

)∥∥∥∥
∞

≤ Ct− γ2 ‖G(mt)‖∞
∥∥∥∥fφ

( ·√
t

)
| · |γ

∥∥∥∥
1

,

whereG(t) is the Gauss-Weierstrass kernel defined byG(t)(x) := G(t, x) = t−
N
2 exp

(
− |x|24t

)
.

Therefore

etL : L1(RN , φdµ)→ φL∞(RN ).

The last part of the claim follows then from (6.23).



Chapter 7

Applications and examples

In this chapter we present some applications to some special cases, including Schödinger

operators and homogeneous operators with unbounded coefficients studied in [52]. In Sec-

tion 7.4 we derive a new proof of the Gegenbauers generalization of the Poisson integral

representation of Bessel functions Iν+n, where ν =
(
N−2

2

)
and n ∈ N0.

The Chapter is mainly based on [50].

7.1 Schrödinger operators with inverse square potential

If a = 1, c = 0 then γ = 0, D = b +
(
N−2

2

)2 ≥ 0 and L = ∆ − b
|x|2 is the Schrödinger

operator with inverse square potential.

Kernel estimates for the Schrödinger operator have already been widely investigated in

the literature. Using Theorem 3.5.3 and Theorem 4.2.2 we can obtain the sharp bounds of

[58] including the critical case D = b+
(
N−2

2

)2
= 0.

Theorem 7.1.1 The heat kernel p of L, with respect to the Lebesgue measure, satisfies

p(t, x, y) ' t−N2
[( |x|

t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+
√
D

exp

(
−c|x− y|

2

t

)
.

The upper bound holds with any c < 1
4 and can be improved to

p(t, x, y) ≤ Ct−N2
(

1 +
|x− y|2

4t

)α [( |x|
|z| 12
∧ 1

)(
|y|
|z| 12
∧ 1

)]−N
2

+1+
√
D

exp

(
−|x− y|

2

4t

)

where α = N
2 if b ≤ 0 and α = 1 +

√
D if b > 0.

Using the results of Chapter 5 we obtain sharp bounds for the Green function (also in

the critical case D = b+
(
N−2

2

)2
= 0) which we state for N > 2.
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Theorem 7.1.2 For N > 2, the Green function Gλ, with respect to the Lebesgue measure,

satisfies the estimates

(i) if D > 0, λ ≥ 0,

Gλ(x, y) ' e−c
√
λ|x−y| |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)√D−N−2
2

. (7.1)

(ii) If D = 0, and λ > 0,

Gλ(x, y) '





e−c
√
λ|x−y|

(
(|x||y|) ∧ |x−y|λ

) 2−N
2

, if
√
λ |x− y| ≥ 1;

|x− y|2−N ∨
(

(|x||y|) 2−N
2 (1− log(

√
λ |x− y|)

)
, if

√
λ |x− y| < 1.

Remark 7.1.3 Note that Gλ → 0,∞ in (7.1) as |x| → 0 and y 6= 0 fixed (or conversely),

according to D > (N − 2)2/4 or D < (N − 2)2/4, that is when b > 0 or b < 0. We refer

also to [61, Theorem 3.11] for the local behavior of the Green function when D > 0. The

above estimates in the critical case D = 0 seem to be new.

7.2 Purely second order operators

If b = c = 0, then D =
(
N−1−a

2a

)2
, γ = (N−1)(1−a)

a and

L = ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij .

Using Theorem 4.2.2 we deduce the following kernel estimates.

Theorem 7.2.1 Let Ω = RN \ {0}. The heat kernel p of L, with respect to the measure

dµ = |y| (N−1)(1−a)
a dy, satisfies

p(t, x, y) ' t−N2 |x|−
(N−1)(1−a)

2a |y|−
(N−1)(1−a)

2a

[( |x|
t
1
2

∧ 1

)( |y|
t
1
2

∧ 1

)]−N
2

+1+|N−1−a
2a |

× exp

(
−c|x− y|

2

t

)
.

Using Theorem 5.1.1, 5.2.1 and Theorem 5.2.3 we obtain sharp bounds for the Green

function and the resolvent operator.

Observe that the condition D ≤
(
N−2

2

)2
becomes a ≥ 1 if N ≥ 3 and a = 1 if N = 2.

We omit the case N = 2 and λ > 0 to focus the estimates near the origin but let λ ≥ 0 if

N ≥ 3 in order to treat the critical case a = N − 1 (when N = 2 the critical case a = 1

corresponds to the Laplacian).
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Theorem 7.2.2 Let Ω = RN \ {0}. For (x, y) ∈ Ω×Ω with x 6= y, the Green function Gλ,

with respect to the measure dµ = |y| (N−1)(1−a)
a dy, satisfies the estimates

(i) if N > 2, λ ≥ 0 and a 6= N − 1

(|x||y|)
(N−1)(1−a)

2a Gλ(x, y) ' e−c
√
λ|x−y| |x− y|2−N

(
1 ∧ |x||y|
|x− y|2

)|N−1−a
2a |−N−2

2

.

(ii) If N > 2, a = N − 1 and λ > 0:

For
√
λ |x− y| ≥ 1

(|x||y|) 2−N
2 Gλ(x, y) ' e−c

√
λ|x−y|

(
(|x||y|) ∧ |x− y|√

λ

) 2−N
2
.

For
√
λ |x− y| < 1

(|x||y|) 2−N
2 Gλ(x, y) ' |x− y|2−N ∨

(
(|x||y|) 2−N

2 (1− log(
√
λ |x− y|)

)
.

(iii) If N = 2, a 6= 1, λ = 0

(|x||y|) 1−a
2a G0(x, y) '





(
|x||y|
|x−y|2

)| 1−a2a |
, if |x−y|2

|x||y| ≥ 1;

1− log

( |x− y|2
|x||y|

)
, if |x−y|2

|x||y| ≤ 1.

The Green function with respect to the Lebesgue measure is G′λ(x, y) = |y|γGλ(x, y). It fol-

lows that G′λ(x, y) ' |x|(1−N−1
a )

+ as |x| → 0 for y 6= 0 fixed and G′λ(x, y) ' |y|2−N+(N−1
a
−1)

+

as |y| → 0 for x 6= 0 fixed. The joint behavior in |x||y| is more complicated and when N = 2

or a = N − 1 logarithmic terms also appear.

7.3 Operators with unbounded coefficients

Consider operators of the form

S = |x|α∆ + c̃|x|α−1 x

|x| · ∇ − b̃|x|
α−2, x ∈ RN \ {0}

with α 6= 2, c̃, b̃ ∈ R. Note that α can be positive or negative but the case α = 2 is

special and easier, see [52], and will be not treated here. Generation properties and domain

characterization have already been studied in [52]. Here we follow the same method as in

[57], where upper bounds are proved, to deduce lower bounds. Since the proofs are similar

we do not repeat them and refer the reader to the above paper. The crucial point consists in

observing that the operators previously studied and the last ones are related by an isometry

in Lp(RN ).
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Lemma 7.3.1 Let 1 ≤ p ≤ ∞, Jp : Lp(RN )→ Lp(RN ) given by

Jpu(x) :=
∣∣∣α
2
− 1
∣∣∣
1
p |x|−

Nα
2p u(|x|−α2 x).

Then Jp is an isometry in Lp(RN ) and

J−1
p

(
|x|α∆ + c̃|x|α−1 x

|x| · ∇ − b̃|x|
α−2
)
Jp

= ∆ + (a− 1)
N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ − b|x|
−2,

where

a =
(α

2
− 1
)2

; b = b̃+
Nα

2p

(
N − 2 + c̃− Nα

2p

)
;

c = (N − 1)

((α
2
− 1
)2
− 1

)
+
(

1− α

2

)[
c̃− α+

Nα

2

(
1− 2

p

)]
.

From Theorem 4.2.2 we deduce sharp kernel estimates for the heat kernel pS associated

to S which we write this time with respect to the Lebesgue measure.

Theorem 7.3.2

pS(t, x, y) ' t−N2 |x|− c̃−α2 −Nα4 |y| c̃−α2 −Nα4
[(
|x| 2−α2
t
1
2

∧ 1

)(
|y| 2−α2
t
1
2

∧ 1

)]−N
2

+1+|1−α2 |−1
√
D̃

× exp

(
−c
∣∣|x|−α2 x− |y|−α2 y

∣∣2

t

)
.

Similarly, by Theorems 5.1.1, 5.1.1, 5.2.1 and 5.2.3, we can deduce the estimates for the

Green function GSλ(x, y) =
∫∞

0 e−λtpS(t, x, y) dt. We state them when D̃ = b̃+
(
N−2+c̃

2

)2
>

0, N > 2.

Theorem 7.3.3 Let λ > 0, Ω = RN \ {0} and let us suppose D̃ > 0, N > 2. For

(x, y) ∈ Ω × Ω with x 6= y, the Green function Gλ, with respect to the Lebesgue measure,

satisfies the estimates

Gλ(x, y)S 'e−c
√
λ |x|x|−α2 −y|y|−α2 | |x|−

αN
2p |y|−

αN
2p′ +γ(1−α

2 )

(
|x|−α2 +1|y|−α2 +1

)s
|x|x|−α2 − y|y|−α2 |2

√
(1−α

2 )
−2
D̃

×
(

1 ∧ |x|x|
−α

2 − y|y|−α2 |2
|x|−α2 +1|y|−α2 +1

)√(1−α
2 )
−2
D̃−N−2

2

where

s =
(

1− α

2

)−1
(
N − 2 + c̃− Nα

p

2

)
−
∣∣∣1− α

2

∣∣∣
−1

√
b̃+

(
N − 2 + c̃

2

)2
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and

γ =
N − 1 + (N − 1)

((
α
2 − 1

)2 − 1
)

+
(
1− α

2

) [
c̃− α+ Nα

2

(
1− 2

p

)]

(
α
2 − 1

)2 −N + 1.

Proof. The proof follows by the equality

GSλ(x, y) =
(

1− α

2

)
|x|−

αN
2p |y|−

αN
2p′ +γ(1−α

2 )Gλ(x|x|−α2 , y|y|−α2 )

and by observing that, since

N − 1 + c− a
2a

=
N − 2 + c̃− Nα

p

2
(
1− α

2

) ,

we get

D =
(

1− α

2

)−2
D̃

and the number s1 for the operator L becomes

s =
(

1− α

2

)−1
(
N − 2 + c̃− Nα

p

2

)
−
∣∣∣1− α

2

∣∣∣
−1

√
b̃+

(
N − 2 + c̃

2

)2

.

7.4 A special case

Theorem 4.2.7 provided us a complete decomposition of the N -dimensional kernel in

terms of its one-dimensional counterparts

p(t, x, y) =
1

2at
(rρ)−

N−1+c−a
2a exp

{
−r

2 + ρ2

4at

} ∞∑

n=0

I√Dn

( rρ
2at

)
Z(n)
ω (η) (7.2)

where p is the heat kernel of L with respect to the measure dµ = |y|γ dy, x = rω, y = ρη,

r, ρ > 0, |ω| = |η| = 1, (−λn)n∈N0 are the eigenvalues of ∆0 and Dn = b+λn
a +

(
N−1+c−a

2a

)2
.

Setting a = 1, and b = c = 0, the operator L becomes the Laplace operator and

Dn =
(
N−2

2

)2
+λn =

(
N−2

2 + n
)2

. Inserting in (7.2) the expression of the Gauss-Weierstass

kernel of ∆ we find

∞∑

n=0

I(N−2
2

+n)

(rρ
2t

)
Z(n)
η (ω) =

1

(4π)
N
2

(rρ
4t

)N−2
2

exp
{rρ

2t
ω · η

}
(7.3)

Formula (7.3) allows us to write explicitly the heat kernel of L in some other special cases.
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Proposition 7.4.1 Assume that a = 1 and b+ c2

4 + c
2(N − 2) = 0. Then γ = c and

p(t, x, y) =
1

(4πt)
N
2

|x|− c2 |y|− c2 exp

{
−|x− y|

2

4t

}

where p is the heat kernel of L with respect to the measure dµ = |y|c dy.

Proof. It is enough to observe that, under the assumption on the parameters a, b, c,

Dn =

(
N − 2

2

)2

+ λn =

(
N − 2

2
+ n

)2

is the same as for the Laplacian and therefore (7.3) holds. Inserting this in (7.2), the proof

follows.

Note that the parameter c is unrestricted but b ranges from −∞ to (N −2)2/4, attained

when c = 2−N .

We point out that the same result can be proved in a more direct way. With this choice

of parameters, given u, v ∈ D(ã) and setting u = u1|x|−
c
2 and v = v1|x|−

c
2 the form becomes

ã(u, v) =

∫

RN

(
urvr +

∇τu∇τv
r2

+
b

r2
uv

)
|x|c dx

=

∫

RN

[
(u1)r(v1)r +

∇τu1∇τv1

|x|2 +
b+ c2

4 + c
2(N − 2)

|x|2 u1v1

]
dx

=

∫

RN

[
(u1)r(v1)r +

∇τu1∇τv1

|x|2
]
dx =

∫

RN
∇u1∇v1 dx.

This shows that, with the isometry

J : L2(RN , dx)→ L2
µ, Jv = v|x|− c2 ,

the equality J−1LJ = ∆ holds, hence J−1etLJ = et∆ and the heat kernel of L is readily

obtained by that of the Laplacian.

We come back, now, to formula (7.2) and define the function

q
( rρ

2at
, ω, η

)
:=

∞∑

n=0

I√Dn

( rρ
2at

)
Z(n)
η (ω). (7.4)

The last sum, recalling Proposition 4.2.6, converges uniformly on compact sets of RN .

We observe that, fixing the values rρ
2at and recalling property (i) in Proposition B.2.2, the

function q is invariant under the action of orthogonal transformations i.e.

q
( rρ

2at
, Tω, Tη

)
= q

( rρ
2at

, ω, η
)
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for every ω, η ∈ SN−1 and T ∈ O(N). Therefore, recalling Definition B.3.1, q is, as a

function of ω, a zonal function of pole η (we refer the reader to section B.3 in Appendix B

for the basic properties about zonal functions). If we denote by φ
( rρ

2at , ·
)

the profile function

of q( rρ2at , ·, η) (see formula (B.8)), then

q
( rρ

2at
, ω, η

)
= φ

( rρ
2at

, η · ω
)
.

Using Proposition B.3.3 we can expand q
( rρ

2at , ω, η
)

in zonal harmonics obtaining

q
( rρ

2at
, ω, η

)
=

∞∑

n=0

dn

( rρ
2at

)
Z(n)
η (ω), (7.5)

where the coefficients dn
( rρ

2at

)
are given by

dn

( rρ
2at

)
=
|SN−2|
P
N−2

2
n (1)

∫ 1

−1
φ
( rρ

2at
, s
)
P
N−2

2
n (s)

(
1− s2

)N−3
2 ds.

Thus, comparing (7.5) with (7.4), we derive

I√Dn

( rρ
2at

)
=
|SN−2|
P
N−2

2
n (1)

∫ 1

−1
φ
( rρ

2at
, s
)
P
N−2

2
n (s)

(
1− s2

)N−3
2 ds. (7.6)

The last formula gives an integral representation of the Modified Bessel function I√Dn in

terms of the Gegenbauer polynomials and the profile function φ. Using (7.3) we can provide

a new proof of the Gegenbauers generalization of the Poisson integral representation of

Bessel functions Iν+n where ν =
(
N−2

2

)
and n ∈ N0, (see also [80, Section 3.32, page 50]).

Proposition 7.4.2 For every n ∈ N0, setting Cn := |SN−2|

4π
N
2 P

N−2
2

n (1)

, one has for every x > 0

I(N−2
2

+n) (x) = Cn

(x
2

)N−2
2

∫ 1

−1
exsP

N−2
2

n (s)
(
1− s2

)N−3
2 ds.

Proof. Let us fix η ∈ SN−1 and let us set, in equation (7.3), x := rρ
2t > 0. It follows that

the zonal function

q (x, ω, η) =
∞∑

n=0

I(N−2
2

+n) (x)Z(n)
η (ω)

has profile function

φ (x, s) =
1

4π
N
2

(x
2

)N−2
2
exs.

Using (7.6) we obtain

I(N−2
2

+n) (x) =
|SN−2|
P
N−2

2
n (1)

1

4π
N
2

(x
2

)N−2
2

∫ 1

−1
exsP

N−2
2

n (s)
(
1− s2

)N−3
2 ds.



Appendix A

A brief introduction to

Riemannian Geometry

This Appendix is devoted to the presentation of the main notions and results of Rie-

mannian geometry used throughout the dissertation. Many fundamental theorems will be

quoted without proofs since they are available in classical textbooks on Riemannian geom-

etry. A good survey on the subject can be found in [37, Chapter 1] and [7, Chapter 1]

whereas for a deeper discussion on the topic and for the proofs of the results presented here,

we refer to [13], [16], [17], [66], [39] and [68].

A.1 Manifold Theory

A.1.1 Differentiable Manifolds

Definition A.1.1 A manifold M of dimension N = dimM is a connected Hausdorff

topological space such that each point of M has a neighbourhood homeomorphic to RN .

A local chart onM is a pair (U, φ) where U is an open set ofM and φ : U → D, p 7→ φ(p) =

(x1(p), . . . , xN (p)) is a homeomorphism of U onto an open set D of RN . (x1(p), . . . , xN (p))

are the local coordinates of p ∈ U related to the given chart (U, φ) and when needed, in

order to emphasize the role of the local coordinates, we will often write (U, φ, (xi)) to refer

to (U, φ).

An atlas is a family (Ui, φi)i∈I of charts for which (Ui)i∈I constitutes an open covering

of M.

(Ui)i∈I is called differentiable if all changes of coordinates are C∞ i.e. for any choose of

local charts (U, φ) and (V, ψ) with U ∩ V 6= ∅, the map φ ◦ψ−1 : ψ (U ∩ V ) :→ φ (U ∩ V ) is

a diffeomorphism of class C∞. Two differentiable atlases are said to be equivalent if their

union is again a differentiable atlas.
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By definition, a differentiable manifold is a manifold together with an equivalence class

of differentiable atlases.

Remark A.1.2

(i) Since any differentiable atlas is contained in a maximal one, in order to construct a

differentiable manifolds, it is sufficient to assign a differentiable atlas.

(ii) In all the above definitions one can require weaker differentiability property than C∞

or even different type of regularity on the chart transitions; for example one can

require them to be continuous, affine, algebraic or real analytic and thereby define a

class of manifolds with that particular structure. Moreover, changing RN with CN and

considering holomorphic chart transitions, one has the notion of Complex Manifold.

Example A.1.3

(i) RN is a N -dimensional differentiable manifold and a differentiable atlas is given by

the global chart
(
RN , id

)
.

(ii) The sphere SN−1 =
{
x ∈ RN : |x| = 1

}
is a differentiable manifold of dimension

N − 1. Charts can be given by means of the stereographic projections as follows:

on U1 = SN−1 \ {0, . . . , 0, 1} we define

f1(x1, . . . , xN ) =

(
x1

1− xN
, . . . ,

xN−1

1− xN

)

and on U2 = SN−1 \ {0, . . . , 0,−1}

f2(x1, . . . , xN ) =

(
x1

1 + xN
, . . . ,

xN−1

1 + xN

)
.

(iii) Let M be a differentiable manifold. Any open subset U of M is again a differentiable

manifold with dimU = dimM.

(iv) If M and N are differentiable manifolds, the Cartesian product M× N naturally

carries the structure of a differentiable manifold. Namely, if (Ui, φi)i∈I and (Vj , ψj)j∈J
are differentiable atlases for M and N respectively, then

(
Ui × Vj , (φi, ψj)

)
(i,j)∈I×J

is a differentiable atlas for M×N .

A map f : M → M′ between two differentiable manifolds M and M′ is called dif-

ferentiable (respectively differentiable at p ∈ M) if for every choice of charts (U, φ) of M
and (V, ψ) of M′, all the maps ψ ◦ f ◦ φ−1 are C∞ (respectively differentiable at φ(p)).

Analogous definitions hold for f to be of class Ck.
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f is called a diffeomorphism if it is bijective with differentiable inverse function.

IfM′ = RN and U is an open subset ofM, we denote with F(U) := C∞(M) the set of

differentiable functions f : U → RN .

A.1.2 Tangent space

Let p ∈ M and let F(p) be the set of functions which are defined and C∞ in a neigh-

bourhood of p .

Definition A.1.4 A tangent vector Xp at p is a map Xp : F(p)→ R, f 7→ Xp(f) which

satisfies for every λ, µ ∈ R and f, g ∈ F(p):

(i) Xp(λf + µg) = λXp(f) + µXp(g);

(ii) Xp(fg) = f(P )Xp(g) + g(P )Xp(f).

One can easily shows, starting from the definition, that Xp(f) = 0 for every constant

function f and that, in particular, if f, g ∈ F(p) coincide on a neighbourhood of p, then

Xp(f) = Xp(g).

Definition A.1.5 The tangent space Tp(M) at p is the set of all the tangent vectors at

p and it has a natural vector space structure.

Given a local chart (U, φ, (xi)), with p ∈ U , we define the coordinate tangent vectors
(
∂

∂xi

)

p

: F(p)→ R, f 7→ ∂f

∂xi
(p) :=

∂(f ◦ φ−1)

∂xi
(φ−1(p)).

Proposition A.1.6 Let M be a differentiable manifolds with dimM = N , p0 ∈ M and

let (U, φ, (xi)) be a local chart with p0 ∈ U . The following properties hold.

(i) For every Xp0 ∈ Tp0(M), Xp0 =
N∑

i=1

Xp0(xi)

(
∂

∂xi

)

p0

.

(ii) The coordinate tangent vectors
(

∂
∂x1

)
p0
, . . . ,

(
∂

∂xN

)
p0

form a basis of Tp0(M).

(iii) dimTp0(M) = dimM

Proof. Let Xp0 ∈ Tp0(M) and f ∈ F(p0). Due to the localness of the tangent vector Xp0 ,

we may assume, for simplicity, φ(U) = Br(x0), where r > 0 and x0 = (x0
1, . . . , x

0
N ) = φ(p0).

Setting f̃ = f ◦ φ−1, we have for every x ∈ Br(x0)

f̃(x)− f̃(x0) =

∫ 1

0

d

dt
f̃ (x0 + t(x− x0)) dt

=

N∑

i=1

(xi − x0
i )

∫ 1

0

∂f̃

∂xi

(
x0 + t(x− x0)

)
dt =

N∑

i=1

(xi − x0
i )f̃i(x),
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where f̃i =
∫ 1

0
∂f̃
∂xi

(x0 + t( · − x0)) dt ∈ C∞(Br(x0)) and f̃i(x0) = ∂f̃
∂xi

(x0). Then, defining

fi = f̃i ◦ φ, one has fi ∈ F(p0), fi(p0) = ∂f
∂xi

(p0) and

f(p)− f(p0) =

N∑

i=1

(
xi(p)− xi(p0)

)
fi(p), p ∈M.

Applying, now, Xp0 to the above equation we get Xp0(f) =

N∑

i=1

Xp0(xi)
∂f

∂xi
(p0) which proves

(i). (ii) and (iii) are now immediate consequences of (i) just proved and of ∂ xi
∂xj

= δji .

Remark A.1.7 In the euclidean case, for each p ∈ RN , there is a canonical linear isomor-

phism from RN to Tp(RN ) that, in terms of Cartesian coordinates, sends x = (x1, . . . , xN ) ∈
RN to Xp =

∑
i xi

(
∂
∂xi

)
p
∈ Tp(RN ). So, in what follows, we will always make the identifi-

cation Tp(RN ) ≡ {p} × RN ≡ RN .

Let U be an open subset of M and let us define T (U) =
⋃̇
p∈UTp(M). T (U) has a natural

vector fiber bundle structure and T (M) is the tangent bundle space of M.

Definition A.1.8 A vector field X over U is an application

X : U → T (U), p 7→ X(p) = Xp ∈ Tp(M).

X is called differentiable if, for every f ∈ F(U), the map

X(f) : U → R, p 7→ X(f)(p) := Xp(f)

is differentiable. The set X(U) of all the differentiable vector fields on U is a module over

the ring F(U) and every X ∈ X(U) can be equivalently identified with the derivation

X : F(U)→ F(U), f 7→ X(f)

which satisfies, for every f, g ∈ F ,

(i) X(λf + µg) = λX(f) + µX(g);

(ii) X(fg) = fX(g) + gX(f).

This interpretation allows to consider a Lie Bracket operation on X(U) defined, for every

X,Y ∈ X(U), by [X,Y ] = X ◦ Y − Y ◦X .

Let (U, φ, (xi)) be a local chart of M and let us define the coordinate vector fields

∂

∂xi
: U → T (U), p 7→ ∂

∂xi
(p) =

(
∂

∂xi

)

p

∈ Tp(M).

Proposition A.1.6 shows that X is given in local coordinates by X =
∑N

i=1X(xi)
∂
∂xi

.
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A.1.3 Differentiable maps

Let M be a N -dimensional differentiable manifold, p ∈M and f ∈ F(M).

Definition A.1.9 The differential of f in p is the form (df)p ∈ Tp(M)∗ defined by

(df)p : Tp(M)→ R, Xp 7→ (df)p(Xp) := Xp(f).

If (U, φ, (xi)) is a local chart, with p ∈ U , the differentials (dx1)p, . . . , (dxN )p form a basis

of Tp(M)∗ which is dual to the coordinate basis
(

∂
∂x1

)
p
, . . . ,

(
∂

∂xN

)
p

of Tp(M). Therefore

(df)p =
N∑

i=1

∂f

∂xi
(p)(dxi)p.

Definition A.1.10 If f ∈ F(U) the differential of f is the F(U)-linear map

df : X(U)→ F(U), X 7→ df(X) := X(f).

The set X(U)∗ of all the differential forms is the dual F(U)-module of X(U). The differentials

dx1, . . . , dxN constitute a basis of X(U)∗ which is dual to the coordinate basis ∂
∂x1

, . . . , ∂
∂xN

of X(U) and

df =
N∑

i=1

∂f

∂xi
dxi.

Let, now, N be a differentiable manifolds with dimN = m and let F : M → N be a

differentiable function.

Definition A.1.11 The differential of F in p ∈M is the linear map

F∗p : Tp(M)→ TF (p)(N ), Xp 7→ F∗p(Xp) : F∗p(Xp)(g) = Xp(g ◦ F ) ∀g ∈ F(F (p)).

Let (U, φ, (xi)) and (V, ψ, (yj)) be two coordinated neighbourhood of p and F (p) respectively.

Considering the basis
(

∂
∂x1

)
p
, . . . ,

(
∂

∂xN

)
p

of Tp(M) and
(

∂
∂y1

)
p
, . . . ,

(
∂

∂ym

)
p

of TF (p)(N ),

F∗p is described by the Jacobian matrix
(
∂(yj◦F )
∂xi

(p)
)
i=1,...,N
j=1,...,m

i.e.

F∗p(Xp) =
∑

i=1,...,N
j=1,...,m

∂(yj ◦ F )

∂xi
Xp(xi), ∀Xp ∈ Tp(M). (A.1)

A.1.4 Curves

Let M be a N -dimensional differentiable manifold.

Definition A.1.12 A differentiable curve in M is a differentiable map α : I → M,

where I is an open interval of R.
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If to ∈ I, the tangent vector at α(t0) is

α̇(t0) = (α∗)t0

(
d

dt

)

t0

.

If (U, φ, (xi)) is a local chart with α(t0) ∈ U , α̃ = φ ◦ α and x̃i = xi ◦ α are the coordinates

of α in the local chart, then

α̇(t0) =
N∑

i=1

dx̃i
dt

(t0)

(
∂

∂xi

)

α(to)

.

It follows immediately from the definition that for any f ∈ F(α(t0)), setting f̃ = f ◦ α, we

have α̇(t0)(f) = df̃
dt (t0).

Remark A.1.13 Let p ∈M. Tp(M) is the set of all the tangent vector to curves inM at p.

Indeed, for every Vp ∈M, there exists, for a sufficiently small ε > 0, a differentiable curve

α : (−ε, ε)→M such that α(0) = p, α̇(0) = Vp. In a coordinated neighbourhood (U, φ, (xi))

of p, setting Vp =
∑N

i=1 vi

(
∂
∂xi

)
p
, α can be chosen as t 7→ α(t) = φ−1 (φ(p) + t(v1, . . . , vN )),

where .

A.2 Riemannian Manifolds

A.2.1 Riemannian Manifolds

Let M be a N -dimensional differentiable manifold.

Definition A.2.1 A Riemannian metric on M is a symmetric and positive definite

second order covariant tensor on X(M), that is a F(M)-linear application

g : X(M)× X(M)→ F(M)

which satisfies, for every X, Y ∈ X(M), p ∈M,

(i) g(X,Y ) = g(Y,X);

(ii) g(X,X) ≥ 0, g(X,X)(p) = 0⇒ Xp = 0.

The couple (M, g) is called a Riemannian manifold.

Let (U, φ, (xi)) be a local chart of M. In this coordinates the metric tensor g is repre-

sented by the symmetric and positive definite matrix (gij(p)), where

gij := g

(
∂

∂xi
,
∂

∂xj

)
∈ F(U).
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With this notation g is expressed by

g =

N∑

i,j=1

gij dxi ⊗ dxj

and if X =
∑N

i=1X
i ∂
∂xi
, Y =

∑N
i=1 Y

i ∂
∂xi
∈ X(U) , then

g (X,Y ) =

N∑

ij=1

gij X
iY j .

At each point p ∈ M, the Riemannian metric g induces an inner product gp on the

tangent space Tp(M). gp is defined, for every Xp, Yp ∈ Tp(M), with Xp =
∑N

i=1X
i
(

∂
∂xi

)
p
,

Yp =
∑N

i=1 Y
i
(

∂
∂xi

)
p
, by

gp (Xp, Yp) :=

N∑

ij=1

gij(p)X
iY j .

It follows immediately by the definition that

gp(Xp, Yp) = g(X,Y )(p), ∀ X,Y ∈ X(M).

Remark A.2.2 Equivalently a Riemannian metric g can be defined as a family of inner

products {gp : Tp(M)× Tp(M)→ R : p ∈M} such that for every X,Y ∈ X(M) the map

p 7→ g(X,Y )(p) = gp(Xp, Yp) is differentiable.

Theorem A.2.3 Each paracompact differentiable manifold can be equipped with a Rieman-

nian metric.

Proof. The metric is simply obtained by piecing together the Euclidean metrics defined

on the coordinate images of the local charts together with the help of a partition of unity.

For a detailed proof see [13, Theorem 4.5].

Remark A.2.4 Also the converse is true i.e. every Riemannian manifold is paracompact

and, moreover, separable (see for example [76, page 459]).

If p is a point in (M, g), we define the norm of any tangent vector Xp ∈ Tp(M) to

be ‖Xp‖g = gp(Xp, Xp)
1
2 and, analogously, for a given vector field X ∈ X(U) we write

‖X‖g = g(X,X)
1
2 .
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A.2.2 Metric space and the Riemannian distance

Let (M, g) be a N -dimensional Riemannian manifold and let α : I = [a, b] → M be a

differentiable curve in M.

Definition A.2.5 The length L(α) of α is defined as

L(α) :=

∫ b

a
‖α̇(t)‖g dt.

Let (U, φ, (xi)) be a local chart of M and let g =
∑N

i,j=1 gij dxi ⊗ dxj on U . If α(I) ⊆ U

and φ(α(t)) = (α1(t), . . . , αN (t)) then

L(α) =

∫ b

a




N∑

i,j=1

gij(α(t))
dαi
dt

dαj
dt




1
2

dt.

One verifies, easily, that the definition of L(α), as well as the last integral, depends

neither on the choice of the local chart, nor on a change of parametrization s = s(t) with
ds
dt 6= 0.

We also remark that the length of a piecewise differentiable curve may be defined as the

sum of the lengths of the smooth pieces and that the above definition makes sense also for

curves which are only (piecewise) C1.

SinceM is connected, any two points p, q ∈M can be joined by a piecewise differentiable

curve. This leads to the following definition.

Definition A.2.6 On a Riemannian manifold (M, g), the Riemannian distance be-

tween two points p, q ∈M is defined by

dg(p, q) := inf {L(α) : α : I = [a, b]→M piecewise differentiable curve from p to q} .

Theorem A.2.7 The function dg :M×M→ R+ defines a distance onM and the topology

induces by dg is the same topology of M as a manifold.

Proof. See [13, Chapter V, Theorem 3.1]

A.2.3 Connection and Curvature

LetM be a N -dimensional differentiable manifold. Whereas the differentiation of func-

tions onM is naturally determined by the differential structure, the differentiation of vector

fields, on the other hand, is not naturally determined but involves the choice of a rule which

associates, to every vector fields X,Y , a sort of directional derivative DXpY which gives the

rate of change of Y at p ∈M in the direction of Xp.
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Definition A.2.8 A Connection on M (also called covariant derivative) is a map D :

X(M) × X(M) → X(M), (X,Y ) 7→ D(X,Y ) := DXY which satisfies for every f, g ∈
F(M), X,Y, Z ∈ X(M):

(i) DfX+gY Z = fDXZ + gDY Z.

(ii) DX(Y + Z) = DXY +DXZ.

(iii) DX(fY ) = fDXY +X(f)Y .

Let (U, φ, (xi)) be a local chart and let us denote ∂i = ∂
∂xi

.

D is completely determined in U by the Christoffel symbols Γkij which are defined through

the relation

D∂i∂j =

N∑

k=1

Γkij ∂k.

If X =
∑N

i=1X
i∂i and Y =

∑N
i=1 Y

i∂i, then it follows from the definition that

DXY =

N∑

k=1


X(Y k) +

N∑

ij=1

XiY jΓkij


 ∂k.

The Torsion T of D is the F(M)-linear map T : X(M)× X(M)→ X(M) defined by

(X,Y ) 7→ T (X,Y ) = DXY −DYX − [X,Y ].

T estimates the asymmetry of the connection and D is said symmetric if T = 0.

Definition A.2.9 The Curvature of D is the F(M)-linear map R : X(M) × X(M) ×
X(M)→ X(M) defined by

(X,Y, Z) 7→ R(X,Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z.

R estimates the asymmetry of the second covariant derivative and one verifies thatR(X,Y )Z

at p ∈M depends only upon the values of X,Y, Z at p.

Locally R is completely determined in U by the functions Rlijk which are defined through

the relation

R(∂i, ∂j)∂k =

N∑

l=1

Rlijk∂l

and are given by

Rsijk = ∂jΓ
s
ik − ∂iΓsjk +

N∑

h=1

(
ΓhikΓ

s
jh − ΓhjkΓ

s
ih

)
.

Let now (M, g) be a N -dimensional Riemannian manifold. The Riemannian metric on

M does determine a canonical choice of a connection.
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Theorem A.2.10 [66, Theorem 11, Chapter 3] On a Riemannian manifold (M, g) there

is a unique connection D which is symmetric and compatible with the metric tensor g, i.e.

for every X,Y, Z ∈ X(M),

(i) DXY −DYX = [X,Y ],

(ii) Xg(Y,Z) = g(DXY,Z) + g(Y,DXZ).

D is characterized by the Koszul formula

2g(DXY, Z) =Xg(Y,Z) + Y g(Z,X)− Zg(X,Y )

− g(X, [Y,Z]) + g(Y, [Z,X])− g(Z, [X,Y ]).

Definition A.2.11 The Levi-Civita connection (or the Riemannian connection) of (M, g)

is the unique connection D which is determined by Theorem A.2.10. Its curvature tensor is

called the Riemannian curvature of (M, g).

Let g =
∑N

i,j=1 gij dxi⊗dxj in the local chart (U, φ, (xi)) and let (gij)i,j=1,...,N be the inverse

matrix of (gij)i,j=1,...,N . Using the Koszul formula, the Christoffel symbols of D take the

form

Γkij = Γkji =
1

2

N∑

l=1

gkl (∂igjl + ∂jgil − ∂lgij) .

Definition A.2.12 A Riemannian manifold (M, g)is said to be flat if its Riemannian

curvature is zero at every point.

It is immediate to check that the Euclidean manifold RN and every one-dimensional Rie-

mannian manifold are flat.

Definition A.2.13 Let (M, g) be a Riemannian manifold with Riemannian curvature R

and let E1, . . . , En be an orthonormal basis of X(M). The Ricci curvature Ric of (M, g)

is the symmetric bilinear form defined as the trace of R:

Ric(X,Y ) =
n∑

i=1

g
(
R(Ei, X)Y,Ei

)
=

n∑

i=1

g
(
R(X,Ei)Ei, Y

)
, X, Y ∈ X(M).

Equivalently Ric can be identified with the symmetric (1, 1)-tensor

Ric(X) =

n∑

i=1

R(X,Ei)Ei, X ∈ X(M),

which satisfies

Ric(X,Y ) = g (Ric(X), Y ) , X, Y ∈ X(M).
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Definition A.2.14 We write Ric ≥ k (respectively Ric ≤ k) and we say that Ric is bounded

from below if all eigenvalues of Ric(X) are ≥ k (respectively ≤ k) for every X ∈ X(M). In

particular we say that (M, g) has non-negative Ricci curvature if and only if Ric(X,X) ≥ 0

for every X ∈ X(M).

A.2.4 Geodesics

Let M be a N -dimensional differentiable manifold with connection D and let γ : I =

[a, b]→M be a differentiable curve in M.

Definition A.2.15 A vector field X ∈ X(M) is said to be parallel along γ if its covariant

derivative in the direction of γ̇ is zero:

Dγ̇X = 0

Let (U, φ, (xi)) be a local chart ofM and let Γkij be the Christoffel symbols of D. If γ(I) ⊆ U
and X =

∑
iX

i∂i , we write φ(γ(t)) = (γ1(t), . . . , γN (t)) and Xi(t) := Xi(γ(t)). With this

notation we have

Dγ̇(t)X =
∑

k


dX

k

dt
+
∑

i,j

Γkij
dγj

dt
Xi


 ∂k.

Thus X is parallel along γ if and only if

dXk

dt
+
∑

i,j

Γkij
dγj

dt
Xi = 0, k = 1, . . . , N.

Definition A.2.16 γ is called a geodesic if its field of tangent vectors is parallel along γ.

Thus γ is a geodesic if and only if

d2γk

dt2
+
∑

i,j

Γkij
dγi

dt

dγj

dt
= 0, k = 1, . . . , N.

The Cauchy theorem applied to the above equations, implies that, for given p ∈ M and

0 6= Xp ∈ Tp(M), there exists a unique geodesic γ : (−ε, ε) → M such that γ(0) = p and

γ̇(0) = Xp. This geodesic depends smoothly on the initial conditions p and Xp.

If (M, g) is a Riemannian manifold and D is its Levi-Civita Connection, γ : (a, b)→M
is a geodesic if and only if it is locally distance minimizing i.e., for any t ∈ (a, b) and for all

s close enough to t, the curve γ|[t,s] is a shortest path between the points α(t) and α(s) (see

[68, Chapter 5, Theorem 5.1 and Corollary 5.5]).

We state the following theorem which proves the equivalence between the notion of

geodesical and metrical completeness.
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Theorem A.2.17 (H. Hopf-Rinow)[68, Chapter 5, Theorem 7.1] The following statement

are equivalent:

(i) M is geodesically complete, i.e. all geodesics are defined for all time.

(ii) M is geodesically complete at p ∈ M, i.e. all geodesics through p are defined for all

time.

(iii) Every closed bounded set is compact.

(iv) M is metrically complete.

Furthermore, any one of the above implies that given any two points p, q ∈M, there exists

a length minimizing geodesic connecting p, q.

A.2.5 Riemannian measure

Let (M, g) be a Riemannian manifold of dimension N . We say that a set E ⊆ M is

measurable if, for any chart (U, φ), φ(E ∩ U) is Lebesgue measurable in φ(U) ⊆ RN . The

family of all measurable sets in M forms a σ-algebra which we denote by Λ(M) and we

define the Borel σ-algebra B(M) as the σ-algebra containing all open subset of M . Since

any open subset of M is measurable, B(M) is contained in Λ(M).

(M, g) is naturally provided with a canonical measure µg on Λ(M), which is called the

Riemannian measure (or volume) ofM and it is defined by means of the following theorem.

Theorem A.2.18 Let (M, g) a Riemannian manifold of dimension N . Then there exists

a unique measure µg on Λ(M) such that, in any chart (U, φ, (xi)),

dµg =
√

det g dL.

Here g =
∑N

i,j=1 gij dxi ⊗ dxj on U , det g := det (gij) and L is the Lebesgue measure in U .

Furthermore the measure µg is complete and regular.

Proof. On any local chart (U, φ, (xi)) the formula

µU (E) =

∫

φ(E)

√
det g dL, ∀E ∈ Λ(M), E ⊆ U,

defines a measure on Λ(M)∩U . The measure µg is then simply obtained by piecing together

the measures µU defined on the local charts together with the help of a partition of unity.

For a detailed proof see, for example, [35, Theorem 3.11].
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A.3 Some differential operators

Let (M, g) be a N -dimensional Riemannian manifold and let D be its Levi-Civita con-

nection. On (M, g) there are natural generalizations of the well-known differential operators

of vector calculus on RN : gradient, divergence, and Laplacian.

Let us fix, preliminarily, some notation. Let (U, φ, (xi)) be a local chart of M and let

us denote ∂i = ∂
∂xi

. Let g =
∑N

i,j=1 gij dxi ⊗ dxj on U and let (gij)i,j=1,...,N be the inverse

matrix of (gij)i,j=1,...,N and det g := det (gij).

Definition A.3.1 The Gradient ∇gf of a function f ∈ F(M) is the vector field dual of

the differential df ∈ X(M)∗. Thus

g(∇gf,X) = df(X) = X(f), for all X ∈ X(M).

In local coordinates on U , if df =
∑N

i=1
∂f
∂xi
dxi, then

∇gf =

N∑

i,j=1

gij
∂f

∂xi

∂

∂xi
. (A.2)

In particular, for Cartesian coordinates on the Euclidean manifold RN , the above formula,

recalling the canonical identification Tp(RN ) ≡ RN , reduces to ∇gf =
∑N

i,j=1
∂f
∂xi

∂
∂xi
≡ ∇f

which is the usual formula for the gradient in RN .

Recalling Remark A.1.13, ∇gf is characterized by

d

dt
(f ◦ α) = g(∇gf, α̇), for every differentiable curve α : I →M. (A.3)

Remark A.3.2 The above definition obviously makes sense only requiring f ∈ C1(M).

Definition A.3.3 The Divergence of a vector field X ∈ X(M) is defined as

divX : = trace (Y 7→ DYX) .

In local coordinates on U , if X =
∑N

i=1X
i ∂
∂xi
∈ X(M), then it can be shown that

divX =

N∑

i=1


∂iXi +

N∑

j=1

ΓiijX
j


 =

1√
det g

N∑

i=1

∂i

(
Xi
√

det g
)
.

Employing Theorem A.2.18, it can be seen that divX is characterized by satisfying the

Divergence Theorem

∫

M
(divX) f dµg = −

∫

M
g(X,∇gf) dµg, ∀f ∈ C∞c (M).
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Definition A.3.4 The Laplacian ∆gf (frequently referred to as the Laplace-Beltrami op-

erator) of a function f ∈ F(M) is the divergence of its gradient:

∆gf := div (∇gf) ∈ F(M).

In local coordinates on U

∆gf =
1√

det g

N∑

i,j=1

∂i

(
gij
√

det g ∂jf
)
. (A.4)

Since the matrix (gij) is symmetric and positive definite, the operator ∆g is an elliptic

second order operator in the divergence form.

In particular, employing Cartesian coordinates on the Euclidean manifold RN , one recognize

that the classical Laplace operator on RN is a particular case of the Laplace-Beltrami

operator.

∆gf is characterized by satisfying the Green formula
∫

M
∆gfu dµg = −

∫

M
g(∇gf,∇gu) dµg =

∫

M
f∆gu dµg, ∀u ∈ C∞c (M).

Remark A.3.5 The above definition makes sense only requiring f ∈ C2(M).

A.4 Some constructions

A.4.1 Immersions and Submanifolds

LetM be a differentiable manifold. A submanifold (or immersed submanifold) ofM is a

differentiable manifold M together with an injective differentiable immersion f :M→M
i.e. an injective differentiable map such that, for every p ∈ M, all differentials f∗p are

injective.

The most important type of submanifold is that in which the immersion map f is an

embedding, which means that it is a homeomorphism onto its image f(M) with the subspace

topology. In that case, M is called an embedded submanifold or a regular submanifold. An

application of the implicit function theorem proves that locally any differentiable immersion

is a differentiable embedding.

Proposition A.4.1 [39, Lemma 1.3.1] Let f : M → M be a differentiable immersion,

dimM = N, dimM = N , p ∈M. Then there exist a neighbourhood (U, x, (xi)) of p and a

chart (V, y, (yi)) on M with f(p) ∈ V , such that

(i) f|U is a differentiable embedding;

(ii) f(U) =
{
q ∈ V : yN+1(q) = · · · = yN (q) = 0

}
and xi(q) = yi(f(q)) for all q ∈ U ∩ V

and i = 1, . . . N .
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Since all the properties presented in this section are local, the previous proposition allows

us to assume, in what follows, f to be an embedding from M to M.

Let, now, (M̄, ḡ) be a N̄ -dimensional Riemannian manifold and M a N -dimensional

submanifold of M with f :M→ M̄ being the immersion map.

Definition A.4.2 The metric ḡ induces a Riemannian metric on M given by the pull-

back g := f∗ḡ defined by

gp(Xp, Yp) := ḡf(p) (f∗p(Xp), f∗p(Yp)) , ∀p ∈M, ∀X,Y ∈ X(M).

(M, g) is called a Riemannian submanifold of (M̄, g) and f is an isometric immersion.

Let (U, φ, (yi)), (V, ψ, (xα)) be two local charts of M and M̄ respectively, with f(U) ⊆ V .

Let

ḡ =

N̄∑

αβ=1

ḡαβ dxα ⊗ dxβ on V.

g in U is determined by its components gij = g
(

∂
∂yi
, ∂
∂yj

)
: using (A.1) it follows by the

definition of the pull-back that

g =
N∑

i=1

gij dyi ⊗ dyj , gij =
∑

α,β

(ḡαβ ◦ f)
∂(xα ◦ f)

∂yi

∂(xβ ◦ f)

∂yj
. (A.5)

Denoting by Jf =
(
∂(xα◦f)
∂yi

)
the Jacobian matrix of f in the local coordinates, (A.5) takes

the compact form

(gij) = Jf t(gαβ ◦ f)Jf. (A.6)

Since every differentiable curve α of M induces a differentiable curve f ◦ α of M, it

follows immediately by the definition of f∗g that L(α) = L(f ◦ α).

If N = N and f is a diffeomorphism, f is called an isometry and (M, g) and (M, g) are

said to be isometric.

The following proposition is an immediate consequence of the definition of the distance

function.

Proposition A.4.3 Let f :M→M be an isometric immersion between two Riemannian

manifolds (M, g) and (M, g) and let us denote by d and d the respectively distance functions.

Then one has

d(f(p), f(q)) ≤ d(p, q), ∀ p, q ∈M.

If, in addition, f is an isometry then

d(p, q) = d(f(p), f(q)), ∀ p, q ∈M.
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f(M) ⊆ M̄ naturally inherits a structure of a Riemannian submanifold of (M̄, g):

identifying, therefore, M with its image f(M) ⊆ M, we can consider M as a subset of

(M̄, g) and f = i :M ↪→ M̄ to be the inclusion map.

Definition A.4.4 Let M ⊆ M be a submanifold of (M, g) and let i : M ↪→ M̄ be the

inclusion map. The pull-back metric g = i∗g defined by Definition A.4.2 is called the First

fundamental form of M.

Any f ∈ F(M) and any vector field X ∈ X(M) can be extended on a neighbourhood of

M in M; with the help of Proposition A.4.1, this is most easily done, in local coordinates

around p ∈ M that locally map M to RN ↪→ RN . We use, moreover, the same letter to

denote both functions and vector fields on M and their extensions (also called lifts) to M.

Since each i∗p : Tp(M)→ Tp
(
M̄
)

is injective, we can ignore i∗p and consider Tp(M) as

a vector subspace of Tp(M). At each p ∈M the tangent space TpM splits as an orthogonal

direct sum

TpM = TpM⊕ (TpM)⊥

where (TpM)⊥ is the normal space at p with respect the inner product gp. For any p ∈M,

Xp ∈ TpM, we denote the projection of Xp onto TpM and (TpM)⊥ by, respectively, X>p
and X⊥p .

Last formula implies immediately that, for any f ∈ F(M), the g-gradient of f is the

projection of its g-gradient i.e.

∇gf = (∇gf)> = ∇gf − (∇gf)⊥ . (A.7)

An analogous decomposition can be proved for the Levi-Civita connections D and D of

M and of M respectively. It is not hard to prove, indeed, that for every X, Y ∈ X(M)
(
DXY

)>
satisfies all the requirement of Theorem A.2.10. This proves

DXY =
(
DXY

)>
= DXY −

(
DXY

)⊥
.

Let ν(M) =
⋃̇
p∈M (TpM)⊥ be the normal bundle ofM in T (M) and let us denote with

X(M)⊥ the set of vector fields X :M→ ν(M) such that for any point p, Xp ∈ (TpM)⊥. We

remark that not every Riemannian submanifold M⊆M admits the existence of a smooth

unit normal vector fields defined on all of M: the Möbius band in RN is one example.

Definition A.4.5 Let D and D be the Levi-Civita connections of (M, g) and of (M, g)

respectively. The Second fundamental form of M is the symmetric and F(M)-bilinear

application defined by

II : X(M)× X(M)→ ν(M), (X,Y ) 7→ II(X,Y ) :=
(
DXY

)⊥
.
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One easily proves that II is well defined and satisfies the Gauss Formula

DXY = DXY + II(X,Y ), ∀ X,Y ∈ X(M).

Although the second fundamental form is defined in terms of covariant derivatives of

vector fields tangent to M, it can also be used to evaluate covariant derivatives of normal

vector fields. Indeed, letting ξ ∈ X(M)⊥, one has, for any X,Y ∈ X(M),

g(DXξ, Y ) = Xg(ξ, Y )− g(ξ,DXY ) = −g(ξ,DXY ).

Therefore II satisfies the Weingarten equation

g(DXξ, Y ) = −g(ξ, II(X,Y )), X, Y ∈ X(M), ξ ∈ X(M)⊥.

Definition A.4.6 Let ξ ∈ X(M)⊥ and p ∈M. The Weingarten map (or Shape Oper-

ator) at p is the self-adjoint linear transformation Sξp implicitly determined by the relation

gp(SξpXp, Yp) = gp(IIp(Xp, Yp), ξp), Xp, Yp ∈ TpM.

Using the Weingarten equation, Sξp is defined as the map

Sξp : TpM→ TpM, Xp 7→ SξpXp := −
(
DXpξ

)>
.

The principal curvatures of M in M at p ∈ M, relative to the normal direction ξ, are

the eigenvalues of Sξp . The associated eigenvectors are referred to as the principal directions.

A straightforward computation shows, moreover, the following relation between the

Riemannian curvatures R and R of of (M, g) and of (M, g) respectively. In what follows,

for ξ ∈ X(M)⊥ and X ∈ X(M), we write SξX(p) = SξpXp.

Theorem A.4.7 (The Gauss Equation) Let R and R be the Riemannian curvatures of

(M, g) and (M, g) respectively. Then for every X,Y, Z,W ∈ X(M)

R(X,Y )Z =
(
R(X,Y )Z

)>
+ SII(Y,Z)X − SII(X,Z)Y,

g(R(X,Y )Z,W ) =g
(
R(X,Y )Z,W

)
+ g (II(X,W ), II(Y,Z))

− g (II(X,Z), II(Y,W )) .

Some Riemannian submanifolds have a particular simple shape structure.

Definition A.4.8 A Riemannian submanifold (M, g) of (M, g) is called totally geodesic

if its second fundamental form vanishes: II = 0.

We have the following characterization for totally geodesic submanifolds.
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Proposition A.4.9 [66, Chapter 4, Proposition 13] For a Riemannian submanifold (M, g)

of (M, g) the following are equivalent.

(i) (M, g) is totally geodesic in (M, g).

(ii) Every geodesic of (M, g) is also a geodesic of (M, g).

The following Proposition gives us a tool to identify totally geodesic submanifolds.

Proposition A.4.10 [68, Chapter 5, Proposition 24] Let Θ ⊆ Iso(M, g) be a set of isome-

tries of a Riemannian manifold (M, g). Then each connected component of the fixed point

set Fix(Θ) = {p ∈M : T (p) = p ∀T ∈ Θ} is a totally geodesic submanifold of (M, g).

A.4.2 Submanifolds of Euclidean Space

In this section we specialize some of the results introduced so far to the special case

of Riemannian Submanifolds of the Euclidean Space. Actually the study of this class of

manifolds is not restrictive since, according to the famous Nash’s Embedding Theorem

[65], every Riemannian manifold can be isometrically embedded in a Euclidean space of

sufficiently large dimension.

Let us consider RN with its usual inner product (x, y) 7→∑
i xiyi =: 〈x, y〉.

For each p ∈ RN , there is a canonical linear isomorphism from RN to Tp(RN ) that, in terms

of Cartesian coordinates, sends

x = (x1, . . . , xN ) ∈ RN 7→ Xp =
∑

i

xi

(
∂

∂xi

)

p

∈ Tp(RN ). (A.8)

The coordinate basis
(

∂
∂x1

)
p
, . . . ,

(
∂

∂xN

)
p

is, so, identified with the standard orthonormal

basis e1, . . . , eN of RN and, in what follows, when dealing with Submanifolds of Euclidean

Space, we will always make the identification

Tp(RN ) ≡ {p} × RN ≡ RN .

The standard Riemannian metric g
RN

on RN is so defined by

(g
RN

)p(x, y) = 〈x, y〉, for every p ∈ RN , x, y ∈ Tp(RN ) ≡ RN .

Let X,Y ∈ X(RN ) be two vector fields of RN with X =
∑N

i=1X
i ∂
∂xi
≡
(
Xi, . . . , XN

)

and Y =
∑N

i=1 Y
i ∂
∂xi
≡
(
Y i, . . . , Y N

)
. A straightforward calculation shows that the Levi-

Civita connection on RN is the standard derivation on RN given by

D0
XY =

N∑

i=1

X(Y i)
∂

∂xi
≡
(
X(Y i), . . . , X(Y N )

)
= Xt · JY t,
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where X(Y i) =
∑N

j=1X
j ∂Y i

∂xj
and JY t is the transpose of the Jacobian matrix of Y .

One easily sees that the Riemann curvature tensor vanishes identically. Thus, RN with

its standard Riemannian metric is flat. The straight lines of RN are shown to be the

geodesics and, since they are infinitely extendible in both directions, RN is geodesically

complete.

Let now (M, g) be an n-dimensional submanifold of RN where g = i∗g
RN

is the metric

induced by the immersion i on RN . Let us assume that we have a local coordinate system

given by a local chart (U,ψ, (ui)). The map φ := ψ−1 : V → U is a parametrization of M,

with V := ψ(U), and we have

x = φ(u1, ..., un), for every x ∈ V.

Under the identification (A.8), the vectors φu1 , . . . , φun defined by

φui =

(
∂φ1

∂ui
, . . . ,

∂φN
∂ui

)
,

are linearly independent and generate the tangent space Tp(M).

In these coordinates the first fundamental form g = i∗g
RN

is determined by the matrix

of its coefficients G = (gij)i,j=1,...,n, where gij = 〈φui , φuj 〉.
For every f ∈ C1(RN ), recalling (A.7), the tangential gradient ∇gf is, at any point

p ∈ M, the projection of the euclidean gradient ∇f onto the tangent space Tp(M). By

(A.3), ∇gf is the vector field of RN which satisfies

d

dt
(f ◦ α) = 〈∇gf, α′〉, for every differentiable curve α : I →M⊂ RN . (A.9)

The Levi-Civita Connection D and the second fundamental form II of (M, g) are given,

for every vector fields X,Y of M, by

DXY =
(
D0
XY
)>
, II(X,Y ) =

(
D0
XY
)⊥
. (A.10)

If ξ is a vector field normal toM and X ∈ X(M), then the Shape operator at p ∈M takes

the form

SξpXp = −
(
D0
Xpξ
)>

= −
(
Xt(p) · Jξt(p)

)>
. (A.11)

Being RN flat, Theorem A.4.7 gives us the following expression for the Riemannian curvature

R of (M, g):

R(X,Y )Z = SII(Y,Z)X − SII(X,Z)Y, ∀X,Y, Z ∈ X(M). (A.12)
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Example A.4.11 Let (SN−1(r), g) be the (N − 1)-dimensional sphere of radius r equipped

with the metric induced by its immersion on RN . The vector field U(x) = x
|x| of RN is,

at each point of SN−1(r), the outward unit normal on (SN−1(r), g) and verifies JU(x) =
I
|x| − x⊗x

|x|3 , where I is the identity matrix and x⊗ x = (xixj).

Equation (A.10) and (A.11) imply that , for every X,Y ∈ X
(
SN−1(r)

)
,

SUX = −1

r
X, II(X,Y ) = −1

r
(X,Y )U.

Therefore, substituting the last equalities in (A.12), the curvature R of (SN−1(r), g) is given,

for every X,Y, Z ∈ X(SN−1(r)), by

R(X,Y )Z =
1

r2

[
g(Y,Z)X − g(X,Z)Y

]
=

1

r2

[
(Y, Z)X − (X,Z)Y

]
.

A simple computation implies also

Ric(X) =
N − 2

r2
X.

A.4.3 Warped product

Let (B, gB), (F, gF ) be two Riemannian manifolds and consider the differentiable man-

ifold M := B × F with the canonical projections denoted by π :M→ B and σ :M→ F .

A rich class of metrics on B × F can be obtained by homothetically warping the product

metric on each fiber {p} × F . We refer the reader to [66, p. 204] for further details.

Let f > 0 be a C∞-function on B.

Definition A.4.12 The warped product B ×f F is the product manifold M := B × F
provided with the metric tensor

g = π∗(gB) + (f ◦ π)2σ∗(gF ).

B is called the Base of B ×f F and F the Fiber.

The positivity of f immediately implies that g is a metric tensor. If f = 1, then B ×f F
reduces to the Riemannian product manifold

(
B × F, g = π∗(gB) + σ∗(gF )

)
.

Explicitly, if X,Y ∈ T(p,q)B × F then

g(p,q)(X,Y ) = gBp

(
π∗(p,q)X,π∗(p,q)Y

)
+ f2(p)gF q

(
σ∗(p,q)X,σ∗(p,q)Y

)
.

π−1(p) = {p} × F and σ−1(q) = B × {q} are called, respectively, the Fibers and the Leaves

of the warped product and are both Riemannian submanifolds of B ×f F .

The warped product is characterized by the following properties.

(i) For every q ∈ F , π|B×{q} is an isometry onto B.
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(ii) For every p ∈ B σ|{p}×F is a homothety onto B with scale factor 1
f(p) .

(iii) For every (p, q) ∈ B × F , B × {q} and {p} × F are orthogonal at (p, q).

With a little abuse of notation, we confuse all vectors X ∈ X(B), U ∈ X(F ) with their

respectively lifts on X(B×F ) and the same convention will be adopted for the connections

DB, DF and the Riemannian curvatures RB, RF of B and F respectively.

The connection and the Riemannian curvature of B×f F can be deduced from those of

B and F .

Proposition A.4.13 [66, Chapter 7, Proposition 35] Let D be the Levi-Civita connection

of B ×f F . Then for every X, Y ∈ X(B) and V, W ∈ X(F ) one has

(i) DXY = DB
XY ;

(ii) DXV = DVX =
X(f)

f
V ;

(iii) DVW = DF
VW −

g(V,W )

f
∇gBf = DF

VW − fgF (V,W )∇gBf .

Proposition A.4.14 [66, Chapter 7, Proposition 42] Let R be the Riemannian curvature

tensor of B ×f F . Then for every X, Y, Z ∈ X(B) and U, V, W ∈ X(F ) one has

(i) R(X,Y )Z = RB(X,Y )Z;

(ii) R(X,V )Y =
Hf (X,Y )

f
V , where Hf is the Hessian Hf (X,Y ) := X(Y (f))−DXY (f);

(iii) R(X,Y )V = R(V,W )X = 0;

(iv) R(V,X)W =
g(V,W )

f
DB
X∇gBf ;

(v) R(V,W )U = RF (V,W )U − gB (∇gBf,∇gBf)

f2
[g(W,U)V − g(V,U)W ].

Note that in [66], the Riemannian curvature is defined with a minus sign.
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Analysis on the sphere

In this appendix we recall the classical theory of spherical harmonics. In Section B.1

we introduce spherical coordinates on RN and we calculate a few identities on the Laplace-

Beltrami operator ∆0 on the sphere including is relation with the classical Laplacian on

RN . In Sections B.2 we define the spherical harmonics and prove several properties about

them. In B.3 we give a proof of the Henke-Funk theorem and introduce the spherical har-

monics expansion for zonal function on SN−1. Finally, in B.4, we introduce some differential

operators on SN−1 which allow to derive a bound for ∇τZ(n).

B.1 Spherical coordinates in RN

In this section we describe the spherical coordinates on RN and find a decomposition

for the Euclidean metric gRN and for the Laplace operator ∆ in terms, respectively, of the

metric gSN−1 and of the Laplace-Beltrami operator ∆0 on the sphere SN−1. We refer to

Appendix A for the geometric notions needed and to [16, Chapter 1, Section 4] and [35,

Section 3.9] for further details.

Let us fix, preliminarily, some notations. We write

SN−1(r) :=
{
x ∈ RN : |x| = r

}
, SN−1 = SN−1(1)

and, for every x ∈ RN , let r = |x|, ω = x
|x| .

We introduce in RN the spherical coordinates

P : [0,∞[×SN−1 → RN , (r, ω) 7→ P (r, ω) = rω = x.

On RN \ {0} we have the inverse map

Q : RN \ {0} →]0,∞[×SN−1, x 7→ Q(x) =

(
|x|, x|x|

)
.
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Let (U, u, (ui)) be a local chart of SN−1, where u : U → u(U) ⊆ RN−1 and let us set

f = u−1 = (f1, . . . , fN ). The metric gSN−1 is the metric induced on SN−1 as a submanifold

of RN . Then it follows by (A.5) that gSN−1 takes in U the form

gSN−1 =

N−1∑

h,k=1

γhk duh ⊗ duk, (B.1)

where the functions γhk are determined by

γhk = gSN−1

(
∂

∂uh
,
∂

∂uk

)
=

N∑

i=1

∂fi
∂uh

∂fi
∂uk

. (B.2)

By means of the spherical coordinates P , any local chart of SN−1 determines, ac-

tually, a local chart of RN . Indeed a chart (V, φ) of RN is defined, on the open cone

V = P ((0,∞)× U), by the formula

φ(x) =

(
|x|, u

(
x

|x|

))
= (r, u(ω)) .

Therefore (r, u1, . . . , uN−1) are local coordinates on V and we have for x ∈ V

x = rf(u1, . . . , uN−1).

The last relation implies the announced decomposition for gRN .

Proposition B.1.1 The canonical euclidean metric gRN has the following representation

in spherical coordinates x = rω:

gRN = dr2 + r2gSN−1 .

Here gSN−1 is the canonical spherical metric on SN−1 and dr2 := dr ⊗ dr is the canonical

euclidean metric on R+. In Cartesian coordinates on RN , dr2 is the tensor

dr2 =

N∑

i,j=1

xixj
|x|2 dxi ⊗ dxj .

Proof. The relation x = rf(u1, . . . , uN−1) implies

(i) dxi = fidr + rdfi = fidr + r
N−1∑

h=1

∂fi
∂uh

duj ,

(ii) dxi ⊗ dxi = f2
i dr ⊗ dr + rdr ⊗

(
N−1∑

h=1

∂f2
i

∂uh

)
duh + r2

N−1∑

h,k=1

∂fi
∂uh

∂fi
∂uk

duh ⊗ duk.
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Since
∑N

i=1 f
2
i = 1 and ∂

∂uh

(∑N
i=1 f

2
i

)
= 0, (ii) yields

gRN =

N∑

i=1

dxi ⊗ dxi = dr ⊗ dr + r2
N−1∑

h,k=1

(
N∑

i=1

∂fi
∂uh

∂fi
∂uk

)
duh ⊗ duk,

which, recalling (B.1) and (B.2), proves the first claim. To prove the second requirement

we observe analogously that

dxi ⊗ dxj = fifjdr ⊗ dr + rdr ⊗
(
N−1∑

h=1

∂(fifj)

∂uh

)
duh + r2

N−1∑

h,k=1

∂fi
∂uh

∂fj
∂uk

duh ⊗ duk

which yields

xixj
|x|2 dxi ⊗ dxj =

f2
i f

2
j

r2
dr ⊗ dr +

1

2
rdr ⊗

(
N−1∑

h=1

∂(fifj)
2

∂uh

)
duh

+
1

2
r2

N−1∑

h,k=1

∂f2
i

∂uh

∂f2
j

∂uk
duh ⊗ duk.

Summing up and using again
∑N

i=1 f
2
i = 1, we get

N∑

i,j=1

xixj
|x|2 dxi ⊗ dxj = dr ⊗ dr.

Proposition B.1.1 shows that if G is the matrix of the Riemannian metric gRN in the chart

(V, φ), and H is the matrix of gSN−1 in the chart (U, u) of SN−1, then

G(rω) =

(
1 0

0 r2H(ω)

)
,

√
detG(rω) = rN−1

√
detH(ω). (B.3)

Remark B.1.2 Note that the above calculation gives also the expression of the Riemannian

metric gSN−1(r) of SN−1(r) in terms of the one of SN−1. Indeed it is easily seen that r2H(ω)

is the matrix of gSN−1(r) associated to the chart
(
rU, u

(
1
r ·
) )

of SN−1(r).

We can now prove the decomposition for the gradient and for the Laplace operator in

RN in terms of the corresponding operator on the sphere SN−1. We denote with ∇τ and

∆0 respectively the tangential gradient and the Laplace-Beltrami operator on the sphere

SN−1 and ∇SN−1(r), ∆SN−1(r) will be the corresponding operator on SN−1(r). We refer to

Sections A.3 and A.4.2 and to [79, Chapter IX] for their definitions and further details.

Lemma B.1.3 Let f ∈ C1
(
RN
)
, r > 0, and let us define g(ω) = f(rω) for every ω ∈ SN−1.

Then one has

∇τg(ω) = r∇SN−1(r)f(rω).
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Proof. Let ω ∈ SN−1, v ∈ Tω
(
SN−1

)
= Trω

(
SN−1(r)

)
and let α :] − ε, ε[→ SN−1 be a

differentiable curve of SN−1 such that α(0) = ω, α′(0) = v. Using (A.9) we have

(∇τg(ω), v) =
d

dt
(g ◦ α)

∣∣∣∣
t=0

=
d

dt

(
f
(
rα(t)

))∣∣∣∣
t=0

= (∇SN−1(r)f(rω), rv).

The arbitrariness of v proves, then, the claim.

Proposition B.1.4 Let ∇τ , ∆0 be the gradient and the Laplace-Beltrami operator of SN−1.

Then, employing the spherical coordinates x = rω, we have the following relations. For every

f ∈ C1
(
RN
)

∇f = ∂rf
x

r
+

1

r
∇τf.

For every f ∈ C2
(
RN
)

∆f = ∂rrf +
N − 1

r
∂rf +

1

r2
∆0f.

Here ∇τf(rω) and ∆0f(rω) are taken with respect the variable ω and

∂rf =

N∑

i=1

∂if
xi
r
, ∂rrf =

N∑

i,j=1

∂ijf
xixj
r2

.

Proof. The expressions for ∂r, ∂rr are an immediate consequence of (i) of Proposition

A.1.6. Let f ∈ C1
(
RN
)
. Using (A.7) and the previous lemma, we get, for every x ∈ RN ,

∇f(x) =
(
∇f(x),

x

r

) x

r
+∇SN−1(r)f(x) = ∂rf(x)

x

r
+

1

r
∇τf(rω).

To prove the second claim, let f ∈ C2
(
RN
)
. It follows, then, from (A.4) and (B.3) that

∆f =
1

rN−1
√

detH(ω)
∂r

(
rN−1

√
detH(ω)∂rf

)

+
1

rN−1
√

detH(ω)

N−1∑

i,j=1

∂ui

(
1

r2
hijrN−1

√
detH(ω) ∂ujf

)

=∂rrf +
N − 1

r
∂rf +

1

r2

1√
detH(ω)

N−1∑

i,j=1

∂ui

(
hij
√

detH(ω) ∂ujf
)

=∂rrf +
N − 1

r
∂rf +

1

r2
∆0f

that is the required property.

Remark B.1.5 With a similar proof one can also prove that

∆f = ∂rrf +
N − 1

r
∂rf + ∆SN−1(r)f.
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B.2 Spherical harmonics

Introducing spherical coordinates x = rω, where r = |x| and ω = x/|x| ∈ SN−1, we

write the Laplace operator as

∆ =
∂2

∂r2
+
N − 1

r

∂

∂r
+

1

r2
∆0,

where ∆0 is the Laplace-Beltrami operator on the unit sphere SN−1, (see Proposition B.1.4).

A spherical harmonic Pn of order n is the restriction to SN−1 of a homogeneous harmonic

polynomial of degree n. We recall some results about spherical harmonics, referring to to

[60, Chapter II] and [77, Chapter IV.2] for the proofs and other details. We start with the

following well-known lemma.

Lemma B.2.1 The linear span of spherical harmonics coincides with the set of all poly-

nomials and it is dense in C(SN−1), hence in L2(SN−1). If P is a spherical harmonic of

degree n, then

∆0P = −(n2 + (N − 2)n)P.

The values −λn := −
(
n2 + (N − 2)n

)
= −n(n+N − 2) are the eigenvalues of the Laplace-

Beltrami operator ∆0 on SN−1 and the corresponding eigenspaces consist of all spherical

harmonics of degree n and have dimension an where a0 = 1, a1 = N and for n ≥ 2

an =

(
N + n− 1

n

)
−
(
N + n− 3

n− 2

)
.

For fixed n ∈ N let Hn denote the space of spherical harmonics of degree n, which, by

the previous Lemma, coincides with the eigenspace corresponding to the eigenvalue −λn.

Let Z(n)
ω be the zonal harmonic of degree n with pole ω ∈ SN−1 defined by

Z(n)
ω (η) := Z(n)(ω, η) =

an∑

i=1

Pni (ω)Pni (η) (B.4)

where ω, η ∈ SN−1 and {Pni , i = 1, ..., an} is an orthonormal basis of spherical harmonics

of degree n whose cardinality is given by an = dim (Hn) =
(
N+n−1

n

)
−
(
N+n−3
n−2

)
. We collect

in the following proposition some basic properties of zonal harmonics.

Proposition B.2.2 For fixed n ∈ N the sum in (B.4) is independent of the choice of the

orthonormal basis of Hn. The zonal harmonic Z(n)
ω is characterized by the relation

P (ω) =

∫

SN−1

P (η)Z(n)
ω (η)dη

valid for all P ∈ Hn and ω ∈ SN−1. Moreover
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(i) for all ω, η ∈ SN−1 Z(n)
ω (η) = Z(n)

η (ω) and if T is an orthogonal transformation then

Z
(n)
Tω (Tη) = Z

(n)
ω (η);

(ii) the following uniform estimates hold

sup
η∈SN−1

|Z(n)
ω (η)| = Z(n)

ω (ω) =
an
|SN−1|

and, from the asymptotic behaviour an ∼ nN−2 for n→∞, we have

sup
ω,η∈SN−1

|Z(n)
ω (η)| ≈ nN−2

|SN−1| ;

(iii) for all P ∈ Hn
sup

ω∈SN−1

|P (ω)| ≤
√

an
|SN−1|‖P‖L2(SN−1).

Let us consider now, for a fixed α ∈ R, the weighted space L2
(
RN , |x|αdx

)
and let

L2
n = L2((0,∞), rα+N−1 dr)⊗Hn =

an⊕

i=1

(
L2((0,∞), rα+N−1 dr)⊗ Pnj

)
=

an⊕

i=1

L2
Pni

(B.5)

where {Pni , i ∈ J} is an orthonormal basis of Hn and

L2
P = L2((0,∞), rα+N−1 dr)⊗ P. (B.6)

Zonal harmonics provide a simple way to describe the orthogonal projection of L2
(
RN , |x|αdx

)

onto L2
n.

Proposition B.2.3 Let α ∈ R. The following properties hold.

(i) L2
(
RN , |x|αdx

)
=
⊕∞

n=0 L
2
n.

(ii) for every u ∈ L2
(
RN , |x|αdx

)
the orthogonal projection on L2

n is given by

Qn(u)(r, η) :=

an∑

i=1

Pni (η)

∫

SN−1

u(r, ω)Pni (ω)dω =

∫

SN−1

u(r, ω)Z(n)
ω (η)dω

and moreover u =
∑∞

n=0Qn(u) in L2
(
RN , |x|αdx

)
.

Proof. Since the weight |x|α is radial, the assertion is a simple reformulation of [77, Lemma

4.2.18].

Note that, if P is a normalized spherical harmonic of degree n, the projection on L2
P is

given by

QP (u)(r, η) := P (η)

∫

SN−1

u(r, ω)P (ω )dω.

Moreover Qn =
∑an

i=1QPni , QP is symmetric and, for every u ∈ C∞c
(
RN \ {0}

)
, QP com-

mutes with the radial derivative that is

(QPu)r = P (η)

∫

SN−1

ur(r, ω)P (ω) dω = Qpur.

This follows since ur = ∇u · x|x| , by differentiating under the integral sign.
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B.3 Hecke-Funk formula

Proposition B.2.2 assures that the zonal harmonics Z(n)
ω are invariant under orthogonal

transformation. We present some basic properties about functions that presents this type

of spherical simmetry and their expansion in terms of zonal harmonics referring to [77] and

[60] for the proofs and further details.

Let f ∈ L2(SN−1). In analogy with the results presented in section B.2, the orthogonal

projection of f onto Hn is given by

fn(η) :=

∫

SN−1

f(ω)Z(n)
ω (η)dω

and, moreover, one has the spherical harmonics expansion

f =
∞∑

n=0

fn in L2(SN−1). (B.7)

If f ∈ C∞(SN−1) the last sum converges in the topology of C∞(SN−1) (see [60, corollary

2.49]).

Definition B.3.1 Given a point ε0 ∈ SN−1, f is called a zonal function of pole ε0

if and only if it is invariant under the action of orthogonal transformations fixing ε0 i.e.

f(Tω) = f(ω) for every ω ∈ SN−1 and T ∈ O(N) such that Tε0 = ε0

Using Lemma 2.21 in [60], it can be proved that a zonal function f of pole ε0 depends

only on the value ω · ε0 and so it is characterized by a profile function φ : [−1, 1]→ C which

satisfies

f(ω) = φ(ω · ε0), ω ∈ SN−1. (B.8)

Proposition B.2.2 implies that, for a fixed ω ∈ SN−1, the zonal harmonics Z(n)
ω are zonal

functions of pole ω. In order to characterize their profile functions we introduce the system

of Gegenbauer polynomials P
N−2

2
n (t) defined through the generating function

(
1− 2rt+ r2

)−N−2
2 =

∞∑

n=0

P
N−2

2
n (t) rn, 0 ≤ |r| < 1, |t| ≤ 1.

For every n ∈ N0, P
N−2

2
n is a polynomial of degree n and the system of Gegenbauer polyno-

mials forms an orthogonal basis for the space L2
(

[−1, 1], (1− t2)
N−3

2 dt
)

(see [2, Chapter

22].

With the notation introduced, the profile function of the zonal harmonic Z(n)
ω turns out

to coincide, up to a normalizing constant bn, with the Gegenbauer polynomial P
N−2

2
n (see

[77, Theorem 2.14] and [60, Theorem 2.24]). Therefore we have:

Z(n)
ω (η) = bn P

N−2
2

n (ω · η),
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Recalling property (ii) in Proposition B.2.2, the relation

dim (Hn)

|SN−1| = Z(n)
ω (ω) = bnP

N−2
2

n (1)

allows to compute

bn =
|SN−1|

dim (Hn)

(
N − 3 + n

n

)
= |SN−1| N − 2

N + 2n− 2
.

For a zonal function f of pole ε0 ∈ SN−1, the spherical harmonics expansion (B.7) takes

the form

f(ω) =
∞∑

n=0

dnZ(n)
ε0 (ω),

where the coefficients dn depend on the profile function φ of f . In order to prove that, we

give a preliminary lemma whose proof can be found in [60] (Theorem 2.39). We point out

that in [60] the author makes use of the normalized measure of SN−1 and of the Legendre

polynomials Pn,N := 1

P
N−2

2
n (1)

P
N−2

2
n .

Lemma B.3.2 (Hecke-Funk formula) Let f ∈ L2(SN−1) be a zonal function of pole ε0

with profile function φ. Then, for every n ∈ N0 and h ∈ Hn, one has

∫

SN−1

f(ω)h(ω) dω =


 |S

N−2|
P
N−2

2
n (1)

∫ 1

−1
φ(t)P

N−2
2

n (t)
(
1− t2

)N−3
2 dt


h(ε0) (B.9)

=

[ |SN−1|
dim (Hn)

∫

SN−1

f(ω)Z(n)
ε0 (ω) dω

]
h(ε0).

We are ready now to prove the following proposition.

Proposition B.3.3 Let f ∈ L2(SN−1) be a zonal function of pole ε0 ∈ SN−1 with profile

function φ. Then f admits the following expansion in terms of zonal harmonics Z(n)
ε0 :

f(η) =
∞∑

n=0

dnZ(n)
ε0 (η). (B.10)

The coefficients dn are given by

dn =
|SN−2|
P
N−2

2
n (1)

∫ 1

−1
φ(t)P

N−2
2

n (t)
(
1− t2

)N−3
2 dt (B.11)

=
|SN−1|

dim (Hn)

∫

SN−1

f(ω)Z(n)
ε0 (ω) dω.
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Proof. Let fn be the orthogonal projection of f on Hn. Using the previous lemma and

the symmetry of the zonal harmonics we obtain

fn(η) =

∫

SN−1

f(ω)Z(n)
ω (η)dω

=
|SN−2|
P
N−2

2
n (1)

∫ 1

−1
φ(t)P

N−2
2

n (t)
(
1− t2

)N−3
2 dtZ(n)

ε0 (η)

=
1

bnP
N−2

2
n (1)

∫

SN−1

f(ω)Z(n)
ε0 (ω) dω Z(n)

ε0 (η).

The equality bnP
N−2

2
n (1) = dim(Hn)

|SN−1| proves, then, the claim.

B.4 Radial and angular derivatives

In this section we study further properties about the differentiability of the spherical

harmonics and the Laplace-Beltrami operator ∆0 on the sphere. For x ∈ RN we use spherical

coordinates to write x = rω, where r := |x|, ω := x
|x| ∈ SN−1. For every u ∈ C2(RN ) we

denote by Dru, Drru the radial derivatives of u and by ∇τu the tangential component of

its gradient. They are defined, recalling Proposition B.1.4, through the formulas

Dru =
N∑

i=1

Diu
xi
r
, Drru =

N∑

i,j=1

Diju
xixj
r2

, ∇u = Dru
x

|x| +
∇τu
r

(B.12)

and, moreover, we have the following relation between the Laplace operator and ∆0:

∆ = Drr +
N − 1

r
Dr +

∆0

r2
.

The operator A := rDr is the Euler operator
∑n

i=1 xiDi and, for a given function u, Euler’s

theorem implies that u is α-homogeneous if and only if Au = αu.

For i, j = 1, . . . , N we introduce, moreover, the angular operators Sij defined as

Sij := xiDj − xjDi.

They are first-order differential operators and have a central role in the analysis on the

sphere, since they allow to decompose the Laplace-Beltrami operator into a sum of second-

order angular derivatives. Obviously Sii = 0 and Sij = −Sji so it is sufficient to consider

Sij for i < j.

We collect in the next proposition some basic properties about the angular derivatives Sij .

Proposition B.4.1 Denote by [A,B] = AB − BA the commutator of A,B and by δji the

Kronecker delta. The following properties hold.
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(i) For every i < j and h < k we have

[Sij , Shk] = −δhi Sjk + δki Sjh + δhj Sik − δkj Sih.

In particular Sij and Shk commute if and only if (i, j) = (h, k) or {i, j} ∩ {h, k} = ∅

(ii) For every radial function u = u(r), with u ∈ C2(RN ) and for every v ∈ C2(RN ) we

have Siju = 0 and Sij(uv) = uSijv.

(iii) For every radial differential operator E =
n∑

k=0

ak(r)
dk

drk
we have SijE = ESij.

(iv) ∆Sij = Sij ∆ and ∆0 Sij = Sij ∆0 .

Proof. (i) easily follows by a straightforward computation.

Let u, v ∈ C2(RN ) with u = u(r); we have Siju = xiu
′(r)xjr − xju′(r)xir = 0. Moreover

Sij(uv) = uSijv + (Siju)v = uSijv that proves (ii).

To prove (iii) we observe that for E = a(r)Dr we have, using (ii),

Sij(a(r)Dr) = Sij

(
a(r)

r

N∑

k=1

xkDk

)
=
a(r)

r
(xiDj − xjDi)

N∑

k=1

xkDk

=
a(r)

r

[
xiDj + xi

N∑

k=1

xkDjk − xjDi − xj
N∑

k=1

xkDik

]

=
a(r)

r

[
Sij +

N∑

k=1

xk(xiDjk − xjDik)

]
.

On the other hand,

(a(r)Dr)Sij =

(
a(r)

r

N∑

k=1

xkDk

)
Sij =

a(r)

r

N∑

k=1

xkDk (xiDj − xjDi)

=
a(r)

r

[
xiDj +

N∑

k=1

xkxiDjk − xjDi −
N∑

k=1

xkxjDik

]

=
a(r)

r

[
Sij +

N∑

k=1

xk(xiDjk − xjDik)

]
.

Comparing the last expressions we have SijE = ESij ; the general case follows easily by

induction.

Finally, to prove (iv), let us suppose, without losing generality, i = 1, j = 2. We have

∆S12 =
N∑

i=1

Dii (x1D2 − x2D1) =
N∑

i=1

(x1D2Dii + 2Dix1DiD2 − x2D1Dii − 2Dix2DiD1)

=

N∑

i=1

(x1D2 − x2D1)Dii + 2D1D2 − 2D2D1 = S12∆
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and so, S12 commutes with ∆.

Using property (ii) we have also

S12(r2∆) = r2S12∆ = (r2∆)S12.

Since r2∆ = r2Drr + (N − 1)rDr + ∆0 it follows immediately from properties (iii) and the

fact that S12 commutes with r2∆, that ∆0 Sij = Sij ∆0.

Before to state the main results it is worth noting that every function f ∈ C2(SN−1) is

extendible on a neighbourhood of SN−1 preserving the same degree of regularity; therefore,

in what follows, we can always suppose f defined on an open set of RN containing SN−1.

In particular, ∇f , ∆f and Sijf are well defined. For instance, if we define f̃ on RN \ {0}
by f̃(y) := f( y

|y|), being f̃ constant along every radial direction, it follows immediately by

the decomposition of ∇ and ∆ that

∇τf(x) = ∇f̃(x), ∆0f(x) = ∆f̃(x), for every x ∈ SN−1.

Let now ω ∈ SN−1 and v ∈ Tω(SN−1); the tangential derivative of f in ω in the direction v

is given by

(∇f(ω), v) = (∇τf(ω), v).

Setting ω = (ω1, ..., ωN ) ∈ SN−1, let us define for i < j

ωij := (0, ..,−ωj , 0, .., ωi, 0, ..) ∈ Tω(SN−1)

i.e the vector who has −ωj and ωi as respectively the i-th and the j-th component and zeros

in the others entries. (ωij)1≤i<j≤N is, by construction, a system of generators of Tω(SN−1).

The next propositions clarify the role and the interaction among the operators introduced

so far. We begin by a geometric Lemma.

Lemma B.4.2 Let ω ∈ SN−1 and x, y ∈ ω⊥. Then

(x, y) =
∑

i<j

(x, ωij)(y, ωij), |x|2 =
∑

i<j

|(x, ωij)|2. (B.13)

Proof. Since (ωij , x) = ωixj − ωjxi, (ωij , y) = ωiyj − ωjyi, we have

∑

i<j

(x, ωij)(y, ωij) =
∑

i<j

(ωixj − ωjxi) (ωiyj − ωjyi)

=
∑

i<j

(
ω2
i xjyj + ω2

jxiyi − ωjωixiyj − ωiωjxjyi
)

=
∑

i 6=j
ω2
i xjyj −

∑

i 6=j
ωjωixiyj .
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Adding and subtracting, in the last formula, the term
∑N

i=1 ω
2
i xiyi we obtain

∑

i<j

(x, ωij)(y, ωij) =
N∑

i,j=1

ω2
i xjyj −

N∑

i,j=1

ωjωixiyj = (x, y)|ω|2 − (ω, x)(ω, y) = (x, y).

Choosing x = y we get
∑

i<j |(x, ωij)|2 = |x|2.

Proposition B.4.3 Let f, g be C1 functions defined on a neighbourhood of SN−1. The

following properties hold.

(i) Sijf(ω) is the tangential derivative of f in ω in the direction ωij i.e.

Sijf(ω) = (∇f(ω), ωij) = (∇τf(ω), ωij).

(ii) The j-th component of ∇τf satisfies

(∇τf(ω))j =
∑

i 6=j
ωi Sijf(ω), ω ∈ SN−1.

(iii) For every ω ∈ SN−1

(∇τf(ω),∇τg(ω)) =
∑

i<j

Sijf(ω)Sijg(ω), |∇τf(ω)|2 =
∑

i<j

|Sijf(ω)|2.

Proof. The first assertion is an immediate consequence of the definition of Sij . For the

second sentence we observe that for ω ∈ SN−1 it follows from (B.12) that

(∇τf(ω))j = Djf(ω)− ωjDrf(ω) = Djf(ω)
N∑

i=1

ω2
i − ωj

∑

i

ωiDif(ω)

=
N∑

i=1

ωi [ωiDjf(ω)− ωjDif(ω)] =
∑

i 6=j
ωi Sijf(ω).

(iii) is an immediate consequence of (i) and (B.13).

We can now show the announced decomposition of the Laplace-Beltrami operator as a

sum of second order angular derivatives.

Proposition B.4.4

∑

i<j

S2
ijf = ∆0f, for every f ∈ C2(RN ),

where, using the spherical coordinates x = rω, ∆0f(rω) acts on the ω-variable.

In particular on SN−1 we have the decomposition
∑

i<j

S2
ij = ∆0.
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Proof. We observe preliminary that

r2Drr =

N∑

i,j=1

xixjDij = 2
∑

i<j

xixjDij +

N∑

i=1

x2
iDii (B.14)

and

S2
ij = (xiDj − xjDi)(xiDj − xjDi) = x2

iDjj + x2
jDii − xiDi − xjDj − 2xixjDij .

Summing over i < j the last expression and using (B.14) we obtain

∑

i<j

S2
ij =

∑

i<j

(
x2
iDjj + x2

jDii

)
−
∑

i<j

(xiDi + xjDj)− 2
∑

i<j

xixjDij

=
∑

i 6=j
x2
jDii −

∑

i 6=j
xiDi − r2Drr +

N∑

i=1

x2
iDii

=
N∑

i=1

(
r2 − x2

i

)
Dii − (N − 1)rDr − r2Drr +

N∑

i=1

x2
iDii

= r2∆− (N − 1)rDr − r2Drr.

Recalling that r2∆ = r2Drr + (N − 1)rDr + ∆0 we get the conclusion.

Next we have the following integration by parts formula.

Proposition B.4.5 For every i < j and for every u, v ∈ C1(SN−1)
∫

SN−1

(Siju)v dσ = −
∫

SN−1

u(Sijv) dσ.

Proof. Let i < j and u, v ∈ C1(SN−1). We have obviously Sij(uv) = Siju v + uSijv and

so
∫

SN−1

(Siju)v dσ = −
∫

SN−1

uSijv dσ +

∫

SN−1

Sij(uv) dσ.

Using the Gauss-Green theorem the claim immediately follows by observing that
∫

SN−1

Sij(uv) dσ =

∫

SN−1

ωiDj(uv)− ωjDi(uv) dσ =

∫

B(0,1)
Dij(uv)−Dji(uv) dx = 0.

Let Hn be the set of the spherical harmonics of order n. We recall that from Proposition

B.2.2, we have

‖φ‖∞ ≤
√
dimHn ‖φ‖L2(SN−1) , for every φ ∈ Hn.

The following proposition shows that Hn is preserved by Sij .
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Proposition B.4.6 Let φ ∈ Hn. Then, for every i < j, Sijφ ∈ Hn. Moreover, if −λn =

−n(n+N − 2) is the eigenvalue associated with φ, then

‖Sijφ‖∞ ≤
√
λndimHn ‖φ‖L2(SN−1) , (B.15)

‖∇τφ‖∞ ≤
√
N(N − 1)

2
λndimHn ‖φ‖L2(SN−1) . (B.16)

Proof. Let p(x) = rnφ(ω); p is a homogeneous harmonic polynomial by construction and

Sijp is a polynomial of the same degree by the definition of Sij . Moreover, using (iv) of

Proposition B.4.1, we have

∆Sijp = Sij∆p = 0

and so Sijp is harmonic; since from (ii) of Proposition B.4.1 SijP (rω) = rnSijφ(ω) we have

Sijφ ∈ Hn. In particular,

∆0Sijφ = Sij∆0φ = −λnSijφ

and

‖Sijφ‖∞ ≤
√

dimHn ‖Sijφ‖L2(SN−1) . (B.17)

Now, using propositions B.4.5 and B.4.4,

∑

i<j

‖Sijφ‖2L2(SN−1) =
∑

i<j

∫

SN−1

SijφSijφdσ = −
∑

i<j

∫

SN−1

(S2
ijφ)φdσ

= −
∫

SN−1

∑

i<j

(S2
ijφ)φdσ = −

∫

SN−1

∆0φφdσ

= λn‖φ‖2L2(SN−1) .

The last inequality implies

‖Sijφ‖2L2(SN−1) ≤
√
λn‖φ‖L2(SN−1)

which, combined with (B.17), yields (B.15). Finally, applying (B.13) and (B.15), it follows

for every ω ∈ SN−1

|∇τφ(ω)|2 =
∑

i<j

|Sijφ(ω)|2 ≤ N(N − 1)

2
λndimHn ‖φ‖L2(SN−1) ,

which proves (B.16).



B.4 Radial and angular derivatives 145

Corollary B.4.7 The tangential derivative of the zonal harmonics Z(n) satisfies

‖∇τZ(n)‖∞ ≤
√

1

|SN−1|
N(N − 1)

2
λn (dimHn)

3
2 .

In particular for a constant C = C(N) we have

‖∇τZ(n)‖∞ ≤ Cn
3N−4

2 .

Proof. The first property is an immediate consequence of (B.16) and of the estimate

‖Z(n)‖L2(SN−1) ≤
√
|SN−1| ‖Z(n)‖∞ ≤

√
|SN−1| dimHn

|SN−1| .

To prove the second inequality it is sufficient to recall the asymptotic behaviours dimHn ∼
nN−2, λn ∼ n2 for n→∞.



Appendix C

Gaussian heat kernel bounds via

Phragmén-Lindelöf theorem

Let (M,d, µ) be a metric measure space and let A be a non-negative self-adjoint operator

acting on L2(M,dµ). In this appendix we expose a technique to prove Gaussian estimates

for the analytic semigroup
{
e−zA, z ∈ C+

}
generated by A. If p(z, x, y) is the corresponding

heat kernel, we show that in presence of some L2 Gaussian estimates, the so-called Davies-

Gaffney estimates (C.24), the on-diagonal upper bounds

p(t, x, x) ≤ Ct−D2 , ∀ t > 0, x ∈M,

imply precise off-diagonal Gaussian estimates of the form

|p(z, x, y)| ≤ C(Re z)−D/2
(

1 + Re
d2(x, y)

4z

)D/2
exp

(
−Re

d2(x, y)

4z

)
,

where z ∈ C+, x, y ∈M .

The results presented here are mainly based on [21], where Coulhon and Sikora introduce

a method for deducing Gaussian bounds which relies on the Phragmén-Lindelöf theorem

and which has the advantage to be applicable to any uniformly bounded analytic family of

operators {Ψ(z) : z ∈ C+} satisfying the Davies-Gaffney estimates (C.24).

In the first section we show the equivalence between the ultracontractive estimate

‖e−tA‖1→∞ ≤ ct−
D
2 , t > 0, and the Gagliardo-Nirenberg type inequalities (C.3). Sec-

tions C.2 and C.3 introduce, respectively, some theorems of Phragmén-Lindelöf type and

the Davies-Gaffney estimates; Section C.4 combines together the results of the previous

sections and prove the upper Gaussian estimates for the heat kernel p.

In the following (M,µ) will be a σ-finite measure space. For 1 ≤ p, q ≤ +∞, we write

‖f‖p to denote the norm of a function f in Lp(M,dµ), 〈., .〉 to denote the scalar product

in L2(M,dµ), and, for a bounded linear operator T from Lp(M,dµ) to Lq(M,dµ), we write

‖T‖p→q for the operator norm of T .
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C.1 Ultracontractivity

Let (M,µ) be a σ-finite measure space and let e−tA be a strongly continuous semigroup

on L2 (M,µ) with generator −A. In this section we find sufficient condition on A which

guarantee, for some constants c, D > 0, the existence of L1-L∞ estimates of the form

‖e−tA‖1→∞ ≤ ct−
D
2 , t > 0. (C.1)

We refer the reader to [67] for finding the notion needed and the proof of the results presented

here.

Let a be a densely defined, symmetric, accretive, and closed form on L2 (M,µ). Let A

be the operator associated to a, that is

D(A) :=
{
u ∈ D(a) ; ∃v ∈ L2 (M,µ) s.t. a(u,w) = 〈v, w〉 ∀w ∈ D(a)

}
,

Au := v.

A is, by construction, a non-negative self-adjoint operator and, by standard results, −A gen-

erates a contractive analytic C0-semigroup
{
e−zA, z ∈ C+

}
on L2 (M,µ) (see, for example,

[67, Theorem 1.53]).

We start by observing that, in order to derive (C.1), it is sufficient to prove that

‖e−tA‖2→∞ ≤ ct−
D
4 , ∀t > 0.

Indeed, since L is self-adjoint, we obtain, by duality, the same estimate for the L1 − L2

norm, that is

‖e−tA‖1→2 ≤ ct−
D
4 , ∀t > 0.

Combining together the last inequalities we get, for K = c22
D
2 ,

‖e−tA‖1→∞ ≤ ‖e−
t
2
A‖1→2‖e−

t
2
A‖2→∞ ≤ Kt−

D
2 , ∀t > 0. (C.2)

The following Theorem shows that the L2−L∞ polynomial decay of
(
e−tA

)
t≥0

is equiv-

alent to a Gagliardo-Nirenberg type inequality.

Theorem C.1.1 [67, Theorem 6.2] Assume that the semigroup
(
e−tA

)
t≥0

is L∞-contractive

and let D > 0. The following assertions are equivalent:

(i) There exists a constant c > 0 such that

‖e−tA‖2→∞ ≤ ct−
D
4 , ∀t > 0.

(ii) For every q ∈ (2,∞] such that D q−2
2q < 1, one has, for some c′ > 0,

‖u‖q ≤ c′a(u, u)
D q−2

4q ‖u‖1−D
q−2
2q

2 , ∀u ∈ D(a). (C.3)
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(iii) There exists q ∈ (2,∞] such that D q−2
2q < 1, one has, for some c′ > 0,

‖u‖q ≤ c′a(u, u)
D q−2

4q ‖u‖1−D
q−2
2q

2 , ∀u ∈ D(a).

We extend, now, the L1−L∞ estimates (C.1) to the analytic semigroup
{
e−zA, z ∈ C+

}
.

We state, first, a famous result that allows to deduce from the ultracontractive estimates

(C.4), the existence of the integral kernel.

Theorem C.1.2 (Dunford-Pettis) Any bounded operator T from L1 (M,µ) to L∞ (M,µ)

is an integral operator, that is there exists K ∈ L∞ (M ×M) such that

Tf(x) =

∫

M
K(x, y)f(y)dµ(y), ∀f ∈ L1 (M,µ) .

Moreover

ess sup
x∈M,y∈M

|K(x, y)| = ‖T‖1→∞.

Proof. For the proof we refer to [26, Theorem 6, p.503] or [5, Theorem 1.3].

Proposition C.1.3 Let A be a self-adjoint operator. Let us assume that, for some con-

stants D,K > 0,

‖e−tA‖1→∞ ≤ Kt−
D
2 , ∀t > 0.

Then

‖e−zA‖1→∞ ≤ K(Re z)−
D
2 , ∀z ∈ C+. (C.4)

In particular e−zA is an integral operator for all z ∈ C+. This means that there exists a

measurable kernel p(z, x, y), such that

e−zAf(x) =

∫

M
p(z, x, y)f(y) dµ(y), for a.e. x ∈M, (C.5)

and

ess sup
x∈M,y∈M

|p(z, x, y)| ≤ K(Re z)−
D
2 , ∀z ∈ C+. (C.6)

Furthermore p has a representation such that p(·, x, y) is analytic in C+ for all x, y ∈M .

Proof. Let us start by observing that, since A is self-adjoint, iA generates a contractive

C0-group
(
eitA

)
t∈R on L2 (M,µ) (see for example [27, Theorem 3.24]) that is

‖eitA‖2→2 ≤ 1, ∀t ∈ R.
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Combining together the hypothesis and the last inequality and using ‖T ∗T‖1→∞ = ‖T‖21→2,

we obtain for t > 0, s ∈ R,

‖e−(t+is)A‖1→∞ ≤ ‖e−
t
2
A‖1→2‖e−isA‖2→2‖e−

t
2
A‖2→∞

= ‖e− t2A‖21→2‖e−isA‖2→2

= ‖e−tA‖1→∞‖e−isA‖2→2 ≤ K t−D/2.

This proves the desired L1 − L∞ estimates

‖e−zA‖1→∞ ≤ K(Re z)−
D
2 , ∀z ∈ C+.

The existence of the kernel, as well as its bound, is then a consequence of the Dunford-Pettis

Theorem C.1.2. The holomorphy of p follows from [5, Theorem 3.1] (see also [3, Lemma

4.1]).

Remark C.1.4 Let us assume that, for every z ∈ C+, the kernel p(z, ·, ·) is a continuous

complex-valued function defined on M ×M . Then (C.6) becomes

|p(z, x, y)| ≤ K(Re z)−
D
2 , for all z ∈ C+, x, y,∈M. (C.7)

Furthermore we remark that (C.7) is actually equivalent to the on-diagonal estimate

p(t, x, x) ≤ Kt−D2 , ∀t > 0, x ∈M. (C.8)

Indeed, by the semigroup property, for z ∈ C+, x, y,∈M ,

p(z, x, y) =

∫

M
p
(z

2
, x, u

)
p
(z

2
, u, y

)
dµ(u),

and the symmetry of e−zA yields

p
(z

2
, x, y

)
= p

(
z

2
, y, x

)
.

Therefore, if t = Re z, then

|p(z, x, y)| ≤
(∫

M
|p
(z

2
, x, u

)
|2 dµ(u)

) 1
2
(∫

M
|p
(z

2
, u, y

)
|2 dµ(u)

) 1
2

=

(∫

M
p
(z

2
, x, u

)
p
(z

2
, x, u

)
dµ(u)

) 1
2
(∫

M
p
(z

2
, x, u

)
p
(z

2
, u, y

)
dµ(u)

) 1
2

=
(
p(t, x, x)p(t, y, y)

) 1
2
.

This shows that

‖ exp(−zA)‖1→∞ = sup
x,y∈M

|p(z, x, y)| ≤ sup
x∈M

p(t, x, x),

and so (C.7) follows from (C.8).
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C.2 Theorems of Phragmén-Lindelöf type

We begin by stating the classical Phragmén-Lindelöf theorem for sectors.

Theorem C.2.1 Let S be the open region in C bounded by two rays meeting at an angle

π/α, for some α > 1/2. Suppose that F is analytic on S, continuous on S̄, and satisfies

|F (z)| ≤ C exp(c|z|β) for some β ∈ [0, α) and for all z ∈ S. Then the condition |F (z)| ≤ B
on the two bounding rays implies |F (z)| ≤ B for all z ∈ S.

Proof. See [77, Lemma 4.2, p.108].

The following Propositions are simple consequences of Theorem C.2.1.

Proposition C.2.2 [21] Suppose that F is an analytic function on C+. Assume that, for

given numbers A,B, γ > 0, a ≥ 0,

|F (z)| ≤ B, ∀ z ∈ C+, (C.9)

|F (t)| ≤ Aeate− γt , ∀ t ∈ R+. (C.10)

Then

|F (z)| ≤ B exp
(
−Re

γ

z

)
, ∀ z ∈ C+. (C.11)

Proof. Let us consider the function defined, for ζ ∈ C+, by

g(ζ) = F

(
γ

ζ

)
eζ .

By (C.9) we have |g(ζ)| ≤ BeRe ζ . In particular, for any ε > 0,

sup
Re ζ=ε

|g(ζ)| ≤ Beε. (C.12)

Using (C.10),

sup
ζ∈[ε,∞)

|g(ζ)| ≤ Aeaγ/ε. (C.13)

Hence, by Phragmén-Lindelöf theorem with angle π/2 and β = 1, applied to

S+
ε = {z ∈ C : Re z > ε and Imz > 0}

and

S−ε = {z ∈ C : Re z > ε and Imz < 0},

one obtains

sup
Re ζ≥ε

|g(ζ)| ≤ max{Aeaγ/ε, Beε}, ∀ ε > 0.
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Now by the Phragmén-Lindelöf theorem with angle π and β = 0,

sup
Re ζ≥ε

|g(ζ)| ≤ Beε, ∀ ε > 0. (C.14)

Letting ε→ 0 we obtain

sup
Re ζ>0

|g(ζ)| ≤ B.

(C.11) then follows by putting ζ = γ
z .

Remark C.2.3 The estimate (C.11) does not depend on the constants A, a of (C.10). This

property is the crucial key that allows to derive the upper Gaussian estimates of Section C.4

and the self-improving property of the Davies-Gaffney estimates of Lemma C.3.3.

Let us define now, for a given γ > 0,

Cγ = {z ∈ C \ {0} : Re
γ

z
≥ 1}.

Cγ is the closed disk in C+ centred on the real axis, tangent to the imaginary axis and with

radius γ/2.

Proposition C.2.4 [21] Let F be an analytic function on C+. Assume that, for given

numbers A,B, γ, ν > 0,

|F (z)| ≤ A, ∀ z ∈ C+; (C.15)

|F (t)| ≤ Ae− γt , ∀ t ∈ R+, 0 < t ≤ γ; (C.16)

|F (z)| ≤ B (Re z)−ν/2 , ∀ z ∈ Cγ . (C.17)

Then

|F (z)| ≤ eBγ ν2 |z|−ν exp
(
−Re

γ

z

)
, ∀ z ∈ Cγ . (C.18)

Furthermore if one replaces (C.17) with the stronger condition

|F (z)| ≤ B (Re z)−ν/2 , ∀ z ∈ C+. (C.19)

then one has

|F (z)| ≤ eB (Re z)−
ν
2

(
1 + Re

γ

z

) ν
2

exp
(
−Re

γ

z

)
, ∀ z ∈ C+. (C.20)

Proof. Consider again the function defined, for ζ ∈ C+, by

g(ζ) = F

(
γ

ζ

)
eζ .
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It satisfies condition (C.12) and (C.13) with B = A, a = 0 and ε = 1. Hence by (C.14)

sup
Re ζ≥1

|g(ζ)| ≤ eA. (C.21)

Consider now the function v defined on C+ by

v(ζ) = (2ζ)−νg(ζ).

Note that |v(ζ)| ≤ 2−ν |g(ζ)| for Re ζ ≥ 1 so, by (C.21), v is bounded on the set Re ζ ≥ 1 .

Now the Phragmén-Lindelöf theorem, with angle π and β = 0, yields

sup
Re ζ≥1

|v(ζ)| = sup
Re ζ=1

|v(ζ)|.

Put ζ = 1 + is. By (C.17),

sup
Re ζ=1

|v(ζ)| = sup
Re ζ=1

|(2ζ)−νF
(
γ

ζ

)
eζ |

≤ sup
Re ζ=1

eB|2ζ|−ν
(

Re
γ

ζ

)−ν/2

≤ eB (4γ)−
ν
2 sup
s∈R

(1 + s2)−ν/2
(

1

1 + s2

)−ν/2
= eB (4γ)−

ν
2 .

Hence

sup
Re ζ≥1

|v(ζ)| ≤ eB (4γ)−
ν
2 . (C.22)

Now let ζ = γ
z and let us observe that Re ζ ≥ 1 is equivalent to z ∈ Cγ . Then (C.22)

becomes

|F (z)| ≤ eBγ ν2 |z|−ν exp
(
−Re

γ

z

)
.

This proves (C.18) for all z ∈ Cγ .

For the proof of the last claim, we use the elementary equality Re (1
z ) = Re z

|z|2 to write

the last relation as

|F (z)| ≤ eB (Re z)−
ν
2

(
Re

γ

z

) ν
2

exp
(
−Re

γ

z

)
,

where z ∈ C+ and Re γ
z ≥ 1. On the other hand, if we assume (C.19), we have , for every

z ∈ C+ such that Re γ
z ≤ 1,

|F (z)| ≤ B (Re z)−
ν
2 ≤ eB (Re z)−

ν
2 exp

(
−Re

γ

z

)
.

Summing the last two inequalities we get (C.20).
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C.3 Davies-Gaffney estimates

Let (M,d, µ) be a metric measure space, that is µ is a Borel measure with respect to

the topology defined by the metric d, and let B(x, r) = {y ∈ M, d(x, y) < r} denote the

open ball with center x ∈M and radius r > 0.

Suppose that, for every z ∈ C+, Ψ(z) is a bounded linear operator acting on L2(M,dµ)

and that Ψ(z) is an analytic function of z. Assume in addition that Ψ(z) is contractive over

L2(M,dµ) that is

‖Ψ(z)‖2→2 ≤ 1, ∀ z ∈ C+. (C.23)

Definition C.3.1 For U1, U2 open subsets of M , let d(U1, U2) = infx∈U1,y∈U2 d(x, y). We

say that the family {Ψ(z) : z ∈ C+} satisfies the Davies-Gaffney estimate if

|〈Ψ(t)f1, f2〉| ≤ exp

(
−r

2

4t

)
‖f1‖2‖f2‖2 (C.24)

for all t > 0, Ui ⊂ M , fi ∈ L2(Ui, dµ), i = 1, 2 and r = d(U1, U2). Note that we only

assume that (C.24) holds for positive real t.

Remark C.3.2 Given (C.23) it is enough to test (C.24) for balls Ui = B(xi, ri), where

x1, x2 ∈M and r1, r2 > 0, and for characteristic function fi = χUi (see [21, Lemma 3.1]).

Furthermore we remark that the constants in (C.23) and (C.24) have been normalized

to one for simplicity. By the way any additional multiplicative constant can be absorbed by

multiplying accordingly the family Ψ(z). Indeed let us simply suppose the family Ψ(z) to be

bounded over L2(M,dµ) that is, for some analytic function c(z) such that |c(z)| > 0,

‖Ψ(z)‖2→2 ≤ |c(z)|, ∀ z ∈ C+.

Replacing Ψ(z) with 1
c(z)Ψ(z), the definition(C.24) reads as

|〈Ψ(t)f1, f2〉| ≤ |c(t)| exp

(
−r

2

4t

)
‖f1‖2‖f2‖2.

As a consequence of Proposition C.2.2 and Remark C.3.2, any additional multiplicative

constant and exponential factor in (C.24) can be replaced by the constant in (C.23).

Lemma C.3.3 [21] Suppose that the family {Ψ(z) : z ∈ C+} satisfies condition (C.23).

Assume in addition that, for some C ≥ 1 and some a > 0,

|〈Ψ(t)f1, f2〉| ≤ Ceate−
r2

4t ‖f1‖2‖f2‖2, ∀t > 0, (C.25)

whenever fi ∈ L2(M,dµ), suppfi ⊆ B(xi, ri), i = 1, 2, and r = d(B(x1, r1), B(x2, r2)).

Then the family {Ψ(z) : z ∈ C+} satisfies condition (C.24).
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Let, now, A be a non-negative self-adjoint operator on L2(M,dµ); we say that A satisfies

the Davies-Gaffney condition if (C.24) holds with Ψ(t) = e−tA.

One may wonder what is the justification of the constant 4 in (C.24). It is proved in

[74, Theorem 2] (see also [21, Theorem 3.4]) that the Davies-Gaffney estimates (C.24) are

equivalent to the fact that the corresponding wave equation ∂ttu+Au = 0 has propagation

speed 1; roughly speaking 4 is the good normalisation between the operator A and the

distance d. If cos(t
√
A) is the cosine function generated by A (see for example [4, page 203]

and [31]), then (C.24) is equivalent to

〈cos(t
√
A)f1, f2〉 = 0

for all 0 < t < r, open sets Ui ⊂M , fi ∈ L2(Ui, dµ), i = 1, 2, where r = d(U1, U2).

C.4 Gaussian upper bounds for the heat kernel

Let (M,d, µ) be a metric measure space and let A be a non-negative self-adjoint operator

acting on L2(M,dµ); we already saw, in section C.1, that −A generates a contractive

analytic C0-semigroup
{
e−zA, z ∈ C+

}
on L2 (M,µ); in other words Ψ(z) = e−zA, z ∈ C+

satisfies condition (C.23).

Let us assume that, for some constant D,K > 0,

‖e−tA‖1→∞ ≤ Kt−
D
2 , ∀t > 0. (C.26)

Then it follows, from Proposition C.1.3, that

‖e−zA‖1→∞ ≤ K(Re z)−
D
2 , ∀z ∈ C+. (C.27)

In particular e−zA is an integral operator for all z ∈ C+ whose kernel p(z, x, y) satisfies

e−zAf(x) =

∫

M
p(z, x, y)f(y) dµ(y), for a.e. x ∈M,

and

ess sup
x∈M,y∈M

|p(z, x, y)| ≤ K(Re z)−
D
2 , ∀z ∈ C+.

Under the hypothesis of continuity of p(z, ·, ·), we can replace the essential supremum with

the supremum obtaining

|p(z, x, y)| ≤ K(Re z)−D/2, ∀ z ∈ C+, x, y ∈M.

Moreover, recalling Remark C.1.4, the last inequality is equivalent to the on-diagonal esti-

mate

p(t, x, x) ≤ K t−D/2, ∀ t > 0, x ∈M. (C.28)
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The next theorem shows how to deduce, from (C.26), precise off-diagonal Gaussian estimates

for p(z, x, y).

Theorem C.4.1 [21] Let (M,d, µ) be a metric measure space and let A be a non-negative

self-adjoint operator acting on L2(M,dµ). Let us suppose that
{
e−zL, z ∈ C+

}
satisfies the

Davies-Gaffney condition (C.24) and that, for some K, D > 0,

‖e−tA‖1→∞ ≤ Kt−
D
2 , ∀t > 0.

Assume, furthermore, that, for every z ∈ C+, the heat kernel p(z, ·, ·) of e−zA is a continuous

complex-valued function defined on M ×M . Then

|p(z, x, y)| ≤ eK(Re z)−D/2
(

1 + Re
d2(x, y)

4z

)D/2
exp

(
−Re

d2(x, y)

4z

)
(C.29)

for all z ∈ C+, x, y ∈M .

Proof. Let us fix x, y ∈M and, for d(x, y) > 2s > 0, let us consider the bounded analytic

function F : C+ → C defined by the formula

F (z) = 〈e−zAf1, f2〉,

where f1 ∈ L1(B(x, s), dµ) ∩ L2(B(x, s), dµ), f2 ∈ L1(B(y, s), dµ) ∩ L2(B(y, s), dµ) and

‖f1‖1 = ‖f2‖1 = 1.

Using the Davies-Gaffney estimates (C.24) and (C.23), we get

|〈e−zAf1, f2〉| ≤ ‖f1‖2‖f2‖2, ∀ z ∈ C+;

|〈e−tAf1, f2〉| ≤ ‖f1‖2‖f2‖2 e−
r2

4t , ∀ t ∈ R+;

So F (z) = 〈e−zAf1, f2〉 satisfies (C.15) and (C.16) with

γ = r2/4, where r = d(x, y)− 2s, and A = ‖f1‖2‖f2‖2 <∞.

Using (C.27) we get

|〈e−zAf1, f2〉| ≤ K(Re z)−D/2, ∀ z ∈ C+,

so that F satisfies (C.19) with ν = D and B = K.

Applying Proposition C.2.4 we, therefore, obtain

|〈e−zAf1, f2〉| ≤ eK (Re z)−
D
2

(
1 + Re

r2

4z

)D
2

exp

(
−Re

r2

4z

)
, ∀ z ∈ C+.



C.4 Gaussian upper bounds for the heat kernel 156

This implies

|p(z, x, y)| ≤ sup
{
|p(z, x′, y′)| : x′ ∈ B(x, s), y′ ∈ B(y, s)

}

= sup
{
〈e−zAf1, f2〉| : ‖f1‖L1(B(x,s),dµ) = ‖f2‖L1(B(y,s),dµ) = 1

}

≤ eK (Re z)−
D
2

(
1 + Re

r2

4z

)D
2

exp

(
−Re

r2

4z

)
.

Taking, in the last inequality, the limit for s→ 0 we prove the claim.

Remark C.4.2 For z = t ∈ R+, the estimates (C.29) can be improved. It is possible

to prove that, if M is a complete Riemannian manifold and −A is its Laplace-Beltrami

operator, then

p(t, x, y) ≤ Ct−D/2
(

1 +
d2(x, y)

4t

)D−1
2

exp

(
−d

2(x, y)

4t

)
,

(see, for example, [75]). This result is sharp: indeed it was shown in [59] that, on the

D-dimensional sphere SD, the following asymptotic relation holds

p(t, x, y) ' ct−D2
(
d(x, y)2

t

)D−1
2

e−
d(x,y)2

4t , as t→ 0,

where x and y are conjugate points.

The fact that, in (C.29), the exponent in the polynomial correction factor in front of the

exponential cannot be improved to (D− 1)/2 is related to the fact that the proof of Theorem

C.4.1 does not use the semigroup property of the family Ψ(z) = e−zA.

With the same technique, indeed, it is possible to extend Theorem C.4.1 to any analytic

family of operators {Ψ(z) : z ∈ C+} acting on L2(M,dµ) satisfying (C.23), (C.24) and

‖Ψ(z)‖1→∞ ≤ K(Re z)−D/2, for z ∈ C+ (see [21]).



Notation

Let V be an open subset of RN , 1 ≤ p, q ≤ ∞.

N0 = N ∪ {0} set of natural numbers including 0

RN euclidean N -dimensional space

Ω RN \ {0}
SN−1 unit sphere {‖x‖ = 1} in RN

B(x, r) open ball in RN centred in x with radius r > 0

Br {x ∈ Rn : |x| < r}
Br {x ∈ Rn : |x| ≤ r}
C complex plane

Re z real part of z ∈ C
C+ {z ∈ C : Re z > 0}
|J | Lebesgue measure of a given set J

Jc complementary set of J

χJ characteristic function of a set J

δij , δ
j
i Kronecker symbol

D(a) domain of the sesquilinear form a

D(A) domain of the operator A

ρ(A) resolvent set of the operator A

σ(A) spectrum of the operator A

R(λ,A) Resolvent (λ−A)−1 of the operator A

a ∧ b minimum between a, b ∈ R
a ∨ b maximum between a, b ∈ R
I identity matrix of RN×N

x⊗ y the matrix (xiyj)i,j=1,...N , for x, y ∈ RN

(x, y), 〈x, y〉, x · y inner product of x, y ∈ RN :

N∑

i=1

xiyi

|x| euclidean norm of x ∈ RN

supp u support of a given function u
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f(x) ' g(x)
(
C1 g(x) ≤ f(x) ≤ C2 g(x), x ∈ I

)
, for f, g positive

functions defined in I, and for some C1, C2 > 0

Dt, ∂t,
∂
∂t partial derivative with respect to the variable t

Di, ∂i,
∂
∂xi

partial derivative with respect to the variable xi

Dij , ∂ij ,
∂2

∂xi∂xj
second partial derivative with respect to the variables

xi, xj

∇u space gradient of a real valued function u

D2u Hessian matrix of a real valued function u

x = rω spherical coordinates of x ∈ RN : r = |x| ≥ 0, ω = x
|x| ∈

SN−1

Dr, ∂r radial derivative
∑N

i=1Di
xi
r

Drr, ∂rr second radial derivative
∑N

i,j=1Dij
xixj
r2

∇τ tangential component of the gradient ∇ = Dr
x
|x| + ∇τ

r

∆0 Laplace-Beltrami op. on SN−1: ∆ = Drr+N−1
r Dr+ ∆0

r2

Lp(M,dµ) Lp space over M with respect the measure dµ

‖f‖p norm of f ∈ Lp(M,dµ)

‖f‖∞ sup-norm of f

‖T‖p→q operator norm of a bounded linear operator T from

Lp(M,dµ) to Lq(M,dµ)

〈f, g〉 inner product of f, g ∈ L2(M,dµ)

L2
µ L2

(
RN , dµ

)
, dµ = |x|γdx

L2
ν L2

(
RN , dν

)
, dν = φ2dµ, with φ defined in (3.8)

Cb(V ) Banach space of all continuous and bounded functions

in V , endowed with the sup-norm

C0(V ) subspace of Cb(V ) consisting of functions vanishing at

the boundary of V , including ∞ when V is unbounded

C∞c (V ) space of infinitely continuously differentiable functions

with compact support in V

W k,p(V ) usual Sobolev space

W k,p
loc (V ) space of functions belonging to W k,p(V ′) for all

bounded open set V ′ such that V ′ ⊂ V
W 1,∞
c (RN \ {0}) set of functions u ∈ W 1,∞(RN ) such that suppu is

compact in RN \ {0}
(M, g) Riemannian manifold M with metric tensor g

dg Riemannian distance induced on M by g

Lip(M, dg) class of real functions defined on M which are

Lipschitz-continuous with respect to the distance dg
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Lip(f, dg) for f ∈ Lip(M, dg), the best constant L such that

|f(p)− f(q)| ≤ Ldg(p, q) for every p, q ∈M

In order to help reading, we list below the main parameters and formulas we use sys-

tematically through the dissertation.

• The second-order elliptic operator

L = ∆ + (a− 1)

N∑

i,j=1

xixj
|x|2 Dij + c

x

|x|2 · ∇ −
b

|x|2 ,

a > 0, b, c ∈ R.

• The (non-negative) discriminant of the the indicial equation−as2+(N−1+c−a)s+b =

0 is denoted by

D =
b

a
+

(
N − 1 + c− a

2a

)2

.

• The reference measure is dµ = |x|γ dx, where γ = N−1+c
a −N + 1.

• |x|−s1 , |x|−s2 are the radial solutions of Lu = 0 where s1, s2 are the roots of the

indicial equation given by

s1 :=
N − 1 + c− a

2a
−
√
D, s2 :=

N − 1 + c− a
2a

+
√
D.

Moreover, s1 = N
2 − 1−

√
D + γ

2 .



Bibliography

[1] M. Aizenman, B. Simon: Brownian motion and Harnack inequality for Schrödinger

operators, Comm. Pure Appl. Math. 35, no. 2, (1982) 209-273.

[2] M. Abramowitz, I.A. Stegun: Handbook of mathematical functions with formulas,

graphs, and mathematical tables, National Bureau of Standards Applied Mathematics

Series 55, Washington, D.C. 1964.

[3] W. Arendt: Semigroup properties by Gaussian estimates, Nonlinear Evolution Equa-

tions and Applications, RIMS, Kyoto, Kokyuroku 1009, (1997), 162-180.

[4] W. Arendt, C. Batty, M. Hieber, F. Neubrander: Vector-valued Laplace Trans-

forms and Cauchy Problems, Second Edition, Monographs in Mathematics Vol. 96,

Birkhäuser Basel, 2011.

[5] W. Arendt, A. Bukhvalov: Integral representations of resolvents and semigroups,

Forum Math. 6 (1994), 111-135.

[6] D. Aronson: Bounds for fundamental solutions of a parabolic equation, Bull. Amer.

Math. Soc. 73 (1967), 890-896.

[7] T. Aubin: Nonlinear Analysis on Manifolds. Monge-Ampre Equations Grundlehren

der mathematischen Wissenschaften, Vol. 252, Springer, 1982.

[8] P. Auscher: Regularity theorems and heat kernels for elliptic operators J. London

Math. Soc. 54 (1996), 284-296 .
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