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Abstract

This thesis is devoted to the mathematical study of problems involving the general

question of the interaction between continuous and discrete objects. More precisely, one

wants to answer to the following questions: how to approximate a probability measure

by a finite support measure? How to represent the evolution of a system of interacting

particles as the number of particles goes to infinity?

First, we focus on the problem of quantization of measures. Given a continuous den-

sity, such a problem consists in finding an optimal way to approximate it by a finite

distribution of points. The idea is to start from a random distribution and define a

dynamic that makes the particles evolve until they reach the optimal position. From

a mathematical point of view, finding such a dynamic and showing convergence to-

wards the optimal configuration leads to many difficulties. We solve this problem in

the one-dimensional case under suitable regularity hypotheses on the density we want to

approximate.

Then, we study the quantization problem on Riemannian manifolds. Under some

global assumption on the behaviour of the measure at “infinity” we estimate the quan-

tization error. This generalizes the known results in the flat case. Our new growth

assumption depends on the curvature of the manifold and reduces, in the flat case, to a

moment condition. We also provided a counterexample showing that such hypothesis is

sharp.

In a second time, we are concerned with the mathematical study of some aspects of

the Vlasov-Poisson equation, that represents a classical kinetic model in plasma physics.

At large spatial and time scales, plasmas have the tendency to be quasineutral, i.e.

the local charge disappears. On the other hand, at small spatial and time scales, the

quasineutrality is not longer verified. The typical degeneracy scales are the oscillation

frequency of the electrons and the Debye length. The Debye length is the distance at

which electrons screen out electric fields and it is often very small compared to the spatial
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observation length.

We study the quasineutral limit, i.e. the limit as the Debye length tends to zero, for

the Vlasov-Poisson equation with massless electrons. Such a model seems to be more

appropriate to describe plasmas created in laboratory, for whom the global neutrality is

always verified. The study of these singular limits leads to interesting problems, both in

physics and in mathematics. We study the hydrodynamic limit for the Vlasov-Poisson

system for ions towards a system of Euler compressible type, in a regime where the Debye

length and the temperature are small. Using a family of distances of Wasserstein-type on

probability measures, we obtain some convergence and stability estimates that generalise

and improve some previous results, both in dimension one and in higher dimensions.
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Introduction

This thesis is devoted to the study of problems arising from the wide context of statistical

mechanics. More precisely, the objective of this thesis is twofold. First, we study the

problem of quantization of measures that concerns the approximation in some optimal

way of a diffuse measure with discrete ones. Second, we focus on the quasineutral

limit for the Vlasov-Poisson equation. The common root of these topics is the general

task of finding a rigorous justification of the description of a large number of identical

objects -typically physical particles as gas molecules or ions and electrons in a plasma-

via approximate models that describe the behaviour of the “generic object” of a physical

system. As a common feature, in both these problems we make extensive use of some

optimal transport metrics. Moreover, this work involves tools in probability, calculus of

variations, and Riemannian geometry.

The thesis is split in two parts organized as follows.

In Chapter 1 we review some basic facts on optimal transport theory and we discuss

its connection to the quantization problem. Then in Chapters 2 and 3 we collect the

results from our two papers [26, 65], dealing respectively with a dynamical approach to

the quantization problem in one dimension, and a complete study of the quantization

problem on Riemannian manifolds.

In the second part we first explain how to obtain the Vlasov equation as the mean field

limit of N particle systems following the Newton’s law, then we briefly recall the main

results about the Vlasov-Poisson equation, and we motivate the study of its quasineutral

limit. Then in Chapters 5 and 6 we present the results from the papers [59, 60].

Regarding the notation, we tried to make it as much unified as possible. However, for

the convenience of the reader, the main specific notation and definitions will be briefly

reintroduced at the beginning of each chapter.

Before entering into the core of the thesis, in the next Sections we give an overview

of all results.
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12 Introduction

0.1 Quantization of Measures.

In our context, the term quantization refers to the process of finding the best approxi-

mation of a d-dimensional probability distribution by a convex combination of a finite

number N of Dirac masses. This problem arises in several contexts and has applications

in information theory (signal compression), numerical integration, mathematical models

in economics (optimal location of service centers), and kinetic theory. For a detailed

exposition and a complete list of references see [47].

To describe our results, let us introduce the setup of the problem. Fixed r ≥ 1,

consider µ a probability measure on an open set Ω ⊂ Rd. Given N points x1, . . . , xN ∈ Ω,

one wants to find the best approximation of µ, in the Wasserstein distance Wr, by a

convex combination of Dirac masses centered at x1, . . . , xN . Hence one minimizes

inf

{
Wr

(∑

i

miδxi , µ

)r
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
,

with

Wr(ν1, ν2) := inf

{(∫

Ω×Ω

|x− y|rdγ(x, y)

)1/r

: (π1)#γ = ν1, (π2)#γ = ν2

}
,

where γ varies among all probability measures on Ω× Ω, and πi : Ω× Ω→ Ω (i = 1, 2)

denotes the canonical projection onto the i-th factor.

Remark 0.1.1. We draw the attention on a terminology issue on optimal transport

metrics: they can be found equivalently under the name of Monge-Kantorovich distances

and Wasserstein distances, and we shall equivalently use either of them. In particular,

one can also write the above minimization problem as

inf

{
MKr

(∑

i

miδxi , µ

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
,

For more details, we refer to Definition 1.2.1.

The best choice of the masses mi is explicit and can be expressed in terms of the

so-called Voronoi cells. Also, the following identity holds (see Lemma 1.2.7):

inf

{
Wr

(∑

i

miδxi , µ

)r
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
= FN,r(x

1, . . . , xN),
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where

FN,r(x
1, . . . , xN) :=

∫

Ω

min
1≤i≤N

|xi − y|r dµ(y).

Hence, the main question becomes:

Where are the “optimal points” (x1, . . . , xN) located?

The following result describe the asymptotic distribution of the minimizing configu-

rations (see for instance [47]):

Theorem 0.1.2. Let µ = h dx+ µs be a probability measure on Rd satisfying
∫

Rd
|x|r+δ dµ(x) <∞, (0.1.1)

and let x1, . . . , xN minimize the functional FN,r : (Rd)N → R+. There exists a constant

Cr,d > 0 such that

N r/dFN,r(µ)→ Cr,d

(∫

Rd
hd/(d+r) dx

)(d+r)/d

. (0.1.2)

In addition, if µs ≡ 0 then

1

N

N∑

i=1

δxi ⇀
hd/d+r

∫
Ω
hd/d+r(y)dy

dx as N →∞. (0.1.3)

These issues are relatively well understood from the point of view of the calculus

of variations [47, Chapter 1, Chapter 2]. One of our purposes is to consider instead a

dynamic approach to this problem, as we shall describe now. Let µ = h dx and given

N points x1
0, . . . , x

N
0 ∈ Rd consider their evolution under the gradient flow generated by

FN,r, that is, solve the system of ODEs in (Rd)N

{ (
ẋ1(t), . . . , ẋN(t)

)
= −∇FN,r

(
x1(t), . . . , xN(t)

)
,(

x1(0), . . . , xN(0)
)

= (x1
0, . . . , x

N
0 )

As usual in gradient flow theory, as t→∞ one expects the points
(
x1(t), . . . , xN(t)

)

to converge to a minimizer (x̄1, . . . , x̄N) of FN,r. Hence, in view of (0.1.3), one expects

1

N

N∑

i=1

δx̄i ⇀
hd/d+r

∫
Ω
hd/d+r(y)dy

dx as N →∞.
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We want to understand this convergence result also at the level of the ODE. To do that,

we need to take a “limit” as N →∞ in the above ODE system.

In order to give a meaning to this, we need to isometrically embed every RN in one

space, that we choose to be L2(Rd;Rd). More precisely, we take a set of reference points

(x̂1, . . . , x̂N) and we parameterize a general family of N points xi as the image of x̂i via

a map X : Rd → Rd, that is

xi = X(x̂i).

In this way, the functional FN,r(x
1, . . . , xN) can be rewritten in terms of the map X and

(a suitable renormalization of it) should converge to a functional F [X]. Hence, we expect

the evolution of xi(t) for N large to be well-approximated by the L2-gradient flow of F .

In Chapter 2 we consider the one-dimensional case Ω = (0, 1) and we show that

the gradient flow PDE for the limiting functional F for the L2-metric is given by the

following non-linear parabolic equation

∂tX =
1

2r(r + 1)

(
(r + 1)∂θ

(
h(X)|∂θX|r−1∂θX

)
− h′(X)|∂θX|r+1

)
, (0.1.4)

coupled with the Dirichlet boundary condition. Our main result shows that, under the

assumptions that ‖h − 1‖C2 � 1 and the initial datum is smooth and strictly increas-

ing, the discrete and the continuous gradient flows remain uniformly close in L2 for all

times. In addition, by entropy-dissipation inequalities for the PDE, we can show that

the continuous gradient flow converge exponentially fast to the stationary state for the

PDE, which corresponds in Eulerian variables (see Section 0.1.1 below) to the measure
h1/3 dθ∫
h1/3 , as predicted by the static Theorem 0.1.2.

In particular, under the assumption that ‖h − 1‖C2 � 1, we can prove the follow-

ing quantitative convergence result for the empirical measure associated to the discrete

gradient flow:

Theorem 0.1.3. Let
(
x1(t), . . . , xN(t)

)
be the gradient flow of FN,2, and assume that

h ∈ C3,α([0, 1]) for some α ∈ (0, 1), with ‖h− 1‖C2 � 1. Then there exist two constants

c′, C ′ > 0 such that

W1

(
1

N

∑

i

δxi(t),
h1/3 dθ∫
h1/3

)
≤ C ′ e−c

′t/N3

+
C ′

N
∀ t ≥ 0.

In particular

W1

(
1

N

∑

i

δxi(t),
h1/3 dθ∫
h1/3

)
≤ 2C ′

N
∀ t ≥ N3 logN

c′
.
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This theorem formalizes the heuristic argument given before about the fact that the

gradient flows of FN,2 should converge to a minimizer as t→∞.

Let us comment on the assumptions. First of all, the C3,α regularity on h allows us to

use parabolic regularity theory to control the errors in the discretization of the functional.

Secondly, the closeness in C2 to 1 is justified by the fact that, under this assumption,

the functional F is convex. Indeed, in general it is not true that the gradient flow of a

functional converge to a global minimizer without some convexity assumptions [4]. In

our paper we do not actually show that FN,2 is convex (we believe this is false), but by

a delicate combination of arguments including the maximum principle and L2-stability

estimates for F , we can show that the discrete flow and the continuous one remain close,

uniformly in time.

This result is completely new in its spirit: it combines tools from nonlinear PDEs

and calculus of variations in a problem which, up to now, has always been studied with

completely different approaches. As an ongoing project, we are trying to extend the

result above to higher dimension. It is worth noticing that the strategy described above

is very specific to the one dimensional case, hence completely new ideas and tools are

needed.

0.1.1 From the Lagrangian to the Eulerian setting.

Equation (0.1.4) provides a Lagrangian description of the evolution of our system of

particles in the limit N → ∞. We can also study the Eulerian picture for the gradient

flow PDE. If we denote by f(t, x) the image of the Lebesgue measure through the map

X, i.e.

f(t, x)dx = X(t, θ)#dθ,

then the PDE satisfied by f takes the form

∂tf(t, x) = −rCr∂x
(
f(t, x)∂x

( ρ(x)

f(t, x)r+1

))
, (0.1.5)

with periodic boundary conditions, and we expect the following long time behavior

f(t, x) −→ ρ1/(r+1)(x)∫ 1

0
ρ(y)1/(r+1)dy

as t→∞.

Notice that if ρ ≡ 1, (0.1.5) becomes

∂tf = −Cr(r + 1)∂2
x

(
f−r
)
,
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which is an equation of very fast diffusion type [93]. It is interesting to point out that

the above equation set on the whole space R or with zero Dirichlet boundary conditions

has no solutions, since all the mass instantaneously disappear [91, Theorem 3.1]. It is

therefore crucial that in our setting the equation has periodic boundary conditions. In

particular, in Chapter 2 we proved that our equation satisfies a comparison principle,

and this plays a fundamental role in our proof of Theorem 0.1.3.

0.1.2 What happens on Riemannian manifolds?

The quantization problem on Riemannian manifolds had been previously studied on

compact manifolds. In order to develop a more complete theory for this problem, in

Chapter 3 we investigate the quantization problem for probability measures on general

Riemannian manifolds.

While on compact manifolds one can prove (0.1.2) and (0.1.3) by using a suitable

localization argument, the situation is very different when the manifold is non-compact.

Indeed, some global hypotheses on the behavior of the measure at “infinity” have to be

imposed. These new growth assumption that we find depends on the curvature of the

manifold and reduces, in the flat case, to a moment condition. We also build an example

showing that our hypothesis is sharp.

To state the result we need to introduce some notation: given a point x0 ∈ M, we

can consider polar coordinates (ρ, ϑ) on Tx0M' Rd induced by the constant metric gx0 ,

where ϑ denotes a vector on the unit sphere Sd−1. Then, we can define the following

quantity that measures the size of the differential of the exponential map when restricted

to a sphere Sd−1
ρ :

Ax0(ρ) := ρ sup
v∈Sd−1

ρ , w∈TvSd−1
ρ , |w|x0=1

∣∣∣dv expx0
(w)
∣∣∣
expx0

(v)
, (0.1.6)

The result on non-compact manifolds reads as follow:

Theorem 0.1.4. Let (M, g) be a complete Riemannian manifold, and let µ = h dvol+µs

be a probability measure on M.

Assume that there exist x0 ∈M and δ > 0 such that
∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x) <∞. (0.1.7)

and let x1, . . . , xN minimize the functional FN,r : (M)N → R+. Then (0.1.2) and (0.1.3)

hold.
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Remark 0.1.5. If M = Hd is the hyperbolic space, then Ax0(ρ) = sinh ρ and (0.1.7)

reads as
∫

Hd
d(x, x0)r+δ dµ(x) +

∫

Hd
sinh

(
d(x, x0)

)r
dµ(x) ≈

∫

Hd
er d(x,x0) dµ(x) <∞.

IfM = Rd then Ax0(ρ) = ρ and (0.1.7) coincides with the finiteness of the (r+δ)-moment

of µ, as in Theorem 0.1.2.

We notice that the moment condition (0.1.1) required on Rd is not sufficient to ensure

the validity of the result on Hd. Indeed the following negative result holds:

Theorem 0.1.6. There exists a measure µ on H2 such that

∫

H2

d(x, x0)p dµ <∞ ∀ p > 0, ∀x0 ∈ H2,

but

N r/dFN,r(µ)→∞ as N →∞.

These results provide a conclusive answer to the static problem in the Riemannian

setting.

0.2 Quasineutral limit for the Vlasov-Poisson equa-

tion.

The two main classes of kinetic equations are the collisional equations of Boltzmann

type, and the mean field equations of Vlasov type modeling long-range interactions. Our

focus here is on this latter class of equations that, for example, can be used to describe

galaxies and plasmas.

To introduce the Vlasov-Poisson equation let us start considering N classical particles

of equal masses interacting via Newton’s equations in Rd

ẍi(t) = − 1

N

∑

j

∇W (xi(t)− xj(t)),

where xi(t) ∈ Rd is the position of particle i at time t and the force is given by an

interaction potential W : Rd → R (with a proper scaling).
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In applications N may refer to the number of stars in a galaxy or to the electrons

in a plasma, so N could be of order of 1020! This makes the equations untractable in

practice. The mean field limit N → ∞ transforms this huge system of ODEs to one

single PDE. It is not a priori obvious how one can let the dimension of the phase space

go to infinity so, to perform the limit, we rewrite the equations in term of the empirical

measure µNt (dxdv) := N−1
∑
δ((xi(t),vi(t)).

This measure belongs to the space of probability measures on the single-particle phase

space, which is an infinite-dimensional space, but independent of the number of particles.

So the Newton’s equations become

∂µNt + v · ∇xµ
N
t + FN(t, x) · ∇vµ

N
t = 0, FN := −

(
∇W ∗x,v µNt

)
;

and then, in the limit N →∞, we obtain an equation for the limiting measure µt(dxdv).

Assuming that µt(dxdv) = f(t, x, v)dxdv, we obtain the nonlinear Vlasov equation for

the density function f(t, x, v) with interaction potential W :1

(V E) :=

{
∂tf + v · ∂xf + F (t, x) · ∂vf = 0,

F = −∇W ∗x ρ ρ(t, x) =
∫
f(t, x, v)dv.

(0.2.1)

Among the possible choices for the interaction potential, a very important case is

played by the Vlasov-Poisson equation in plasma physics. In this model heavy ions

are treated as a fixed background, f(t, x, v) is the density of electrons, and the interac-

tion potential W is the Coulomb potential, i.e., W is the fundamental solution of the

Laplacian. Another interesting variant of the Vlasov-Poisson equation is given by the

Vlasov-Poisson system for massless electrons : this system describes a plasma from the

viewpoint of the ions while the electrons move very fast and quasi-instantaneously reach

their local thermodynamic equilibrium. Then the density of the electrons follows the

classical Maxwell-Boltzmann law and the system reads as follows:

(V PME) :=





∂tf + v · ∂xf + E · ∂vf = 0,

E = −∇U,
∆U = eU −

∫
f dv = eU − ρ,

f |t=0 = f0 ≥ 0,
∫
f0 dx dv = 1.

(0.2.2)

All the systems described above have been written in adimensional form. However,

an important parameter appearing in plasmas is the so-called Debye length. The Debye

1Let us just notice that the mean-field limit has been rigorously justified only for smooth interactions.
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length is the typical length of electrostatic interaction and in most physical situations

is very small compared to the size of the domain. For this reason it is interesting to

introduce a small parameter ε in the system, that now is:

(V PME)ε :=





∂tfε + v · ∂xfε + Eε · ∂vfε = 0,

Eε = −∇Uε,
ε2∆Uε = eUε −

∫
fε dv = eUε − ρε,

fε|t=0 = f0,ε ≥ 0,
∫
f0,ε dx dv = 1,

(0.2.3)

(and analogously for the classical Vlasov-Poisson system). The so-called quasineutral

limit consists in understanding the behavior of solutions as ε→ 0. At least formally the

limit is obtained in a straightforward way by taking ε = 0, and one gets

(KIE) :=





∂tf + v · ∂xf + E · ∂vf = 0,

E = −∇U,
U = log ρ,

f0 ≥ 0,
∫
f0 dx dv = 1,

(0.2.4)

a system we shall call the kinetic isothermal Euler system.

This passage to the limit is however extremely delicate to justify: indeed, it is known

only in very few cases and it is actually false in some situations. This problem is the

focus of the two Chapters 5 and 6.

In Chapter 5 we consider the one-dimensional case. Our main result there is the

following quantitative weak-strong stability estimate for (V PME)ε, in one dimension,

with respect to the Wasserstein metric.

Theorem 0.2.1. Let T > 0. Let f 1
ε , f

2
ε be two measure solutions of (0.2.3) on [0, T ],

and assume that ρ1
ε(t, x) :=

∫
f 1
ε (t, x, v) dv is bounded in L∞ on [0, T ]×T. Then, for all

ε ∈ (0, 1], for all t ∈ [0, T ],

W1(f 1
ε (t), f 2

ε (t)) . 1

ε
e

1
ε
e1/ε

2

W1(f 1
ε (0), f 2

ε (0)).

The proof of this result is based on a combination of several techniques from calculus

of variations, PDEs, and probability theory.

Once this theorem is obtained, we can rely on some previously known convergence

results of Grenier [49] where he showed convergence of the Vlasov-Poisson system in

the quasineutral limit under analyticity assumptions on the initial data. Thanks to our
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theorem, we can prove stability for this convergence result under exponentially small

perturbations in W1. This implies in particular that even oscillatory behavior of the

initial data are allowed, provided the oscillations are sufficiently small.

Although this stability result may look natural, let us mention that the validity of

the quasineutral limit is false if the perturbation is only polynomially small (even is the

size is measured in a strong Sobolev norm). Indeed, there exist smooth homogeneous

equilibria µ(v) of the limit equation such that the following holds: For any N > 0 and

s > 0, there exists a sequence of non-negative initial data (f0,ε) such that

‖fε,0 − µ‖W s,1
x,v
≤ εN ,

and denoting by (fε) the sequence of solutions to (0.2.3) with initial data (f0,ε), for

α ∈ [0, 1), we have:

lim inf
ε→0

sup
t∈[0,εα]

W1(fε(t), µ) > 0.

We also recall that the above result is (at least for the moment) very specific to the

one dimensional case, as it strongly rely on some regularity estimates for the Laplacian

that are false in dimension greater or equal than 2.

In Chapter 6 we investigate the 2 and 3-dimensional case for the classical Vlasov-

Poisson equation. Although we are unable to prove a weak-strong stability estimate,

we can show a strong-strong stability estimate (that is, under the assumption that both

ρ1
ε(t, x) and ρ2

ε(t, x) are bounded in L∞) with respect to the 2-Wasserstein distance.

The proof of this result is completely different from the previous one, and it is based

on some ideas introduced by Loeper in [70]. Since strong-strong stability relies on the

L∞ bound on ρ for both solutions, we need to prove new estimates on the growth of the

L∞-norm of ρε(t, x) in terms of t and ε. To obtain them we combine regularity estimates

for the Laplacian with general results for transport equations.
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Chapter 1

Transportation theory and its

relation to quantization of measures

In this Chapter we introduce the optimal transport problem and we explain its relation

with the quantization of measures. The theory of optimal transportation has deep roots in

the past, since it originates with the French geometer Gaspard Monge in 1781. Since then,

it has become a classical subject in economics and optimization and, in the last years,

it has been widely used in different areas of mathematics, such that partial differential

equations, fluid mechanics, probability theory and kinetic theory. Since our purpose is

to present the main tools and ideas that have been used in this thesis, this Chapter is

definitely not exhaustive and, for a complete discussion in this topic, we refer to the

classical monographs [4, 94, 95].

1.1 The optimal transport problem

Let (X, d) be a complete, separable metric space. We recall that a Borel measure on

(X, d) is a probability measure defined on the Borel σ-algebra of X, i.e. the smallest

σ-algebra that contains the open sets of X. Let us denote with P(X) the set of all Borel

measures on X.

Definition 1.1.1. Let us define Pp(X) the collection of all probability measures µ in

P(X) with finite p-moment: for some z in X
∫

X

d(x, z)pdµ(x) <∞.

23
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Notice that, if d is bounded, Pp(X) = P(X).

Definition 1.1.2. Let (X,µ) and (Y, ν) be two probability spaces, let us denote with

Π(µ, ν) the set of all probability measures on X × Y with marginals µ and ν. More

precisely, π ∈ Π(µ, ν) if and only if π is a non negative measure such that

π[A× Y ] = µ[A], π[X ×B] = ν[B, ]

for all A,B Borel subset of X and Y respectively.

Since the tensor product µ ⊗ ν is in Π(µ, ν), this set is non empty. Equivalently,

π ∈ Π(µ, ν) if and only if π is a non negative measure on X×Y such that, for all couples

of measurable functions (ϕ, ψ) ∈ L1(dµ)× L1(dν), the following condition is satisfied:
∫

X×Y
[ϕ(x) + ψ(y)] dπ(x, y) =

∫

X

ϕdµ+

∫

Y

ψ dν. (1.1.1)

1.1.1 Kantorovich’s problem

Now we can present the problem of optimal transport of measures. Assume that we are

given a pile of sand, and there is a hole of same volume that we have to completely fill

up with the sand. We can normalize the size of the pile to 1 and we can describe the

pile of sand and the hole by two probability measures µ, ν defined respectively on some

measure spaces X and Y.

Moving the sand from point x to point y needs some effort, that we can quantify

via a measurable cost function c(x, y) defined on X × Y. It remains to clarify what

a way of transportation, or a transference plan is. We can model transference plans

using probability measures π on X × Y with marginals µ and ν: roughly speaking,

dπ(x, y) measures the quantity of mass moved from point x to location y. We do not a

priori esclude the possibility that the mass located in point x may be split into several

destinations y.

For a transference plan to be admissible, we should require that all the mass at point

x coincides with dµ(x) and that all the mass transported at y coincides with dν(y). This

is exactly the definition of π ∈ Π(µ, ν).

The problem of transporting all the sand into the hole with the minimal effort can

be translated into the problem of minimizing the Kantorovich functional :

I[π] =

∫

X×Y
c(x, y) dπ(x, y) for π ∈ Π(µ, ν). (1.1.2)
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For a given transport plan π, the non negative -and eventually infinite- quantity I[π]

is the total transportation cost associated to π, while the optimal transportation cost

between µ and ν is

Tc(µ, ν) = inf
π∈Π(µ,ν)

I[π].

The optimal plans π, if they exist, are the one that realize I[π] = Tc(µ, ν).

Kantorovich’s optimal transportation problem has a probabilistic interpretation. Let

U be a random variable on X, i.e. a measurable map defined on a probability space

(Ω,P) with values in X such that the law of U is the probability measure µ on X

defined as

µ[A] = P[U−1(A)].

We denote by E the expectation (the integral with respect to P) and by l(U) the law of

U. Then, given two probability measures µ e ν, the goal is to minimize the expectation

I(U, V ) = E[c(U, V )], (1.1.3)

over all pairs (U, V ) of random variables respectively in X and Y such that l(U) = µ

and l(V ) = ν. With this reformulation, transference plans π ∈ Π(µ, ν) are all possible

laws associated to the pair (U, V ). This is also called a coupling of U and V. As we shall

explain at the end of Section 1.2, this probabilistic formulation will be particularly in

Chapters 5 and 6.

Concerning the existence of optimal plans, this holds under very general assumptions

on the cost functions. Here we just state the following result which is sufficient for our

purposes.

Theorem 1.1.3. Let X, Y be two complete metric spaces, and assume that c : X×Y →
[0,∞) is a continuous function. Then Problem (1.1.2) admits at least one solution.

Proof. The proof is a simple application of the Direct Methods in the Calculus of Vari-

ations. In fact it can be easily checked that the set of transport plans is compact with

respect to the weak convergence on P(Rd) (see [95, Lemma 4.4]). Consider now a min-

imizing sequence {πk}k≥0 with πk ⇀ π ∈ Π(µ, ν). Then, for any M > 0 we have that

the cost cM(x, y) := min{c(x, y),M} is bounded and continuous, so by the definition of

weak convergence we have

∫

X×Y
cM dπ = lim

k→∞

∫

X×Y
cM dπk ≤ lim inf

k→∞

∫

X×Y
c dπk = Tc(µ, ν),
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where we used that cM ≤ c and that πk is a minimizing sequence. Hence, letting M →∞
in the left hand side we obtain

∫

X×Y
c dπ ≤ Tc(µ, ν),

and since the other inequality is automatic (because π ∈ Π(µ, ν)) this proves that π is a

minimizer.

Remark 1.1.4. A priori the above result does not guarantee that the infimum in Prob-

lem (1.1.2) is finite. However this is the case when X = Y = Rd, c(x, y) = |x− y|p, and

µ, ν ∈ Pp(Rd). Indeed, by the triangle inequality

|x− y|p ≤ (|x|+ |y|)p ≤ 2p−1(|x|p + |y|p),

and integrating the above inequality with respect to π ∈ Π(µ, ν) we get

∫

Rd×Rd
|x− y|p dπ ≤ 2p−1

(∫

Rd×Rd
|x|p dπ +

∫

Rd×Rd
|y|p dπ

)

= 2p−1

(∫

Rd
|x|p dµ+

∫

Rd
|y|p dν

)
<∞.

1.1.2 Monge problem

Kantorovich’s problem is a relaxed version of the original mass transportation problem

formulated by Monge in 1781, in the famous paper Mémoire sur la théorie des déblais

et des remblais. Monge’s problem has the additional requirement that no mass is split.

Thus, at every point x is associated a unique destination y. In terms of random variables,

this translates into a dependence of V from U in the equation (1.1.3); if we require this

condition to be satisfied by transference plans, this means π to have the form

dπ(x, y) = dπT (x, y) := dµ(x) δ[y = T (x)], (1.1.4)

where T is a measurable map from X to Y. In this case, the transportation cost associated

to πT is

I[πT ] =

∫

X

c(x, T (x)) dµ(x). (1.1.5)

and the condition πT ∈ Π(µ, ν) corresponds to the transport condition T#µ = ν, that is

ν[B] = µ[T−1(B)] ∀B ⊂ Y measurable set.
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In this case, one says that ν is the push-forward of µ through the map T , and T is called

a transport map from µ to ν.

We can now state a strengthened version of Kantorovich’s problem: minimize the

functional

I[T ] =

∫

X

c(x, T (x)) dµ(x)

among all measurable maps T such that T#µ = ν.

While, as we have seen before, the existence of a solution to Kantorovich’s problem

is not difficult to prove, solving Monge’s problems is highly nontrivial and in general it

cannot be done unless one makes some assumptions on the measure µ and on the cost.

We just mention that this problem has been solved for the first time in the case of the

quadratic cost c(x, y) = |x − y|2 by Brenier [23], and this result has been particularly

interesting for his applications to fluid dynamics. However, since in this thesis we shall

never consider this problem, we do not enter into this very interesting theory and we

refer to the monographs [4, 94, 95].

1.2 Optimal transport metrics

This Section is dedicated to the study of some properties of what we shall call Monge-

Kantorovich distances. The terminology associated to these distances varies a lot and

these distances may be also called Kantorovich-Rubinstein distances and Wasserstein

distances. In particular, the name of Wasserstein distance, actually introduced by Do-

brushin, is very debatable since these distances were discovered and rediscovered by sev-

eral authors. Nevertheless, the terminology “Wasserstein distance” has been extremely

successful, and most of all recent papers relating optimal transport to partial differ-

ential equations, functional inequalities, Riemannian geometry and kinetic theory use

this convention. In this thesis we use both the names Monge-Kantorovich distance and

Wasserstein distance. In particular, in the Second Part that is focused on kinetic equa-

tions, we always use the name Wasserstein distance.

In the following we just require the underlying space X to be a complete, separable

metric space. This level of generality allows one to consider several concrete applica-

tions that require to use the Monge-Kantorovich distance on spaces like C([0, 1],Rd) and

P(Rd). Let us now introduce the notions of Monge-Kantorovich distance of order p, and

some topological properties of such distances (see for instance [94]).
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Definition 1.2.1 (Wasserstein distance). Let (X, d) be a complete metric space, and

recall that Pp(X) denotes the collection of all probability measures µ on X with finite p

moment. For p ≥ 1, the p-Wasserstein distance between two probability measures µ and

ν in Pp(X) is defined as

Wp(µ, ν) :=

(
inf

γ∈Π(µ,ν)

∫

X×X
d(x, y)p dγ(x, y)

)1/p

,

where Π(µ, ν) denotes the collection of all measures on X×X with marginals µ and ν on

the first and second factors respectively. We refer equivalently to the Monge-Kantorovich

distance:

MKp(µ, ν) = W p
p (µ, ν).

Moreover, recalling the definition of Kantorovich’s problem, we can define Wp = T 1/p
p (µ, ν)

where Tp(µ, ν) is the optimal transportation cost between µ and ν with respect to the cost

function c(x, y) = d(x, y)p.

Proposition 1.2.2 (Weak convergence in Pp(X)). Let (X, d) be a complete separable

metric space. Then the Wasserstein space Pp(X) endowed with the Wasserstein distance

Wp is a complete separable metric space for all p ∈ [1,∞). In addition convergence Pp(X)

can be descried as follows.

Let (µk)k∈N be a sequence of probability measures in Pp(X) and let µ be another

measure in P (X). Then µk converges weakly in Pp(X) to µ if any one of the following

equivalent properties is satisfied for some (and then any) x0 ∈ X:

1. µk ⇀ µ and
∫
d(x, x0)pd µk(x)→

∫
d(x, x0)pd µ(x);

2. µk ⇀ µ and lim sup
k→∞

∫
d(x, x0)pd µk(x) ≤

∫
d(x, x0)pd µ(x);

3. µk ⇀ µ and lim
R→∞

lim sup
k→∞

∫
d(x,x0)≥R d(x, x0)pd µk(x) = 0;

4. For all continuous functions ϕ with |ϕ(x)| ≤ C(1 + d(x, x0)p), C ∈ R, one has
∫
ϕ(x) dµk(x)→

∫
ϕ(x)d µ(x).

Remark 1.2.3. • By Hölder’s inequality we have that

p ≤ q ⇒ Wp ≤ Wq.

In particular, the Wasserstein distance W1 is the weakest of all, and results in W2

distance are usually stronger than results in W1 distance.
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• Let (X, d) be a compact metric space, and p ∈ [1,∞); then the Wasserstein dis-

tance Wp metrizes the weak convergence in Pp(X). In other words, if (µk)k∈N is

a sequence of measures in Pp(X) and µ is another measure in P (M), then µk
converges weakly in Pp(X) to µ if and only if

Wp(µk, µ)→ 0 as k →∞.

As it will also be clear in the Second Part of this thesis, the distances Wp are partic-

ularly suited to estimate the distance between solutions to kinetic equations. Indeed, for

Vlasov-Poisson equations, it is very natural to consider atomic solutions and Wp is able

to control the distance between the supports, while other classical distances, as for in-

stance the total-variation, are too rough for this (recall that the total-variation distance

between two Dirac masses is always 2 unless they coincide).

We observe that the most useful exponents in the Wasserstein distances are p = 1 and

p = 2. As a general rule, the W1 distance is more flexible and easier to bound, especially

thanks to their duality relation with 1-Lipschitz functions (see Theorem 1.2.6). On

the other hand, the quadratic Wasserstein distance W2 encodes better some geometric

features and it is widely used for problems with a Riemannian structure. In addition,

the exponent 2 makes it very close to an L2 type distance, and this often helps in

computations.

1.2.1 Wasserstein distances and Lp norms

The probabilistic interpretation of the Kantorovich’s problem gives us the following

equivalent formulation:

Wp(µ, ν)p = inf E[|U − V |p]
over all pairs (U, V ) of random variables such that l(U) = µ and l(V ) = ν.

Let us notice that, as a consequence of Theorem 1.1.3, the above infimum is actually

a minimum. Indeed, if π ∈ Π(µ, ν) is a minimizer in (1.1.2), it is enough to choose a

couple of random variable (U, V ) whose joint law is the measure π.

As we shall see in Chapters 5 and 6, this probabilistic interpretation is very useful

when estimating the Wasserstein distance between solutions of some PDE (in our case,

they will be solutions of the Vlasov-Poisson system). To explain this point, suppose that

we have two families of time-dependent measures µt and νt which solve some equation,

and assume we want to estimate Wp(µt, νt). A natural idea would be to differentiate

the quantity Wp(µt, νt) with respect to t and try to use the equations for µt and νt to
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estimate the time derivative. However the derivative of the Wasserstein distance is not

so easy to compute and to deal with, so one can use the following alternative strategy.

For t = 0 one chooses two random variables U0 and V0 with laws µ0 and ν0 respectively,

and such that

E[|U0 − V0|p] = Wp(µ0, ν0)p.

Then one let Ut and Vt evolve in time in such a way that their laws µt and νt are

solutions to the equation we are interested in, and then one tries to control the quantity

E[|Ut− Vt|p] by estimating its time derivative and performing some Gronwall argument.

In this way, if for instance one can prove that

E[|Ut − Vt|p] ≤ C(t) E[|U0 − V0|p],
then it follows by the identities Wp(µ0, ν0)p = E[|U0−V0|p] and Wp(µt, νt)

p ≤ E[|Ut−Vt|p]
that

Wp(µt, νt)
p ≤ C(t)Wp(µ0, ν0)p.

We refer to Chapters 5 and 6 for more details on this argument.

1.2.2 Kantorovich duality

Since Kantorovich’s problem is a linear minimization problem with convex constraints, it

has a dual formulation which can be stated in the following general form (see for instance

[95, Theorem 5.10]):

Theorem 1.2.4 (Kantorovich duality). Let X and Y be two complete metric spaces,

and assume that c : X × Y → [0,∞) is a continuous function. Then

inf
π∈Π(µ,ν)

I[π] = sup

{∫
ϕdµ+

∫
ψ dν : ϕ ∈ C(X), ψ ∈ C(Y ), ϕ(x) + ψ(y) ≤ c(x, y)

}
.

The above result, which plays a crucial role in optimal transport theory, takes a

even more convenient form when the cost function c(x, y) is given by a distance d(x, y).

Indeed, in this case it implies that the the 1-Wasserstein metric is equivalent to the

1-Lipschitz distance.

Definition 1.2.5. The 1-Lipschitz distance d1L between measure ν, µ ∈ P(X) is defined

as

d1L(ν, µ) = sup
ϕ∈D

∣∣∣∣
∫

X

ϕdν −
∫

X

ϕdµ

∣∣∣∣ ,

where D = {ϕ : X → R : |ϕ(x)− ϕ(y)| ≤ |x− y|} .



1.2. Optimal transport metrics 31

We can now state the following duality result, and we refer to [94, Theorem 1.14] for

a proof:

Theorem 1.2.6 (Kantorovich-Rubinstein). Let (X, d) be a separable complete metric

space, µ, ν ∈ P1(X). Then W1(µ, ν) = d1L(µ, ν).

1.2.3 Optimal transport metrics and quantization of measures

We now conclude this introduction with a lemma that allows us to relate the quantization

problem to the minimization of a functional depending only on points. As we shall see,

this result is the starting point of all the analysis that we shall do in the next chapters.

Lemma 1.2.7. Fix r ≥ 1 and let ρ be a probability density in Pr(Ω). Then the following

identity holds:

inf

{
MKr

(∑

i

miδxi , ρ(y)dy

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}

= FN,r(x
1, . . . , xN),

where

FN,r(x
1, . . . , xN) :=

∫

Ω

min
1≤i≤N

|xi − y|rρ(y)dy.

Proof. Let us denote by m = (m1, . . . ,mN) a point in RN with nonnegative components

such that ∑

i

mi = 1.

By definition of Monge-Kantorovich distance we have that

inf

{
MKr

(∑

i

miδxi , ρ(y)dy

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}

= inf
m

inf
γ

{∫

Ω×Ω

|x− y|rdγ(x, y) : (π1)#γ =
∑

i

miδxi , (π2)#γ = ρ(y)dy

}

where γ varies among all probability measures on Ω× Ω, and πi : Ω× Ω→ Ω (i = 1, 2)

denotes the canonical projection onto the i-th factor.
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Let γm be the optimal plan mapping
∑

imiδxi onto ρ(y)dy, and let us define Ai,m ⊂ Ω

such that

supp γm =
N⋃

i=1

{xi} ⊗ Ai,m.

Then we have

inf

{
MKr

(∑

i

miδxi , ρ(y)dy

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}

= inf
m

inf
γ

{∫

Ω×Ω

|x− y|rdγ(x, y) : (π1)#γ =
∑

i

miδxi , (π2)#γ = ρ(y)dy

}

= inf
m

∫

Ω×Ω

|x− y|rdγm(x, y) = inf
m

N∑

i=1

∫

Ai,m

|xi − y|rρ(y)dy

≥ inf
m

N∑

i=1

∫

Ai,m

min
1≤j≤N

|xj − y|rρ(y)dy =

∫

Ω

min
1≤i≤N

|xi − y|rρ(y)dy = FN,r(x
1, . . . , xN).

In order to prove equality, we have just to find a plan γ for which

FN,r(x
1, . . . , xN) =

∫

Ω×Ω

|x− y|rdγ(x, y).

To this aim, let us choose the massesmi via the definition of Voronoi cellW ({x1, . . . , xN}|xi)
of the point xi with respect to the set {x1, . . . , xN}:

mi :=

∫

W ({x1,...,xN}|xi)
ρ(y)dy,

where

W ({x1, . . . , xN}|xi) := {y ∈ Ω : |y − xi| ≤ |y − xj|, j ∈ 1, . . . , N}.

Defining

γ =
N∑

i=1

δxi ⊗ ρ|W ({x1,...,xN}|xi),

and observing that

|x− y|r = min
1≤j≤N

|xj − y|r γ-a.e.,
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we get

FN,r(x
1, . . . , xN) =

∫

Ω

min
1≤i≤N

|xi − y|rρ(y)dy

=

∫

Ω×Ω

min
1≤i≤N

|xi − y|rdγ(x, y)

=

∫

Ω×Ω

|x− y|rdγ(x, y).
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Chapter 2

A gradient flow approach to

quantization of measures

1

2.1 Introduction

The quantization problem in the static case. The problem of quantization of

a d-dimension probability distribution by discrete probabilities with a given number

of points can be stated as follows: Given a probability density ρ, approximate it by

a convex combination of a finite number N of Dirac masses. The quality of the ap-

proximation is usually measured in terms of the Monge-Kantorovich metric. Much of

the early attention in the engineering and statistical literature was concentrated on the

one-dimensional quantization problem. This problem arises in several contexts and has

applications in information theory (signal compression), cluster analysis (quantization

of empirical measures), pattern recognition, speech recognition, numerical integration,

stochastic processes (sampling design), mathematical models in economics (optimal lo-

cation of service centers), and kinetic theory. For a detailed exposition and a complete

list of references, we refer to the monograph [47].

We now introduce the setup of the problem. Given r ≥ 1, consider ρ a probability

1This chapter is based on a joint work with Emanuele Caglioti and François Golse [26].

35
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density on an open set Ω ⊂ Rd such that
∫

Ω

|y|rρ(y)dy <∞.

Given N points x1, . . . , xN ∈ Ω, one wants to find the best approximation of ρ, in

the sense of Monge-Kantorovich, by a convex combination of Dirac masses centered at

x1, . . . , xN . Hence one minimizes

inf

{
MKr

(∑

i

miδxi , ρ(y)dy

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
,

with

MKr(µ, ν) := inf

{∫

Ω×Ω

|x− y|rdγ(x, y) : (π1)#γ = µ, (π2)#γ = ν

}
,

where γ varies among all probability measures on Ω× Ω, and πi : Ω× Ω→ Ω (i = 1, 2)

denotes the canonical projection onto the i-th factor (see [4, 94] for more details on the

Monge-Kantorovitch distance between probability measures).

As shown in the previous Chapter, the following facts hold:

1. The best choice of the masses mi is given by

mi :=

∫

W ({x1,...,xN}|xi)
ρ(y)dy,

where

W ({x1, . . . , xN}|xi) := {y ∈ Ω : |y − xi| ≤ |y − xj|, j ∈ 1, . . . , N}

is the so called Voronoi cell of xi in the set x1, . . . , xN .

2. The following identity holds:

inf

{
MKr

(∑

i

miδxi , ρ(y)dy

)
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}

= FN,r(x
1, . . . , xN),

where

FN,r(x
1, . . . , xN) :=

∫

Ω

min
1≤i≤N

|xi − y|rρ(y)dy.
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If one chooses x1, . . . , xN in an optimal way by minimizing the functional FN,r : (Rd)N →
R+, in the limit as N →∞ these points distribute themselves accordingly to a probability

density proportional to ρd/d+r. In other words, by [47, Chapter 2, Theorem 7.5] one has

1

N

N∑

i=1

δxi ⇀
ρd/d+r

∫
Ω
ρd/d+r(y)dy

dx. (2.1.1)

These issues are relatively well understood from the point of view of the calculus of

variations [47, Chapter 1, Chapter 2]. Our goal here is to consider instead a dynamic

approach to this problem, as we shall describe now.

A dynamical approach to the quantization problem. Given N points x1
0, . . . , x

N
0 ,

we consider their evolution under the gradient flow generated by FN,r, that is, we solve

the system of ODEs in (Rd)N

{ (
ẋ1(t), . . . , ẋN(t)

)
= −∇FN,r

(
x1(t), . . . , xN(t)

)
,(

x1(0), . . . , xN(0)
)

= (x1
0, . . . , x

N
0 )

(2.1.2)

As usual in gradient flow theory, as t→∞ one expects that the points
(
x1(t), . . . , xN(t)

)

converge to a minimizer (x̄1, . . . , x̄N) of FN,r. Hence (in view of (2.1.1)) the empirical

measure
1

N

N∑

i=1

δx̄i

is expected to converge to ρd/d+r∫
Ω ρ

d/d+r(y)dy
dx as N →∞.

We now want to take the limit in the ODE above as N →∞. For this, we take a set

of reference points (x̂1, . . . , x̂N) and we parameterize a general family of N points xi as

the image of x̂i via a smooth map X : Rd → Rd, that is

xi = X(x̂i).

In this way, the functional FN,r(x
1, . . . , xN) can be rewritten in terms of the map X and

(a suitable renormalization of it) should converge to a functional F [X]. Hence, we can

expect that the evolution of xi(t) for N large is well-approximated by the L2-gradient

flow of F .

Although this formal argument may look convincing, already the one dimensional

case is very delicate. For this reason in this Chapter we shall focus on the one dimen-

sional setting.
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The 1D case. With no loss of generality we take Ω to be the open interval (0, 1) and

we consider ρ a smooth probability density on Ω. In order to obtain a continuous version

of the functional

FN,r(x
1, . . . , xN) =

∫ 1

0

min
1≤i≤N

|xi − y|rρ(y) dy,

with 0 ≤ x1 ≤ . . . ≤ xN ≤ 1, assume that

xi = X

(
i− 1/2

N

)
, i = 1, . . . , N

with X : [0, 1]→ [0, 1] a smooth non-decreasing map such that X(0) = 0 and X(1) = 1.

Then, as explained in Appendix 2.5,

N rFN,r(x
1, . . . , xN) −→ Cr

∫ 1

0

ρ(X(θ))|∂θX(θ)|r+1dθ := F [X]

as N →∞, where Cr := 1
2r(r+1)

.

By a standard computation [37] we obtain the gradient flow PDE for F for the

L2-metric,

∂tX(t, θ) = Cr

(
(r + 1)∂θ

(
ρ(X(t, θ))|∂θX(t, θ)|r−1∂θX(t, θ)

)

− ρ′(X(t, θ))|∂θX(t, θ)|r+1
)
, (2.1.3)

coupled with the Dirichlet boundary condition

X(t, 0) = 0, X(t, 1) = 1. (2.1.4)

Let us notice that, in the particular case ρ ≡ 1, (2.1.3) becomes a p-Laplacian equation

∂tX = Cr(r + 1)∂θ
(
|∂θX|r−1∂θX

)

with p− 1 = r (see [32, 92] and references therein for a general treatment of this class of

equations).

From the Lagrangian to the Eulerian setting. Equation (2.1.3) corresponds a

Lagrangian description of the evolution of our system of particles in the limit N → ∞.
To consider its Eulerian counterpart, we denote by f(t, x) the image of the Lebesgue

measure through the map X, i.e.

f(t, x)dx = X(t, θ)#dθ.
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Then the PDE satisfied by f takes the form 2

∂tf(t, x) = −rCr∂x
(
f(t, x)∂x

( ρ(x)

f(t, x)r+1

))
, (2.1.5)

with periodic boundary conditions, and we expect the following long time behavior

f(t, x) −→ ρ1/(r+1)(x)∫ 1

0
ρ(y)1/(r+1)dy

as t→∞.

We note that if ρ ≡ 1, (2.1.5) becomes

∂tf = −Cr(r + 1)∂2
x

(
f−r
)
,

which is an equation of very fast diffusion type [13, 92, 93]. It is interesting to point out

that the above equation set on the whole space R or with zero Dirichlet boundary con-

ditions has no solutions, since all the mass instantaneously disappear [91, Theorem 3.1].

It is therefore crucial that in our setting the equation has periodic boundary conditions.

In particular, as we shall see, our equation satisfies a comparison principle (see Lemma

2.2.1).

Assumptions on ρ and convexity of the functionals. Notice that our heuristic

arguments in the previous section were based on the assumption that both the gradient

flows of FN,2 and of F converge to a minimizer as t → ∞. Of course this is true if

FN,2 and F are convex [4]. Actually, notice that we are trying to show that the limits

as N → ∞ and t → ∞ commute, and for this we need to prove that the discrete and

the continuous gradient flows remain close in the L2 sense, uniformly with respect to t.

Therefore, the convexity of F and FN,2 seems to be a very natural issue for the validity

of our gradient flow strategy.

As shown in Appendix 2.6, for the hessian of F to be nonnegative at “points” X

which are Lipschitz and uniformly monotone, one has to assume ρ to be sufficiently close

to a constant in C2. We shall therefore adopt this condition on ρ.

Whether this condition on ρ ensures that FN,2 is also convex is left undecided (actu-

ally, we believe this is false). Nevertheless we are able to prove that the discrete flow and

2Indeed since ∂tX = b(t,X) with b(t, y) := Crr
(

ρ(y)
f(t,y)r+1

)
(this follows by a direct computation start-

ing from (2.1.3)), the function f ≡ f(t, x) solves the continuity equation ∂tf(t, x)+div(b(t, x)f(t, x)) = 0,

as shown for instance in [1].
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the continuous one remain close by a combination of arguments including the maximum

principle and L2-stability (see Section 2.4).

Statement of the results. In order to simplify our presentation, in the whole Chapter

we shall focus only on the case r = 2. Indeed, this has the main advantage of simplifying

some of the computations allowing us to highlight the main ideas. As will be clear from

the sequel, this case already incorporates all the main features and difficulties of the

problem, and this specific choice does not play any essential role.

As we mentioned in the previous section, the properties of ρ are crucial in the proofs.

Notice also that (2.1.3) is of p-laplacian type, which is a degenerate parabolic equation.

In order to avoid degeneracy, it is necessary for the solution to be an increasing function of

θ. For this reason, we assume this on the initial datum and prove that this monotonicity

is preserved along the flow.

It is worth noticing that the monotonicity estimate at the discrete level says that if

xi+1(0) − xi(0) ≈ 1
N

for all i, this property is preserved in time (up to multiplicative

constants). In particular the points {xi(t)}i=1,...,N can never collide.

Our main result shows that, under the two above mentioned assumptions (that is, ρ

is close to a constant in C2 and the initial datum is smooth and increasing), the discrete

and the continuous gradient flows remain uniformly close in L2 for all times. Notice

however that the proofs of these results in the case ρ ≡ 1 and ρ 6≡ 1 are quite different.

Indeed, when ρ ≡ 1 the equation (2.1.3) depends on ∂θX and ∂θθX, but not on X itself.

This fact plays a role in several places, both for showing the monotonicity of solutions

(in particular for the discrete case) and in the convergence estimate. In particular, while

in the case ρ ≡ 1 we obtain convergence of the discrete flow to the continuous one for all

initial data, the case ρ 6≡ 1 requires an additional assumption at time 0 (see (2.1.6)).

One further comment concerns the time scaling: notice that, in order to obtain a

nontrivial limit of our functional FN,r, we needed to rescale them by 1/N r. In addition

to this, since we want to compare gradient flows, we have to take into account that the

Euclidean metric in RN has to be rescaled by a factor 1/N to be compared with the L2

norm.3 Hence, to compare the discrete and the continuous gradient flows, we need to

3Let x̄ := (x1, . . . , xN ), ȳ := (y1, . . . , , yN ) ∈ RN , and embed these points into L2([0, 1]) by defining

the functions

X(θ) := xi, Y (θ) := yi, ∀ θ ∈
(
i− 1

N
,
i

N

)
.

Then |x̄− ȳ|2 =
∑N
i=1 |xi − yi|2 while ‖X − Y ‖2L2 = 1

N

∑N
i=1 |xi − yi|2.
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rescale the former in time by a factor N r+1.

We now state our convergence results, first when ρ ≡ 1 and then for the general

case. It is worth to point out that the best way to approximate the uniform measure on

[0, 1] with the sum of N Dirac masses it to put masses of size 1/N centered at points

(i− 1/2)/N and

MK1

(
1

N

N∑

i=1

δ(i−1/2)/N , dθ

)
=

1

4N

(see the computation in the proof of Theorem 2.3.6). Hence the result in our next

theorem shows that the gradient flow approach provides, for N and t large, the best

approximation rate.

Theorem 2.1.1. Let ρ ≡ 1,
(
x1(t), . . . , xN(t)

)
the gradient flow of FN,2, and X(t) the

gradient flow of F starting from X0. Assume that X0 ∈ C4,α([0, 1]) and that there exist

positive constants c0, C0 such that

c0

N
≤ x̄i(0)− x̄i−1(0) ≤ C0

N
, and c0 ≤ ∂θX0 ≤ C0.

Define X i(t) := X
(
t, i−1/2

N

)
, x̄i(t) := xi(N3t), and µNt := 1

N

∑
i δxi(t) Then there exist

two constants c′, C ′ > 0, depending only on c0, C0, and ‖X0‖C4,α([0,1]), such that, for all

t ≥ 0,

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ e−c
′t 1

N

N∑

i=1

(
x̄i(0)−X i(0)

)2
+
C ′

N4

and

MK1(µNt , dθ) ≤
1

4N
+ C ′ e−c

′t/N3

+
C ′

N2
.

In particular

MK1(µNt , dθ) ≤
1

4N
+

2C ′

N2
∀ t ≥ 2N3 logN

c′
.

Theorem 2.1.2. Let
(
x1(t), . . . , xN(t)

)
be the gradient flow of FN,2, and X(t) the gradi-

ent flow of F starting from X0. Assume that X0 ∈ C4,α([0, 1]) for some α > 0 and that

there exist two positive constants c0, C0 such that

c0

N
≤ xi(0)− xi−1(0) ≤ C0

N
, and c0 ≤ ∂θX0 ≤ C0.
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Define X i(t) := X
(
t, i−1/2

N

)
, x̄i(t) := xi(N3t), and µNt := 1

N

∑
i δxi(t), and assume that

ρ : [0, 1]→ (0,∞) is a periodic probability density of class C3,α with ‖ρ′‖∞ + ‖ρ′′‖∞ ≤ ε̄

and that

|X i(0)− xi(0)| ≤ C̄

N2
∀ i = 1, . . . , N. (2.1.6)

for some positive constants ε̄, C̄. Then there exist two constants c′, C ′ > 0, depending

only on c0, C0, ‖ρ‖C3,α([0,1]) and ‖X0‖C4,α([0,1]), such that the following holds: if ε̄ is small

enough (in terms of c0, C0, and C̄) we have

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ C ′

N4
for all t ≥ 0

and

MK1(µNt , γρ
1/3 dθ) ≤ C ′ e−c

′t/N3

+
C ′

N
for all t ≥ 0,

where
1

γ
:=

∫ 1

0

ρ(θ)1/3 dθ.

In particular

MK1(µNt , γρ
1/3 dθ) ≤ C ′

N
for all t ≥ N3 logN

c′
.

As a consequence of our results, under the assumption that ρ is C2 close to 1 we

obtain a quantitative version of the results in [47]:

Corollary 2.1.3. There exist two constants ε̄ > 0 and C > 0 such that the following

holds: assume that ‖ρ′‖∞ + ‖ρ′′‖∞ ≤ ε̄, and let (x1, . . . , xN) be a minimizer of FN,2.

Then

MK1(µN , γρ1/3 dθ) ≤ C

N
where

µN :=
1

N

∑

i

δxi

and
1

γ
:=

∫ 1

0

ρ(θ)1/3 dθ.

This chapter is structured as follows: in the next section we collect several preliminary

results both on the discrete and the continuous gradient flow. Then, we prove the

convergence result first in the case ρ ≡ 1, and finally in the case ‖ρ− 1‖C2([0,1]) � 1.

In the whole Chapter we assume that 0 < λ ≤ ρ ≤ 1/λ.
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2.2 Preliminary results

2.2.1 The discrete gradient flow

We begin by computing the discrete gradient flow: as shown in the appendix, given

points 0 ≤ x1 ≤ . . . ≤ xN ≤ 1, one has

FN,r(x
1, . . . , xN) =

N∑

i=1

∫ xi+1/2

xi−1/2

|y − xi|rρ(y)dy

where

xi+1/2 :=
xi + xi+1

2
∀ i = 2, . . . , N − 1,

while we set x1/2 := 0 and xN+1/2 := 1. Then, a direct computation gives

∂FN,2
∂xi

(x1, . . . , xN) = −2

∫ xi+1/2

xi−1/2

(y − xi)ρ(y)dy. (2.2.1)

Moreover, assuming that ρ is at least of class C0 it is easy to check that∇FN,2 is bounded

and continuously differentiable, hence FN,2 is of class C2. Thus the gradient flow of FN,2
is unique and exists globally for all t ≥ 0 by the Cauchy-Lipschitz Theorem for ODEs.

2.2.2 The continuous gradient flow

In order to construct a solution to the continuous gradient flow (2.2.3) we start from the

Eulerian description that we look as a PDE on [0, 1] with periodic boundary conditions.

The Eulerian flow

Recall that by assumption λ ≤ ρ ≤ 1/λ for some λ > 0. Given f(t, x) a solution of

(2.1.5), we set

m(x) := ρ(x)1/3, u(t, x) :=
f(t, x)

m(x)
.

With these new unknowns (2.1.5) becomes

∂tu = − 1

4m(x)
∂x

(
m(x)∂x

(
1

u2

))
on [0,∞)× [0, 1] (2.2.2)

with periodic boundary conditions. The advantage of this form is double: first of all,

the above PDE enjoys a comparison principle; secondly, constants are solutions. Since

for our purposes, only comparison with constants is necessary, we will just show that.
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Lemma 2.2.1. Let u be a nonnegative solution of (2.2.2) and c be a positive constant.

Then both

t 7→
∫ 1

0

(u− c)− dx and t 7→
∫ 1

0

(u− c)+ dx

are nonincreasing functions.

Proof. We show just the first statement (the other being analogous).

Since constants are solutions of (2.2.2), it holds

∂t(u− c) = − 1

4m
∂x

(
m∂x

(
1

u2
− 1

c2

))
.

We now multiply the above equation by −mφε
(

1
u2 − 1

c2

)
, with φε a smooth approxima-

tion the indicator function of R+ satisfying φ′ε ≥ 0. Integrating by parts we get

d

dt

∫ 1

0

Ψε(u− c) dx = −
∫ 1

0

φε

(
1

u2
− 1

c2

)
∂t(u− c)mdx

= −1

4

∫ 1

0

∣∣∣∣∂x
(

1

u2
− 1

c2

)∣∣∣∣
2

φ′ε

(
1

u2
− 1

c2

)
mdx ≤ 0,

where we have set

Ψε(s) := −
∫ s

0

φε

(
1

(σ + c)2
− 1

c2

)
dσ.

Letting ε→ 0 we see that Ψε(s)→ s− for s ≥ −c, hence

d

dt

∫ 1

0

(u− c)− dx ≤ 0,

proving the result.

Thus, if a0 ≤ u(0, x) ≤ A0, then a0 ≤ u(t, x) ≤ A0 for all t ≥ 0. We now apply this

fact to show that if f is bounded away from zero and infinity at the initial time, then so

it is for all positive times. More precisely, recalling that by assumption λ ≤ ρ ≤ 1
λ
, we

have

a1 ≤ f(0, x) ≤ A1 ⇒ λ1/3a1 ≤ u(0, x) ≤ A1

λ1/3

⇒ λ1/3a1 ≤ u(t, x) ≤ A1

λ1/3

⇒ λ2/3a1 ≤ f(t, x) ≤ A1

λ2/3
∀ t ≥ 0.
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These a priori bounds show that (2.1.5) is a uniformly parabolic equation. In partic-

ular, since f is uniformly bounded for all times, by parabolic regularity theory (see for

instance [53, Theorem 8.12.1], [41, Chapter 3, Section 3, Theorem 7], and [70, Chapters

5, 6]) we conclude that:

Proposition 2.2.2. Let λ ∈ (0, 1], and assume that ρ : [0, 1] → [λ, 1/λ] is periodic and

of class Ck,α for some k ≥ 0 and α ∈ (0, 1). Let f(0, ·) : [0, 1]→ R be a periodic function

of class Ck,α satisfying 0 < a1 ≤ f(0, ·) ≤ A1, and let f solve (2.1.5) with periodic

boundary conditions. Then

λ2/3a1 ≤ f(t, x) ≤ A1

λ2/3
for all t ≥ 0,

f(0, ·) is of class Ck,α for all t ≥ 0, and there exists a constant C, depending only on λ,

‖ρ‖Ck,α, k, α, a1, and A1, such that ‖f(t, ·)‖Ck,α([0,1]) ≤ C for all t ≥ 0.

The Lagrangian flow

To obtain now existence and uniqueness for the gradient flow of F , we simply define

X(t) for any t ≥ 0 as the solution of the ODE (in θ)
{
∂θX(t, θ) = 1

f(t,X(t,θ))
on [0, 1],

X(t, 0) = 0,
∀ t ≥ 0. (2.2.3)

Notice that the boundary conditions X(t, 1) = 1 is automatically satisfied since

∫ X(t,1)

0

f(t, x) dx = 1

and f(t) > 0 is a probability on [0, 1]. Also, notice that X(t) has exactly one derivative

more than f(t). Hence, by Proposition 2.2.2 we obtain:

Proposition 2.2.3. Let λ ∈ (0, 1], and assume that ρ : [0, 1] → [λ, 1/λ] is periodic and

of class Ck,α for some k ≥ 0 and α ∈ (0, 1). Let X(0, ·) satisfy 0 < a1 ≤ ∂θX(0, ·) ≤ A1,

X(0, 0) = 1, X(0, 1) = 1, and ‖X(0, ·)‖Ck+1,α([0,1]) < ∞, and let X(t, ·) solve (2.1.3)-

(2.1.4). Then

λ2/3a1 ≤ ∂θX(t, θ) ≤ A1

λ2/3
for all t ≥ 0,

and there exists a constant C, depending only on λ, ‖ρ‖Ck,α, k, α, a1, and A1, such that

‖X(t, ·)‖Ck+1,α([0,1]) ≤ C for all t ≥ 0.
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2.3 The case ρ ≡ 1

As we already mentioned we shall focus only on increasing initial data, and as proved in

the previous section this monotonicity is preserved in time, hence ∂θX ≥ 0.

We first observe that, in the case ρ ≡ 1, the equation (2.1.3) becomes

∂tX(t, θ) =
1

4
∂θ
(
∂θX(t, θ)2

)
=

1

2
∂θX(t, θ)∂2

θθX(t, θ) (2.3.1)

with Dirichlet boundary conditions (2.1.4).

2.3.1 The L2 estimate in the continuous case

The following result shows the exponential stability in L2 of the continuous gradient

flows.

Proposition 2.3.1. Let X1, X2 be two solutions of (2.3.1) satisfying (2.1.4) and

∂θXi(0, θ) ≥ c > 0, i = 1, 2. (2.3.2)

Then ∫ 1

0

|X1(t, θ)−X2(t, θ)|2 dθ ≤
(∫ 1

0

|X1(0, θ)−X2(0, θ)|2 dθ
)
e−4ct.

Proof. We first recall that the monotonicity condition (2.3.2) is preserved in time (apply

Proposition 2.2.3 with λ = 1). Then, since X2 −X1 vanishes at the boundary, one has

d

dt

∫ 1

0

|X1 −X2|2 dθ =

∫ 1

0

(X1 −X2) (∂θ(∂θX
2
1 )− ∂θ(∂θX2

2 )) dθ

= −
∫ 1

0

(∂θX1 − ∂θX2)(∂θX
2
1 − ∂θX2

2 ) dθ

= −
∫ 1

0

(∂θX1 − ∂θX2)2(∂θX1 + ∂θX2) dθ.

Using the monotonicity condition ∂θXi ≥ c and the Poincaré inequality on [0, 1] (see for

instance Lemma 2.3.5 and let N →∞), we get

−
∫ 1

0

(∂θX1 − ∂θX2)2(∂θX1 + ∂θX2) dθ ≤ −2c

∫ 1

0

(∂θX1 − ∂θX2)2 dθ

≤ −4c

∫ 1

0

(X1 −X2)2 dθ
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so that
d

dt

(
e4ct

∫ 1

0

|X1 −X2|2(t, θ) dθ

)
≤ 0.

This argument shows that, if at time zero X1(0, θ) = X2(0, θ) for a.e. θ ∈ (0, 1), in

particular X1(t, θ) = X2(t, θ) for a.e. θ ∈ (0, 1), for all t ≥ 0. Moreover if X1(0, θ) −
X2(0, θ) is small in L2 then it remains small in L2 (continuity with respect to the initial

datum), and actually converges to zero exponentially fast. In particular, noticing that

X(t, θ) = θ is a solution (corresponding to f(t, x) = 1), we deduce that all solutions

converge exponentially to it: indeed, choosing X2(t, θ) = θ and assuming c ≤ 1 we have

∫ 1

0

|X(t, θ)− θ|2 dθ ≤
(∫ 1

0

|X(0, θ)− θ|2 dθ
)
e−4ct.

2.3.2 Convergence of the gradient flows

The functional FN,2(x1, . . . , xN) with ρ ≡ 1 is given by

FN,2(x1, . . . , xN) =
|x1|3

3
+

N−1∑

i=1

1

12
|xi+1 − xi|3 +

|1− xN |3
3

, (2.3.3)

hence the defining equation for the gradient flow for FN,2 is

ẋi = −∂FN,2
∂xi

=
1

4

( (
xi+1 − xi

)2 −
(
xi − xi−1

)2
)

for all i = 1, . . . , N, (2.3.4)

where by convention x0 := −x1 and xN+1 := 2− xN .

The former convention comes from the following observation: in order to avoid prob-

lems at the boundary, one could symmetrize the configuration of points x1, . . . , xN with

respect to 0 to get N points y1, . . . , yN ∈ [−1, 0] satisfying yi := −xi. By identifying −1

with 1, we then get a family of 2N points on the circle where the dynamics is completely

equivalent to ours. This means that, by adding x0 and xN+1 defined as above, we can

see x1 and xN as interior points. In the next section we will apply the same observation

symmetrizing also the density ρ in the way described above.

In order to prove convergence, we want to find an equation for X evaluated on the

grid (i− 1/2)N .
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Lemma 2.3.2. Let X(t, θ) be a solution of (2.3.1)-(2.1.4) starting from an initial datum

X0 ∈ C4,α([0, 1]) with ∂θX0 ≥ c0 > 0. Let X i be the discretized solution defined at the

points ( i−1/2
N

, t), that is

X i(t) := X

(
i− 1/2

N
, t

)
for all i = 1, . . . , N. (2.3.5)

Then

∂tX
i −N3∂FN,2

∂xi
(X1, . . . , XN) = Ri.

with

|Ri(t)| ≤ Ĉ

N2
for all t ≥ 0, for all i = 1, . . . , N,

where Ĉ depends only on c0 and ‖X0‖C4,α([0,1]).

Proof. As we showed in Proposition 2.2.3 we have ∂θX(t, θ) ≥ c > 0 for all t, so that the

equation (2.3.1) remains uniformly parabolic and under our assumptions the solution

X(t) remains of class C4 for all times, with

‖X(t)‖C4 ≤ C ∀ t ≥ 0.

By Taylor’s expansion centered at ( i−1/2
N

, t), one has

X i+1 = X i +
1

N
∂θX

i +
1

2N2
∂θθX

i +
1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)
,

X i−1 = X i − 1

N
∂θX

i +
1

2N2
∂θθX

i − 1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)
.

Thus, with the convention X0 := −X1 and XN+1 := 2−XN ,

∂tX
i − N3

4

( (
X i+1 −X i

)2 −
(
X i −X i−1

)2
)

=

∂tX
i − N3

4

[
1

N
∂θX

i +
1

2N2
∂θθX

i +
1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)]2

+
N3

4

[
− 1

N
∂θX

i +
1

2N2
∂θθX

i − 1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)]2

,

hence

∂tX
i − N3

4

( (
X i+1 −X i

)2 −
(
X i −X i−1

)2
)

= ∂tX
i − 1

2
∂θX

i∂θθX
i +Ri = Ri,
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with

|Ri(t)| ≤ C
‖X(t)‖C4

N2
≤ Ĉ

N2
.

with Ĉ := C supt≥0 ‖X(t)‖C4 .

In order to compare X with xi we need to rescale times. More precisely, let us denote

with x̄i(t) := xi(N3t). Then

˙̄xi =
N3

4

( (
x̄i+1 − x̄i

)2 −
(
x̄i − x̄i−1

)2
)
. (2.3.6)

For simplicity of notation we set

W i
X := N

(
X i+1 −X i

)
, Y i

X :=
(
W i
X

)2
,

W i
x̄ := N

(
x̄i+1 − x̄i

)
, Y i

x̄ :=
(
W i
x̄

)2
,

(recall the convention X0 := −X1 and XN+1 := 2 −XN). The equation for X i can be

written as

∂tX
i =

N

4

(
Y i
X − Y i−1

X

)
+Ri,

while the equation for W i
x̄ (which follows easily from (2.3.6)) is given by

∂tW
i
x̄ =

N2

4

(
(W i+1

x̄ )2 − 2(W i
x̄)

2 + (W i−1
x̄ )2

)
. (2.3.7)

We now prove a discrete monotonicity result:

Lemma 2.3.3. Assume that C ≥ ∂θX(0, θ) ≥ c and C ≥ W i
x̄(0) ≥ c for all i and

θ ∈ (0, 1). Then C ≥ W i
x̄(t),W

i
X(t) ≥ c for all i = 1, . . . , N , and all t ≥ 0.

Proof. The inequality for W i
X follows from the fact that the bound C ≥ ∂θX(0) ≥ c is

propagated in time (see Proposition 2.2.3 and recall that here λ = 1).

To prove that W i
x̄(t) ≥ c > 0, it suffices to prove that, for any ε > 0 small,

W i
x̄(t) ≥ c− ε(2− e−t) := f(t) ∀i, ∀ t ≥ 0 (2.3.8)

(the bound W i
x̄(t) ≤ C being obtained in a is completely analogous manner). Notice

that, with this choice, f(0) < miniW
i
x̄(0). Suppose by contradiction that

min
i
W i
x̄(t) 6≥ f(t) in R+
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Then there exist a first time t0 such that W i0
X (t0) = f(t0) ≥ 0 for some i0, i.e., f(t) <

W i
x̄(t) for all t ∈ [0, t0) and all i = 1, . . . , n, and f(t) touches W i

x̄(t) from below at (i0, t0).

From the equation (2.3.7) and the condition (2.3.8) we get a contradiction: indeed, since

t0 is the first contact time we get

Ẇ i0
x̄ (t0) ≤ ḟ(t0) = −εe−t0 < 0,

while since
(
W i0+1
x̄ (t0)

)2
,
(
W i0−1
x̄ (t0)

)2 ≥ f(t0)2 =
(
W i0
x̄ (t0)

)2
(here we used that f(t) ≥ 0

provided ε is sufficiently small to deduce that W i ≥ f implies (W i)2 ≥ f 2)

Ẇ i0
x̄ (t0) =

N2

4

((
W i0+1
x̄ (t0)

)2 − 2
(
W i0
x̄ (t0)

)2
+
(
W i0−1
x̄ (t0)

)2
)
≥ 0.

This proves that miniW
i
x̄(t) ≥ f(t) for all t ≥ 0, and letting ε → 0 we have the desired

result.

We can now prove our convergence theorem.

Theorem 2.3.4. Let x̄i be a solution of the ODE (2.3.6), and let X i be as in (2.3.5).

Assume that X0 ∈ C4,α([0, 1]) and that there exist positive constants c0, C0 such that

c0

N
≤ x̄i(0)− x̄i−1(0) ≤ C0

N
, c0 ≤ ∂θX0 ≤ C0.

Then there exist two constants c̄, C̄ > 0, depending only on c0, such that

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ e−c̄t
1

N

N∑

i=1

(
x̄i(0)−X i(0)

)2
+ C̄

(
Ĉ

N2

)2

for all t ≥ 0, where Ĉ is as in Lemma 2.3.2.

Proof. We begin by observing that, because of Lemma 2.3.3,

c0

N
≤ x̄i(t)− x̄i−1(t) ≤ C0

N
, and

c0

N
≤ X i(t)−X i−1(t) ≤ C0

N
,

for all t ≥ 0. We now estimate the L2 distance between X i and x̄i: recalling Lemma
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2.3.2 we have

d

dt

1

N

N∑

i=1

|X i − x̄i|2

=
1

8N

N∑

i=1

N
(
X i − x̄i

) [
Y i
X − Y i−1

X − (Y i
x̄ − Y i−1

x̄ )
]

+
2

N

N∑

i=1

(X i − x̄i)Ri

=
1

8N

N∑

i=1

N
(
X i − x̄i

) [
Y i
X − Y i

x̄

]
− 1

8N

N∑

i=1

N
(
X i − x̄i

) [
Y i−1
X − Y i−1

x̄

]

+
2

N

N∑

i=1

(X i − x̄i)Ri

=
1

8N

N∑

i=1

N
(
X i − x̄i

) [
Y i
X − Y i

x̄

]
− 1

8N

N−1∑

i=0

N
(
X i+1 − x̄i+1

) [
Y i
X − Y i

x̄

]

+
2

N

N∑

i=1

(X i − x̄i)Ri

=
1

8N

N−1∑

i=0

N
(
X i − x̄i

) [
Y i
X − Y i

x̄

]
− 1

8N

N−1∑

i=0

N
(
X i+1 − x̄i+1

) [
Y i
X − Y i

x̄

]

+
2

N

N∑

i=1

(X i − x̄i)Ri

= − 1

8N

N−1∑

i=0

N
(
(X i+1 −X i)− (x̄i+1 − x̄i)

) [
Y i
X − Y i

x̄

]
+

2

N

N∑

i=1

(X i − x̄i)Ri

= − 1

8N

N−1∑

i=0

(W i
X −W i

x̄)
[
(W i

X)2 − (W i
x̄)

2
]

+
2

N

N∑

i=1

(X i − x̄i)Ri

≤ − c

8N

N−1∑

i=0

(W i
X −W i

x̄)
2 +

2

N

N∑

i=1

(X i − x̄i)Ri,

where at the last step we used that W i
x̄,W

i
X ≥ c > 0. We then apply the following

discrete Poincaré inequality (we postpone the proof to the end of the Theorem):

Lemma 2.3.5. Let (u0, . . . , uN) ⊂ RN with u0 = 0. Set

‖u‖2 :=
( 1

N

N∑

i=0

(ui)2
) 1

2
;
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‖u′‖2 :=
( 1

N

N−1∑

i=0

N2(ui+1 − ui)2
) 1

2
.

Then ‖u‖2
2 ≤ 1

2
‖u′‖2

2.

d

dt

1

N

N∑

i=1

|X i − x̄i|2 ≤ −c̄ 1

N

N∑

i=1

|X i − x̄i|2 +
2

N

N∑

i=1

(X i − x̄i)Ri.

Using that

(X i − x̄i)Ri ≤ ε(X i − x̄i)2 +
1

ε
(Ri)2,

choosing ε = c̄/4 we get

d

dt

1

N

N∑

i=1

|X i − x̄i|2 ≤ −c̄ 1

2N

N∑

i=1

|X i − x̄i|2 +
2

N

N∑

i=1

(Ri)2.

Recalling that

|Ri(t)| ≤ Ĉ

N2
,

(see Lemma 2.3.2), we conclude that

d

dt

1

N

N∑

i=1

|X i − x̄i|2 ≤ −c̄ 1

2N

N∑

i=1

|X i − x̄i|2 +
2 Ĉ2

N4
.

By Gronwall Lemma, this implies

1

N

N∑

i=1

|X i(t)− x̄i(t)|2 ≤ 1

N

N∑

i=1

|X i(0)− x̄i(0)|2 e−c̄t/2

+

∫ t

0

e−c̄(t−s)/2
2 Ĉ2

N4
ds.

In particular, using that the third derivatives of X(t, ·) are bounded, we get

1

N

N∑

i=1

|X i(t)− x̄i(t)|2 ≤ 1

N

N∑

i=1

|X i(0)− x̄i(0)|2 e−c̄t/2 +
2Ĉ2

c̄N4
,

as desired.
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Proof of Lemma 2.3.5. We observe that, since u0 = 0,

ui =
1

N

i−1∑

k=0

N(uk+1 − uk) for i = 0, . . . , N,

hence

‖u‖2
2 =

1

N

N∑

i=0

(ui)2 =
1

N

N∑

i=0

( 1

N

i−1∑

k=0

N(uk+1 − uk)
)2

≤ 1

N

N∑

i=0

(i− 1)
1

N2

i−1∑

k=0

N2(uk+1 − uk)2

=
(N − 1)

2N

1

N

N−1∑

k=0

N2(uk+1 − uk)2 ≤ 1

2
‖u′‖2

2.

The Eulerian counterpart

Let us define µNt := 1
N

∑
i δxi(t). We want to estimate the distance in MK1 between µNt

and the Lebesgue measure on [0, 1].

Theorem 2.3.6. Let x̄i be a solution of the ODE (2.3.6), and let X i be as in (2.3.5).

Assume that X0 ∈ C4,α([0, 1]) and that there exist positive constants c0, C0 such that

c0

N
≤ x̄i(0)− x̄i−1(0) ≤ C0

N
, c0 ≤ ∂θX0 ≤ C0.

Then there exist two constants ¯̄c, ¯̄C > 0, depending only on c0, C0, ‖X0‖C4,α([0,1]), such

that

MK1(µNt , dθ) ≤ e−¯̄ct/N3

+
¯̄C

N2
+

1

4N
∀ t ≥ 0.

In particular

MK1(µNt , dθ) ≤
1

4N
+

¯̄C + 1

N2
∀ t ≥ 2N3 logN

¯̄c
.

Proof. Take X0(θ) = θ, so that X(t, θ) = θ for all t, and apply Theorem 2.3.4: we know

that

1

N

N∑

i=1

|X i(t)− x̄i(t)|2 ≤ 1

N

N∑

i=1

|X i(0)− x̄i(0)|2 e−c̄t/2 +
C̄ Ĉ2

N4
,
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hence, since 0 ≤ x̄i(0) ≤ 1, 0 ≤ X i(0) ≤ 1,

1

N

N∑

i=1

∣∣∣∣x̄i(t)−
i− 1/2

N

∣∣∣∣
2

≤ e−c̄t +
C̄ Ĉ2

N4
.

Recalling that

x̄i(t) := xi(N3t/8),

we get

1

N

N∑

i=1

∣∣∣∣xi(t)−
i− 1/2

N

∣∣∣∣
2

≤ e−c̄t/N
3

+
C̄ Ĉ2

N4
.

To control MK1(µNt , dθ), we consider a 1-Lipschitz function ϕ and we estimate

∫ 1

0

ϕdµNt −
∫ 1

0

ϕdθ =
1

N

N∑

i=1

ϕ(xi(t))−
N∑

i=1

∫ i/N

(i−1)/N

ϕdθ

=
1

N

N∑

i=1

[
ϕ(xi(t))− ϕ

(
i− 1/2

N

)]

+
N∑

i=1

∫ i/N

(i−1)/N

[
ϕ

(
i− 1/2

N

)
− ϕ(θ)

]
dθ

≤ 1

N

N∑

i=1

∣∣∣∣xi(t)−
i− 1/2

N

∣∣∣∣+
N∑

i=1

∫ i/N

(i−1)/N

∣∣∣∣
i− 1/2

N
− θ
∣∣∣∣ dθ

≤

√√√√ 1

N

N∑

i=1

∣∣∣∣xi(t)−
i− 1/2

N

∣∣∣∣
2

+
1

4N

≤ e−c̄t/(2N
3) +

C̄1/2 Ĉ

N2
+

1

4N
,

hence, taking the supremum over all 1-Lipschitz functions we get

MK1(µNt , dθ) ≤ e−c̄t/(2N
3) +

C̄1/2 Ĉ

N2
+

1

4N
,

which proves the result with ¯̄c := c̄/2 and ¯̄C := C̄1/2 Ĉ.
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2.4 The case ρ 6≡ 1

We consider the case r = 2 whit ρ a periodic function of class C3,α, where

‖ρ‖C3,α := ‖ρ‖C3 + sup
x 6=y

|ρ′′′(x)− ρ′′′(y)|
|x− y|α .

We recall that

F [X] =
1

12

∫ 1

0

ρ(X(θ)(∂θX(θ))3dθ,

and that the gradient flow PDE for F for the L2-metric is given in (2.1.3).

2.4.1 Convergence of the gradient flows

We recall the formula for the gradient of FN,2 given in (2.2.1).

Lemma 2.4.1. Let X(t, θ) be a solution of (2.1.3)-(2.1.4) starting from an initial datum

X0 ∈ C4,α([0, 1]) for some α > 0 with ∂θX0 ≥ c0 > 0, and assume that 0 < λ ≤ ρ ≤ 1/λ.

Let X i be the discrete values of the exact solution at the points
(
i−1/2
N

, t
)

as in (2.3.5).

Then

∂tX
i −N3∂FN,2

∂xi
(X1, . . . , XN) = Ri

with

|Ri(t)| ≤ Ĉ

N2
∀ t ≥ 0, ∀ i = 1, . . . , N, (2.4.1)

where Ĉ depends only on c0, λ, ‖ρ‖C3,α([0,1]), and ‖X0‖C4,α([0,1]).

Proof. As we showed in Proposition 2.2.3, under our assumptions ∂θX(t) ≥ c > 0 for all

t and the solution X(t) remains of class C4 for all times, with

‖X(t)‖C4 ≤ C ∀ t ≥ 0.

A Taylor expansion yields

X i+1 = X i +
1

N
∂θX

i +
1

2N2
∂θθX

i +
1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)
;

X i−1 = X i − 1

N
∂θX

i +
1

2N2
∂θθX

i − 1

6N3
∂θθθX

i +O

(‖X(t)‖C4

N4

)
;
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ρ(y) = ρ(X i) + ρ′(X i) (y −X i) +
ρ′′(X i)

2
(y −X i)2 +O(|y −X i|3),

where as before we adopt the convention X0 := −X1 and XN+1 := 2−XN . In addition,

we set

ρ(y) := ρ(−y) for y ∈ [X0, 0], ρ(y) := ρ(2− y) for y ∈ [1, XN+1].

Then

− ∂FN,2
∂xi

(X1, . . . , XN)

= 2

∫ Xi+Xi+1

2

Xi+Xi−1

2

(y −X i)

[
ρ(X i) + ρ′(X i) (y −X i) +

ρ′′(X i)

2
(y −X i)2 +O(|y −X i|3)

]
dy

= 2

∫ Xi+Xi+1

2

Xi+Xi−1

2

(y −X i)ρ(X i)dy

+ 2

∫ Xi+Xi+1

2

Xi+Xi−1

2

(y −X i)

[
ρ′(X i) (y −X i) +

ρ′′(X i)

2
(y −X i)2 +O(|y −X i|3)

]
dy

=
ρ(X i)

4

[
(X i+1 −X i)2 − (X i −X i−1)2

]
+ 2ρ′(X i)

1

24

[
(X i+1 −X i)3 − (X i −X i−1)3

]

+ ρ′′(X i)
1

64

[
(X i+1 −X i)4 − (X i −X i−1)4

]
+O(1/N5).

Therefore

−∂FN,2
∂xi

(X1, . . . , XN) =
ρ(X i)

4

[
(X i+1 −X i)2 − (X i −X i−1)2

]

+ ρ′(X i)
1

12

[
(X i+1 −X i)3 − (X i −X i−1)3

]

+ ρ′′(X i)
1

64

[
(X i+1 −X i)4 − (X i −X i−1)4

]

+O(1/N5).

We now use the Taylor expansion for X to see that

(X i+1 −X i)2 − (X i −X i−1)2 =
2∂θX

i ∂θθX
i

N3
+O(1/N5),
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(X i+1 −X i)3 − (X i −X i−1)3 =
2(∂θX

i)3

N3
+O(1/N5),

(X i+1 −X i)4 − (X i −X i−1)4 = O(1/N5),

thus

− ∂FN,2
∂xi

(X1, . . . , XN)

=
1

2N3
ρ(X i)∂θX

i ∂θθX
i +

1

6N3
ρ′(X i)(∂θX

i)3 +O(1/N5) = O(1/N5).

The L∞ stability estimate

Let X be a smooth solution of the continuous gradient flow

∂tX =
1

2
ρ(X)∂θX ∂θθX +

1

6
ρ′(X)(∂θX)3 (2.4.2)

and define

X i(t) := X

(
t,
i− 1/2

N

)
. (2.4.3)

Recall that, according to Lemma 2.4.1, X i solves the following ODE:

Ẋ i = 2N3

∫ Xi+Xi+1

2

Xi+Xi−1

2

(z −X i)ρ(z)dz +Ri (2.4.4)

where Ri satisfies (2.4.1) and we are using the conventions X0 := −X1, XN+1 := 2−XN ,

and

ρ(y) := ρ(−y) for y ∈ [X0, 0], ρ(y) := ρ(2− y) for y ∈ [1, XN+1].

We also consider the rescaled discrete solution
(
x̄i(t)

)
1≤i≤N

˙̄xi = 2N3

∫ x̄i+x̄i+1

2

x̄i+x̄i−1

2

(z − x̄i)ρ(z)dz. (2.4.5)

In the following lemma we prove that, over a time scale τ > 0, X i gets at most ητ apart

from the exact solution of the ODE, where η depends both on Ĉ
N2 and on the initial

distance between the two solutions.
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Lemma 2.4.2. Let x̄i be a solution of the ODE (2.4.5), and let X i be as in (2.4.3). Set

At := max
i=1,...,N

|x̄i(t)−X i(t)|.

There exists a time T > 0, depending only on supt≥0 ‖X(t)‖C2 and ‖ρ′‖∞ + ‖ρ′′‖∞,

such that, for any t∗ ≥ 0,

At∗+τ ≤ At∗ + η τ ∀ τ ∈ [0, T ]

with η := 3Ĉ
N2 + At∗

T
, where Ĉ is as in (2.4.1).

Proof. Let us define

A±t := max
i=1,...,N

(
±[x̄i(t)−X i(t)]

)
+
.

Notice that At = max{A+
t , A

−
t }, and to prove the result it is enough to prove the following

stronger statement:

A+
t∗+τ ≤ A+

t∗ + η τ ∀ τ ∈ [0, T ], (2.4.6)

A−t∗+τ ≤ A−t∗ − η τ ∀ τ ∈ [0, T ].

Since the arguments for A+ and A− are completely analogous , we prove only (2.4.6).

Also, without loss of generality we can assume t∗ = 0. By definition of A+
0 , at time 0 the

solutions are ordered

X i(0) ≤ x̄i(0) + A+
0 .

Let us define Y i(t) := X i(t) − A+
0 − ηt and assume that there exist t0 ∈ R+ defined as

t0 := inf
t∈R+

{
Y i(t) = x̄i(t)

}
. Then,

˙̄xi(t0) ≤ Ẏ i(t0) ≤ Ẋ i(t0)− η. (2.4.7)

Observing that x̄i+1(t0) ≥ Y i+1(t0) and x̄i−1(t0) ≥ Y i−1(t0),

˙̄xi(t0) =2N3

∫ x̄i+x̄i+1

2

x̄i+x̄i−1

2

(z − x̄i)ρ(z)dz

≥ 2N3

∫ Y i+Y i+1

2

Y i+Y i−1

2

(z − Y i)ρ(z)dz.
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Performing a change of variable ω = z + A+
0 + ηt0, we have

˙̄xi(t0) ≥ 2N3

∫ Y i+Y i+1

2

Y i+Y i−1

2

(z − Y i)ρ(z)dz

= 2N3

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)ρ(ω − A+
0 − ηt0)dω.

By the fundamental theorem of calculus

ρ(ω − A+
0 − ηt0) = ρ(ω)− (A+

0 + ηt0)

(∫ 1

0

ρ′(ω + s(A+
0 + ηt0))ds

)

:= ρ(ω)− a(ω),

so

˙̄xi(t0) ≥ 2N3

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)ρ(ω)dω

− 2N3(A+
0 + ηt0)

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)a(ω)dω.

If we recall that X i solves the ODE (2.4.4) we have

˙̄xi(t0) ≥ Ẋ i −Ri − 2N3(A+
0 + ηt0)

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)a(ω)dω

= Ẋ i −Ri − 2N3(A+
0 + ηt0)

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)
(
a(ω)− a(X i)

)
dω

+ 2N3(A+
0 + ηt0)

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)a(X i)dω

:= Ẋ i −Ri − T1 + T2.

For T1 we observe that, since |X i+1 −X i| ≤ C/N for all i,

|T1| ≤ CN3(A+
0 + ηt0)‖a′‖∞

∫ Xi+Xi+1

2

Xi+Xi−1

2

|ω −X i|2dω ≤ C(A+
0 + ηt0)‖ρ′′‖∞.
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For T2 we use the Taylor expansion for X:

X i+1 = X i +
∂θX

i

N
+O

(
1

N2

)
;

X i−1 = X i − ∂θX
i

N
+O

(
1

N2

)
.

Thus,

T2 ≤ CN3(A+
0 + ηt0)‖ρ′‖∞

∫ Xi+Xi+1

2

Xi+Xi−1

2

(ω −X i)dω

= CN3(A+
0 + ηt0)‖ρ′‖∞

[
−1

2

(
−∂θX

i

N
+O

(
1

N2

))2

+
1

2

(
∂θX

i

N
+O

(
1

N2

))2
]

≤ C(A+
0 + ηt0)‖ρ′‖∞.

Then
˙̄xi(t0) ≥ Ẋ i − |Ri| − C(A+

0 + ηt0) (‖ρ′′‖∞ + ‖ρ′‖∞) ,

that combined with (2.4.7) and (2.4.1) gives

η ≤ C(A+
0 + ηt0) (‖ρ′′‖∞ + ‖ρ′‖∞) + |Ri|

≤ C(A+
0 + ηt0) (‖ρ′′‖∞ + ‖ρ′‖∞) +

Ĉ

N2
.

We now show that there exists a time T > 0, depending only on supt≥0 ‖X(t)‖C2 and

‖ρ′‖∞ + ‖ρ′′‖∞, such that t0 > T . This will prove that (2.4.6) holds on [0, T ].

Assume by contradiction that t0 ≤ T . Then the above estimate gives

η ≤ C

(
A+

0

T
+ η

)
T (‖ρ′′‖∞ + ‖ρ′‖∞) +

Ĉ

N2
.

Choosing T sufficiently small so that

CT (‖ρ′′‖∞ + ‖ρ′‖∞) ≤ 1

2
we get

η ≤ 1

2

(
A+

0

T
+ η

)
+

Ĉ

N2
,

or equivalently

η ≤ A+
0

T
+ 2

Ĉ

N2
.

This contradicts the definition of η and proves the result.
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The L2 stability estimate

Lemma 2.4.3. Let x̄i be a solution of the ODE (2.4.5), and let X i be as in (2.4.3). Let

0 ≤ T1 ≤ T2 ≤ ∞, and assume that there exist two positive constants c0, C0 such that

c0

N
≤ x̄i(t)− x̄i−1(t) ≤ C0

N
,

c0

N
≤ X i(t)−X i−1(t) ≤ C0

N
, ∀ t ∈ [T1, T2].

Then, there exists ε0 = ε0(c0, C0) > 0 such that, if ‖ρ′‖L∞ + ‖ρ′′‖L∞ ≤ ε0 then one can

find two constants c̄, C̄ > 0, depending only on c0, such that

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ e−c̄(t−T1) 1

N

N∑

i=1

(
x̄i(T1)−X i(T1)

)2
+ C̄

(
Ĉ

N2

)2

for all t ∈ [T1, T2].

Proof. We compute

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2
=

4N2

N∑

i=1

(
x̄i −X i

)


∫ x̄i+x̄i+1

2

x̄i+x̄i−1

2

(z − x̄i)ρ(z)dz −
∫ Xi+Xi+1

2

Xi+Xi−1

2

(z −X i)ρ(z)dz




+
2

N

N∑

i=1

(
x̄i −X i

)
Ri

= 4N2

N∑

i=1

(
x̄i −X i

)
[ ∫ x̄i

x̄i+x̄i−1

2

(z − x̄i)ρ(z)dz

+

∫ x̄i+x̄i+1

2

x̄i
(z − x̄i)ρ(z)dz −

∫ Xi

Xi+Xi−1

2

(z −X i)ρ(z)dz

−
∫ Xi+Xi+1

2

Xi

(z −X i)ρ(z)dz

]
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri

:= 4N2

N∑

i=1

(
x̄i −X i

) [
Ax̄i +Bx̄i − AXi −BXi

]
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri.
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For Ax̄i and Bx̄i we have

Ax̄i =

∫ x̄i

x̄i+x̄i−1

2

(z − x̄i)ρ(x̄i−1)dz +

∫ x̄i

x̄i+x̄i−1

2

(z − x̄i)
(
ρ(z)− ρ(x̄i−1)

)
dz

= −ρ(x̄i−1)

8
(x̄i − x̄i−1)2 +

∫ x̄i

x̄i+x̄i−1

2

(z − x̄i)
(
ρ(z)− ρ(x̄i−1)

)
dz

:= Di−1
x̄ + Ei,2

x̄ .

Bx̄i =

∫ x̄i+x̄i+1

2

x̄i
(z − x̄i)ρ(x̄i)dz +

∫ x̄i+x̄i+1

2

x̄i
(z − x̄i)

(
ρ(z)− ρ(x̄i)

)
dz

=
ρ(x̄i)

8
(x̄i+1 − x̄i)2 +

∫ x̄i+x̄i+1

2

x̄i
(z − x̄i)

(
ρ(z)− ρ(x̄i)

)
dz

:= Di
x̄ + Ei,1

x̄ .

Analogously we can set AXi := Di−1
X + Ei,2

X and BXi := Di
X + Ei,1

X . In this way we have

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2

= 4N2

N∑

i=1

(
x̄i −X i

) [
Ax̄i +Bx̄i − AXi −BXi

]
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri

= 4N2

N∑

i=1

(
x̄i −X i

) [
Di
x̄ −Di−1

x̄ −Di
X +Di

X

]

+ 4N2

N∑

i=1

(
x̄i −X i

) [
Ei,1
x̄ − Ei,1

X + Ei,2
x̄ − Ei,2

X

]
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri

= T1 + T2 +
2

N

N∑

i=1

(
x̄i −X i

)
Ri.

Let us estimate T1 and T2 separately. First,

T1 = 4N2

N∑

i=1

(
x̄i −X i

) [
Di
x̄ −Di−1

x̄ −Di
X +Di

X

]

= 4N2

(
N∑

i=1

(
x̄i −X i

) (
Di
x̄ −Di

X

)
−

N∑

i=1

(
x̄i −X i

) (
Di−1
x̄ −Di−1

X

)
)
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Using the discrete version of the integration by parts we obtain

T1 = 4N2

(
N∑

i=1

(
x̄i −X i

) (
Di
x̄ −Di

X

)
−

N∑

i=1

(
x̄i −X i

) (
Di−1
x̄ −Di−1

X

)
)

= 4N2

(
N∑

i=1

(
x̄i −X i

) (
Di
x̄ −Di

X

)
−

N∑

i=1

(
x̄i+1 −X i+1

) (
Di
x̄ −Di

X

)
)

= 4N2

(
N∑

i=1

((
x̄i − x̄i+1

)
−
(
X i −X i+1

)) (
Di
x̄ −Di

X

)
)

Recalling the definitions of Di
x̄ and Di

X we have

T1 = −N
2

4

(
N∑

i=1

((
x̄i+1 − x̄i

)
−
(
X i+1 −X i

))(
ρ(x̄i)(x̄i+1 − x̄i)2 − ρ(X i)(X i+1 −X i)2

))

= −N
2

4

(
N∑

i=1

[ (
x̄i+1 − x̄i

)
−
(
X i+1 −X i

) ][
ρ(x̄i)

(
(x̄i+1 − x̄i)2 − (X i+1 −X i)2

)])

+
N2

4

(
N∑

i=1

[ (
x̄i+1 − x̄i

)
−
(
X i+1 −X i

) ][ (
ρ(x̄i)− ρ(X i)

) (
X i+1 −X i

)2
])

=: T1,1 + T1,2.

Notice that, since ‖ρ′‖∞ ≤ ε0 and ‖ρ‖L1 = 1, we have ρ ≥ 1/2 provided ε0 is small

enough. Hence, recalling that x̄i+1 − x̄i ≥ c0
N

and X i+1 −X i ≥ c0
N

, we can estimate the

first term

T1,1 ≤ −
N2

8

N∑

i=1

[ (
x̄i+1 − x̄i

)
−
(
X i+1 −X i

) ]2[(
(x̄i+1 − x̄i) + (X i+1 −X i)

)]

≤ −c0

4
N

N∑

i=1

[ (
x̄i+1 − x̄i

)
−
(
X i+1 −X i

) ]2

= − c0

4N

N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

.
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Hence, recalling that X i+1 −X i ≤ C0

N
,

|T1,2| ≤ ‖ρ′‖L∞
N2

4

(
N∑

i=1

∣∣∣∣
(
x̄i+1 − x̄i

)
−
(
X i+1 −X i

) ∣∣∣∣
∣∣∣
(
x̄i −X i

) (
X i+1 −X i

)2
∣∣∣
)

≤ C2
0

N
‖ρ′‖L∞

N∑

i=1

∣∣∣∣N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ∣∣∣∣
∣∣x̄i −X i

∣∣.

Using the inequality ab ≤ a2 + b2 we get

|T1,2| ≤
C2

0

N
‖ρ′‖L∞

N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

+
C2

0

N
‖ρ′‖L∞

N∑

i=1

(
x̄i −X i

)2
.

Let us now consider T2.

T2 = 4N2

N∑

i=1

(
x̄i −X i

) [
Ei,1
x̄ − Ei,1

X + Ei,2
x̄ − Ei,2

X

]

= 4N2

N∑

i=1

(
x̄i −X i

) [
Ei,1
x̄ − Ei,1

X

]
+ 4N2

N∑

i=1

(
x̄i −X i

) [
Ei,2
x̄ − Ei,2

X

]

:= T2,1 + T2,2.

Let us first focus on the differences Ei,1
x̄ − Ei,1

X and Ei,2
x̄ − Ei,2

X . Keeping in mind the

definitions of Ei,1
x̄ and Ei,1

X we have

Ei,1
x̄ − Ei,1

X =

∫ x̄i+x̄i+1

2

x̄i
(z − x̄i)

(
ρ(z)− ρ(x̄i)

)
dz −

∫ Xi+Xi+1

2

Xi

(z −X i)
(
ρ(z)− ρ(X i)

)
dz.

Performing the change of variable ω = z − x̄i, ω = z −X i respectively, we get

Ei,1
x̄ − Ei,1

X =

∫ x̄i+1−x̄i
2

0

ω
(
ρ(ω + x̄i)− ρ(x̄i)

)
dω

−
∫ Xi+1−Xi

2

0

ω
(
ρ(ω +X i)− ρ(X i)

)
dω.
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Adding and subtracting

∫ x̄i+1−x̄i
2

0

ω
(
ρ(ω +X i)− ρ(X i)

)
dω

we have

Ei,1
x̄ − Ei,1

X =

∫ x̄i+1−x̄i
2

0

ω

[
ρ(ω + x̄i)− ρ(x̄i)− ρ(ω +X i) + ρ(X i)

]
dω

−
∫ Xi+1−Xi

2

x̄i+1−x̄i
2

ω
(
ρ(ω +X i)− ρ(X i)

)
dω.

By the fundamental theorem of calculus and recalling that (x̄i+1−x̄i) ≤ C0

N
, (X i+1−X i) ≤

C0

N
we obtain the following estimate

|Ei,1
x̄ − Ei,1

X | =
∣∣∣∣
∫ x̄i+1−x̄i

2

0

ω2

[∫ 1

0

ρ′(x̄i + sω)ds−
∫ 1

0

ρ′(X i + sω)ds

]
dω

−
∫ Xi+1−Xi

2

x̄i+1−x̄i
2

ω
(
ρ(ω +X i)− ρ(X i)

)
dω

∣∣∣∣

≤ C0

N3
‖ρ′′‖L∞|x̄i −X i|+ ‖ρ′‖L∞

∣∣∣∣∣

∫ Xi+1−Xi
2

x̄i+1−x̄i
2

ω2dω

∣∣∣∣∣

=
C0

N3
‖ρ′′‖L∞|x̄i −X i|+ ‖ρ

′‖L∞
8

∣∣∣∣
(
X i+1 −X i

)3 −
(
x̄i+1 − x̄i

)3

∣∣∣∣.

Thus,

|T2,1| = 4N2

N∑

i=1

∣∣x̄i −X i
∣∣∣∣Ei,1

x̄ − Ei,1
X

∣∣

≤ C

N
‖ρ′′‖L∞

N∑

i=1

(
x̄i −X i

)2

+
N2

2
‖ρ′‖L∞

N∑

i=1

|x̄i −X i|
∣∣∣
(
X i+1 −X i

)3 −
(
x̄i+1 − x̄i

)3
∣∣∣.
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Recalling that 0 ≤ (x̄i+1 − x̄i) ≤ C0

N
and 0 ≤ (X i+1 −X i) ≤ C0

N
we see that

∣∣∣
(
X i+1 −X i

)3 −
(
x̄i+1 − x̄i

)3
∣∣∣ ≤ C

N2

∣∣∣
(
X i+1 −X i

)
−
(
x̄i+1 − x̄i

) ∣∣∣,

therefore

|T2,1| ≤
C

N
‖ρ′′‖L∞

N∑

i=1

(
x̄i −X i

)2

+
C

N
‖ρ′‖L∞

N∑

i=1

|x̄i −X i|
∣∣N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ∣∣

≤ C

N
‖ρ′′‖L∞

N∑

i=1

(
x̄i −X i

)2

+
C

N
‖ρ′‖L∞

[
N∑

i=1

|x̄i −X i|2 +
N∑

i=1

∣∣N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ∣∣2
]
.

Let us now estimate Ei,2
x̄ − Ei,2

X . By definition we have

Ei,2
x̄ − Ei,2

X =
∫ x̄i

x̄i+x̄i−1

2

(z − x̄i)
(
ρ(z)− ρ(x̄i−1)

)
dz −

∫ Xi

Xi+Xi−1

2

(z −X i)
(
ρ(z)− ρ(X i−1)

)
dz.

Performing the change of variable ω = z − x̄i−1, ω = z −X i−1 respectively, we get

Ei,2
x̄ − Ei,2

X =

∫ x̄i−x̄i−1

x̄i−x̄i−1

2

(
ω + x̄i−1 − x̄i

) (
ρ(ω + x̄i−1)− ρ(x̄i−1)

)
dω

−
∫ Xi−Xi−1

Xi−Xi−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω.

Adding and subtracting

−
∫ Xi−Xi−1

Xi−Xi−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω
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we get

|Ei,2
x̄ − Ei,2

X |

≤
∣∣∣∣∣

∫ x̄i−x̄i−1

x̄i−x̄i−1

2

(
ω + x̄i−1 − x̄i

) (
ρ(ω + x̄i−1)− ρ(x̄i−1)− ρ(ω +X i−1) + ρ(X i−1)

)
dω

∣∣∣∣∣

+

∣∣∣∣∣−
∫ Xi−Xi−1

Xi−Xi−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

+

∫ x̄i−x̄i−1

x̄i−x̄i−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

∣∣∣∣∣.

Arguing as we did for the first term in Ei,1
x̄ −Ei,1

X , the first term in Ei,2
x̄ −Ei,2

X is controlled

by

‖ρ′′‖∞
∫ x̄i−x̄i−1

x̄i−x̄i−1

2

∣∣ω + x̄i−1 − x̄i
∣∣
∣∣∣X i−1 − x̄i−1

∣∣∣ω2 dω,

and recalling that |x̄i−1 − x̄i| ≤ C0/N , the above term is bounded by

C

N3
‖ρ′′‖∞

∣∣∣X i−1 − x̄i−1
∣∣∣.

Concerning the second term in Ei,2
x̄ − Ei,2

X , using that

∣∣∣∣
∫ a

a/2

−
∫ b

b/2

∣∣∣∣ ≤
∣∣∣∣
∫ a

0

−
∫ b

0

∣∣∣∣+

∣∣∣∣
∫ a/2

0

−
∫ b/2

0

∣∣∣∣ =

∣∣∣∣
∫ b

a

∣∣∣∣+

∣∣∣∣
∫ b/2

a/2

∣∣∣∣
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we get

∣∣∣∣∣

∫ x̄i−x̄i−1

x̄i−x̄i−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

−
∫ Xi−Xi−1

Xi−Xi−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

∣∣∣∣∣

≤
∣∣∣∣∣

∫ Xi−Xi−1

2

x̄i−x̄i−1

2

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

∣∣∣∣∣

+

∣∣∣∣∣

∫ Xi−Xi−1

x̄i−x̄i−1

(
ω +X i−1 −X i

) (
ρ(ω +X i−1)− ρ(X i−1)

)
dω

∣∣∣∣∣.

≤ ‖ρ′‖L∞
[∣∣∣
∫ Xi−Xi−1

2

x̄i−x̄i−1

2

∣∣ω +X i−1 −X i
∣∣ |ω| dω

∣∣∣

+
∣∣∣
∫ Xi−Xi−1

x̄i−x̄i−1

∣∣ω +X i−1 −X i
∣∣ |ω| dω

∣∣∣
]
.

We now notice that in the last term the second integral is bounded by the first integral

hence we can bound it by

2‖ρ′‖L∞
∫ Xi−Xi−1

x̄i−x̄i−1

ω2 dω + 2‖ρ′‖L∞(X i −Xx−i)

∫ Xi−Xi−1

x̄i−x̄i−1

ω dω

≤ C‖ρ′‖L∞
∣∣∣(X i −X i−1)3 − (x̄i − x̄i−1)3

∣∣∣

+ C‖ρ′‖L∞(X i−1 −X i)
∣∣∣(X i −X i−1)2 − (x̄i − x̄i−1)2

∣∣∣.

Hence, arguing as for T2,1, we obtain

|T2,2| ≤
C

N
‖ρ′′‖L∞

N∑

i=1

(
x̄i −X i

)2

+
C

N
‖ρ′‖L∞

[
N∑

i=1

|x̄i −X i|2 +
N∑

i=1

∣∣N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ∣∣2
]
.
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Combining all these bounds together, we get

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2

= T1 + T2 +
2

N

N∑

i=1

(
x̄i −X i

)
Ri

= T1,1 + T1,2 + T2,1 + T2,2 +
2

N

N∑

i=1

(
x̄i −X i

)
Ri

≤ −c0λ

2N

N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

+
C

N

(
‖ρ′‖L∞ + ‖ρ′′‖L∞

) N∑

i=1

(
x̄i −X i

)2

+
C

N

(
‖ρ′‖L∞ + ‖ρ′′‖L∞

) N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

+
2

N

N∑

i=1

(
x̄i −X i

)
Ri.

Hence, recalling that ‖ρ′‖L∞ + ‖ρ′′‖L∞ ≤ ε0, we can choose ε0 small (the smallness

depending only on c0, C0, λ) so that C
(
‖ρ′‖L∞ + ‖ρ′′‖L∞

)
≤ c0λ/2 to obtain

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2 ≤ − c0

8N

N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

+
C

N
ε0

N∑

i=1

(
x̄i −X i

)2
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri.

We now use the discrete Poincaré inequality (see Lemma 2.3.5) to get

1

2

N∑

i=1

[
N
(
x̄i+1 − x̄i

)
−N

(
X i+1 −X i

) ]2

≥
N∑

i=1

(
x̄i −X i

)2
,
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so that assuming ε0 small enough we conclude

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2 ≤ − c0

N

N∑

i=1

(
x̄i −X i

)2
+
C

N
ε0

N∑

i=1

(
x̄i −X i

)2

+
2

N

N∑

i=1

(
x̄i −X i

)
Ri

≤ −2c0

3N

N∑

i=1

(
x̄i −X i

)2
+

2

N

N∑

i=1

(
x̄i −X i

)
Ri

Finally, using the bound

2
(
x̄i −X i

)
Ri ≤ ε(x̄i −X i)2 +

1

ε
|Ri|2

with ε := 2c0/3, and recalling that |Ri| ≤ Ĉ/N2 we conclude

d

dt

1

N

N∑

i=1

(
x̄i −X i

)2 ≤ − c0

6N

N∑

i=1

(
x̄i −X i

)2
+

3

2c0

(
Ĉ

N2

)2

.

Integrating this differential inequality over [T1, t] with t ≤ T2, by Gronwall Lemma we

obtain

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ e−c̄(t−T1) 1

N

N∑

i=1

(
x̄i(T1)−X i(T1)

)2
+ C̄

(
Ĉ

N2

)2

for some constants c̄, C̄ > 0 depending only on c0, as desired.

2.4.2 The convergence results

Combining the results in the previous sections, we can now prove that if a continuous

and a discrete solution are close up to 1/N2 at time zero, then they remain close for all

time. As one can see from the proof, it is crucial that the discrete scheme has a error of

order 1
N2 (see Lemma 2.4.1).

Theorem 2.4.4 (Consistency). Let x̄i be a solution of the ODE (2.4.5), and let X i be as

in (2.4.3). Assume that X0 ∈ C4,α([0, 1]), X0(0) = 0, X0(1) = 1, and that a0 ≤ ∂θX0 ≤
A0 for some positive constants a0, A0. Also, suppose that

|X i(0)− x̄i(0)| ≤ C ′

N2
∀ i = 1, . . . , N. (2.4.8)
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for some positive constant C ′.

Then, there exists ε1 ≡ ε1

(
a0, A0, ‖ρ‖C3,α([0,1]), ‖X0‖C4,α([0,1])

)
> 0 such that, if ‖ρ′‖∞+

‖ρ′′‖∞ ≤ ε1 we have

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤
¯̄C

N4
∀ t ∈ [0,∞).

Proof. The idea of the proof is the following: we want to prove the discrete gradient

flow and the continuous one are L2 close for all times. This is exactly what is claimed in

Lemma 2.4.3 which, on the other hand, is based on the assumption c0
N
≤ x̄i(t)− x̄i−1(t) ≤

C0

N
, c0, C0 ∈ R+. Unfortunately, a priori, these assumptions may not hold for every time.

However, by carefully combining Lemmas 2.4.2 and 2.4.3 by an induction argument, we

can show that these assumptions actually holds for all times.

Basis for the induction. First we observe that, by Proposition 2.2.3, there exist two

positive constants a and A such that

a ≤ ∂θX(t) ≤ A ∀ t ≥ 0. (2.4.9)

Recalling the definition of X i in (2.4.3), we can infer the following inequalities at the

discrete level:
a

N
≤ X i(t)−X i−1(t) ≤ A

N
∀ t ≥ 0, ∀ i. (2.4.10)

Let us now focus on the assumption

c0

N
≤ x̄i(t)− x̄i−1(t) ≤ C0

N
, c0, C0 ∈ R+.

Using Lemma 2.4.2 we have

|x̄i(t)−X i(t)| ≤ |x̄i(0)−X i(0)|+ ηt ∀ t ∈ [0, T ].

Keeping in mind the definition of η and (2.4.8) we have

|x̄i(t)−X i(t)| ≤ C ′

N2
+

3Ĉ

N2
t+

C ′

N2

t

T
∀ t ∈ [0, T ],

so by the triangular inequality and (2.4.10) we obtain

a

N
− 2

(
2C ′

N2
+

3Ĉ

N2
T

)
≤ x̄i(t)− x̄i−1(t) ≤ A

N
+ 2

(
2C ′

N2
+

3Ĉ

N2
T

)
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for t ∈ [0, T ]. In particular, by choosingN large enough (depending only on a,A, Ĉ, C ′, T ),

we can ensure that

a

2N
≤ x̄i(t)− x̄i−1(t) ≤ 2A

N
∀ t ∈ [0, T ]. (2.4.11)

Inductive step. Our goal is to show that if the above property holds for all t ∈ [0, αT ]

then it holds for all t ∈ [0, (α + 1)T ]. Let us apply Lemma 2.4.3 on [0, αT ] and (2.4.8)

to get

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ e−c̄t

N

N∑

i=1

(
x̄i(0)−X i(0)

)2
+ C̄

(
Ĉ

N2

)2

≤
¯̄C

N4
∀ t ∈ [0, αT ]

for some constant ¯̄C depending only on C̄, Ĉ, C ′. Hence, since

|x̄i(t)−X i(t)| ≤

√√√√
N∑

i=1

(
x̄i(t)−X i(t)

)2 ∀ t ∈ [0, αT ], ∀ i,

we obtain in particular,

|x̄i(αT )−X i(αT )| ≤

√
¯̄C

N3
∀ i = 1, . . . , N.

Applying again Lemma 2.4.2 with αT as initial time, we now get

|x̄i(αT + t)−X i(αT + t)| ≤ |x̄i(αT )−X i(αT )|+ ηαT

≤

√
¯̄C

N3
+

3Ĉ

N2
αT +

√
¯̄C

N3

t

αT
∀ t ∈ [0, αT ].

Hence, by (2.4.10) and triangle inequality,

a

N
− 2

(
2

√
¯̄C

N3
− 3Ĉ

N2
αT

)
≤ x̄i(t)− x̄i−1(t)

≤ A

N
+ 2

(
2

√
¯̄C

N3
− 3Ĉ

N2
αT

)
∀ t ∈ [αT, (α + 1)T ].

(2.4.12)
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Then, if N is big enough so that

2

√
¯̄C

N3
+

3Ĉ

N2
αT ≤ a

4N
(2.4.13)

we have
a

2N
≤ x̄i(t)− x̄i−1(t) ≤ 2A

N
∀ t ∈ [αT, (α + 1)T ].

Recalling the inequality (2.4.11) we get

a

2N
≤ x̄i(t)− x̄i−1(t) ≤ 2A

N
∀ t ∈ [0, (α + 1)T ].

This concludes the inductive step and, in particular, Lemma 2.4.3 applied on [0,∞)

proves the desired estimate for N ≥ N0 for some large number N0.

Notice that the case N ≤ N0 is trivial since (using that 0 ≤ x̄i, X i ≤ 1)

1

N

N∑

i=1

(
x̄i(t)−X i(t)

)2 ≤ 1 ≤ N4
0

N4
∀ t ∈ [0,∞).

The Eulerian description

In order to get a convergence result in Eulerian variable, we will also need a full stability

result in L2 in the continuous case. The following result holds:

Proposition 2.4.5. Assume that ρ : [0, 1] → (0,∞) is a periodic probability density of

class C2 and let X1, X2 be two solutions of the equation (2.4.2) satisfying (2.1.4) and

0 < c0 ≤ ∂θXi(0, θ) ≤ C0, i = 1, 2. (2.4.14)

There exists ε0 ≡ ε0(c0, C0) as in Lemma 2.4.3 such that, if ‖ρ′‖L∞ + ‖ρ′′‖L∞ ≤ ε0, then

∫ 1

0

|X1(t, θ)−X2(t, θ)|2 dθ ≤
(∫ 1

0

|X1(0, θ)−X2(0, θ)|2 dθ
)
e−c̄t ∀ t ≥ 0

for some c̄ ≡ c̄(c0).
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Proof. The proof of this result follows the lines of the proof of Proposition 2.3.1, with

the difference that we have to get rid of the extra terms using the smallness of ‖ρ′‖L∞ +

‖ρ′′‖L∞ . Also, this result could also be obtained as a consequence of Lemma 2.4.3 letting

N → ∞. However, since the proof is relatively short, we give it for the convenience of

the reader.

We begin by noticing that since
∫ 1

0
ρ(x)dx = 1, if ‖ρ′‖∞ is sufficiently small it follows

that 1/2 ≤ ρ ≤ 2, so the monotonicity condition (2.4.14) implies that

0 < c1 ≤ ∂θXi(t) ≤ C1, i = 1, 2, for all t ≥ 0 (2.4.15)

for some constants c1, C1 depending only on c0, C0 (see Proposition 2.2.3). Also, we

notice that (2.4.2) can be equivalently rewritten as

∂tX =
1

4
∂θ
(
ρ(X)(∂θX)2

)
− 1

12
ρ′(X)(∂θX)3.

Then, since X2 −X1 vanishes at the boundary, we compute

d

dt

∫ 1

0

|X1 −X2|2 dθ

=
1

2

∫ 1

0

(X1 −X2)
(
∂θ
(
ρ(X1)(∂θX1)2

)
− ∂θ

(
ρ(X2)(∂θX2)2

))
dθ

− 1

6

∫ 1

0

(X1 −X2)
(
ρ′(X1)(∂θX1)3 − ρ′(X2)(∂θX2)3

)
dθ

= −1

2

∫ 1

0

∂θ(X1 −X2)
((
ρ(X1)(∂θX1)2

)
−
(
ρ(X2)(∂θX2)2

))
dθ

− 1

6

∫ 1

0

(X1 −X2)
(
ρ′(X1)(∂θX1)3 − ρ′(X2)(∂θX2)3

)
dθ

= −1

2

∫ 1

0

ρ(X2)∂θ(X1 −X2)
(
(∂θX1)2 − (∂θX2)2

)
dθ

− 1

2

∫ 1

0

[ρ(X1)− ρ(X2)] ∂θ(X1 −X2) (∂θX1)2 dθ

− 1

6

∫ 1

0

ρ′(X2)(X1 −X2)
(
(∂θX1)3 − (∂θX2)3

)
dθ

− 1

6

∫ 1

0

[ρ′(X1)− ρ′(X2)] ρ(X1 −X2) (∂θX1)3 dθ

=: T1,1 + T1,2 + T2,1 + T2,2.
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Recalling that 1/2 ≤ ρ, using (2.4.15) we get

T1,1 ≤ −
1

2

∫ 1

0

ρ(X2)
(
∂θ(X1 −X2)

)2 (
(∂θX1) + (∂θX2)

)
dθ

≤ −c1

2

∫ 1

0

(
∂θ(X1 −X2)

)2
dθ.

Using again (2.4.15) we bound

|T1,2| ≤
C2

1

2
‖ρ′‖∞

∫ 1

0

|X1 −X2| |∂θX1 − ∂θX2| dθ

≤ C2
1

2
‖ρ′‖∞

∫ 1

0

(X1 −X2)2 dθ +
C2

1

2
‖ρ′‖∞

∫ 1

0

(∂θX1 − ∂θX2)2 dθ,

|T2,1| ≤
C2

1

2
‖ρ′‖∞

∫ 1

0

|X1 −X2| |∂θX1 − ∂θX2| dθ

≤ C2
1

2
‖ρ′‖∞

∫ 1

0

(X1 −X2)2 dθ +
C2

1

2
‖ρ′‖∞

∫ 1

0

(∂θX1 − ∂θX2)2 dθ,

|T2,2| ≤
C3

1

6
‖ρ′′‖∞

∫ 1

0

(X1 −X2)2 dθ.

Hence, combining all together, if both ‖ρ′‖∞ and ‖ρ′′‖∞ are sufficiently small, using

Poincaré inequality (see Lemma 2.3.5 and let N →∞), we obtain

d

dt

∫ 1

0

|X1 −X2|2 dθ ≤ −
c1

4

∫ 1

0

(
∂θ(X1 −X2)

)2
dθ

+ C
(
‖ρ′‖∞ + ‖ρ′′‖∞

) ∫ 1

0

(X1 −X2)2 dθ

≤ −c1

2

∫ 1

0

(X1 −X2)2 dθ

+ C
(
‖ρ′‖∞ + ‖ρ′′‖∞

) ∫ 1

0

(X1 −X2)2 dθ

≤ −c1

4

∫ 1

0

(X1 −X2)2 dθ,

and the result follows by Gronwall’s inequality.
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Theorem 2.4.6. Let ρ : [0, 1] → (0,∞) be a periodic probability density of class C3,α.

Let xi be a solution of the discrete gradient flow starting from an initial datum satisfying

∣∣∣∣xi(0)−X0

(
0,
i− 1/2

N

)∣∣∣∣ ≤
C ′

N2
∀ i = 1, . . . , N,

where X0 ∈ C4,α([0, 1]), X0(0) = 1, X0(1) = 1, and 0 < c0 ≤ ∂θX0 ≤ C0. Then there

exist three constants ε1 ≡ ε1

(
c0, C0, ‖ρ‖C3,α([0,1]), ‖X0‖C4,α([0,1])

)
as in Theorem 2.4.4;

¯̄c ≡ ¯̄c(c0) > 0, ¯̄C ≡ ¯̄C(c0) > 0, such that,

MK1(µNt , γρ
1/3 dθ) ≤ ¯̄C e−¯̄ct/N3

+
¯̄C

N
∀ t ≥ 0,

where

γ :=
1∫ 1

0
ρ1/3(x)dx

provided that ‖ρ′‖∞ + ‖ρ′′‖∞ ≤ ε1. In particular

MK1(µNt , γρ
1/3 dθ) ≤

¯̄C

N
for all t ≥ N3 logN

¯̄c
.

Proof. Let X̄ satisfy

∂θX̄ =
1

γρ1/3 ◦ X̄ , X̄(0) = 0.

Then X̄ is a stationary solution of (2.4.2) satisfying also the boundary condition (2.1.4),

hence by Proposition 2.4.5 we deduce that

∫ 1

0

|X(t)− X̄|2 dθ ≤ Ce−c̄t,

where X(t) is the solution of (2.4.2) starting from X0. We then apply Theorem 2.4.4 to

deduce that

1

N

N∑

i=1

(
xi(t)−X i(t/N3)

)2 ≤
¯̄C

N4
∀ t ∈ [0,∞),

where X i(t) := X
(
t, i−1/2

N

)
. Combining these two estimates and observing that X̄#dθ =

γ ρ1/3 dθ, the result follows by arguing as in the proof of Theorem 2.3.6.
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2.5 From the discrete to the continuous case

In order to obtain a continuous version of the functional

FN,r(x
1, . . . , xN) =

∫ 1

0

min
1≤i≤N

|xi − y|rρ(y) dy,

with 0 ≤ x1 ≤ . . . ≤ xN ≤ 1, we define

xi+1/2 :=
xi + xi+1

2
,

where by convention x0 = 0 and xN+1 = 1. Then the expression for the minimum

becomes

min
1≤j≤N

|y − xj|r =





|y − xi|r for y ∈ (xi−1/2, xi+1/2),

|y|r for y ∈ (0, x1/2),

|y − 1|r for y ∈ (xN+1/2, 1),

and FN,r is given by

FN,r(x
1, . . . , xN) =

N∑

i=1

∫ xi+1/2

xi−1/2

|y − xi|rρ(y)dy +

∫ x1/2

0

|y|rρ(y)dy +

∫ 1

xN+1/2

|y − 1|rρ(y)dy.

Assume that

xi = X

(
i− 1/2

N

)
, i = 1, . . . , N

with X : [0, 1]→ [0, 1] a smooth non-decreasing map. Then a Taylor expansion yields

FN,r(x
1, . . . , xN) =

Cr
N r

∫ 1

0

ρ(X(θ))|∂θX(θ)|r+1dθ +O
( 1

N r+1

)
,

where Cr = 1
2r(r+1)

and O
(

1
Nr+1

)
depends on the smoothness of ρ and X (for instance,

ρ ∈ C1 and X ∈ C2 is enough). Hence

N rFN,r(x
1, . . . , xN) −→ Cr

∫ 1

0

ρ(X(θ))|∂θX(θ)|r+1dθ := F [X]

as N →∞.
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2.6 The Hessian of F [X ]

Assume λ ≤ ρ ≤ 1
λ
, and let X, Y ∈ L2([0, 1]) with 0 ≤ c ≤ ∂θX ≤ C and |∂θY | ≤ C.

Also, assume that

X(0) = 0, X(1) = 1, Y (0) = 0, Y (1) = 0.

Then

D2F [X](Y, Y ) = 6

∫ 1

0

ρ(X) ∂θX (∂θY )2 dθ

+ 6

∫ 1

0

ρ′(X) (∂θX)2 (∂θY )Y dθ +

∫ 1

0

ρ′′(X) (∂θX)3 Y 2 dθ.

2.6.1 Convexity under a smallness assumption on ρ′ and ρ′′

We want to prove that the Hessian of F is positive definite provided that

‖ρ′‖∞ + ‖ρ′′‖∞ � 1.

We first observe that

D2F [X](Y, Y ) =
d2

dε2

∣∣∣∣
ε=0

F(X + εY ) ≥ 6λ c

∫ 1

0

(∂θY )2 dθ

− 6C2‖ρ′‖∞
∫ 1

0

|∂θY | |Y | dθ − C3‖ρ′′‖∞
∫ 1

0

Y 2 dθ.

Observe that if both ρ′ and ρ′′ are small, we can control both the second and third term

by the first one using Young and Poincaré inequalities. In particular one sees that the

Hessian is positive at “points” X which are uniformly monotone and Lipschitz 4.

Indeed, using Young’s inequality,

D2F [X](Y, Y ) ≥ −C3‖ρ′′‖∞
∫ 1

0

Y 2 dθ + 6λ c

∫ 1

0

(∂θY )2 dθ

− 3C2‖ρ′‖∞
[ ∫ 1

0

Y 2 dθ +

∫ 1

0

(∂θY )2 dθ

]
.

4Recall that 0 ≤ c ≤ ∂θX ≤ C
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Hence, if 3‖ρ′‖C2 ≤ 3λc we have

D2F [X](Y, Y ) ≥ 3λ c

∫ 1

0

(∂θY )2 dθ

−
[
C3‖ρ′′‖∞ + 3C2‖ρ′‖∞

] ∫ 1

0

Y 2 dθ

≥ 6λc

∫ 1

0

Y 2 dθ −
[
C3‖ρ′′‖∞ + 3C2‖ρ′‖∞

] ∫ 1

0

Y 2 dθ,

where for the second inequality we used Poincaré (see for instance Lemma 2.3.5 and

let N → ∞). Thus, if 3λc > C3‖ρ′′‖∞ + 3C2‖ρ′‖∞ it follows that the Hessian of F is

positive definite.

2.6.2 Lack of convexity without a smallness assumption

In this Section it will be convenient to specify the dependence of F on ρ, so we denote

Fρ(X) :=

∫ 1

0

ρ(X) |∂θX|3 dθ.

To build a counterexample, we consider X(t, θ) = θ.

Recalling the formula for the Hessian of F , we see that for any smooth density ρ̄ and

for any smooth function Y ,

D2Fρ̄(X)[Y, Y ] = 6

∫ 1

0

ρ̄ (∂θY )2 dθ + 6

∫ 1

0

ρ̄′ ∂θY Y dθ +

∫ 1

0

ρ̄′′ Y 2 dθ.

Integrating by parts we have

D2Fρ̄(X)[Y, Y ] = 6

∫ 1

0

ρ̄ (∂θY )2 dθ − 6

∫ 1

0

ρ̄ (∂θY )2 − 6

∫ 1

0

ρ̄ ∂2
θY Y dθ

+ 2

∫ 1

0

ρ̄

[
(∂θY )2 + ∂2

θY Y

]
dθ

= 2

∫ 1

0

ρ̄ (∂θY )2 dθ − 4

∫ 1

0

ρ̄ ∂2
θY Y dθ.

We now fix ε ∈ (0, 1/8) be a small number and define

ρ̄(θ) :=

{
1 for θ ∈

[
1
2
− ε, 1

2
+ ε
]

0 for θ ∈ [0, 1] \
[

1
2
− ε, 1

2
+ ε
]
.
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Also, let Y (t, θ) a Lipschitz function, compactly supported in (0, 1), that is smooth on

(0, 1/2) ∪ (1/2, 1) and coincides with |θ − 1
2
|+ 1 in

[
1
2
− ε, 1

2
+ ε
]
.

Since ρ̄ and Y are not smooth, we first extend both of them by periodicity on the

whole real line and define ρδ := ρ̄ ∗ ϕδ and Yδ := Y ∗ ϕδ, with

ϕδ(θ) =
exp−

|θ|2
2δ√

2πδ
.

Then

D2Fρδ(X)[Yδ, Yδ] = 2

∫ 1

0

ρδ (∂θYδ)
2 dθ − 4

∫ 1

0

ρδ ∂
2
θYδ Yδ dθ.

Noticing that

ρδ → ρ̄ in L1, ρδ → 1 uniformly in [1/2− ε/2, 1/2 + ε/2],

Yδ → Y uniformly, ∂θYδ → ∂θY a.e., ∂2
θYδ ⇀ 2δ1/2,

we see that

D2Fρδ(X)[Yδ, Yδ]→ 2

∫ 1
2

+ε

1
2
−ε

(∂θY )2 dθ − 8Y

(
1

2

)
= 4ε− 8 < 0 as δ → 0.

In particular, by choosing δ > 0 sufficiently small, we have obtained that the Hessian

of Fρδ in the direction Yδ is negative when X(θ) = θ and ρδ ∈ C∞([0, 1]) and satisfies

1 ≥ ρδ > 0.



Chapter 3

Asymptotic quantization for

probability measures on Riemannian

manifolds

1

3.1 Introduction

The problem of quantization of a d-dimensional probability distribution deals with con-

structive methods to find atomic probability measures supported on a finite number of

points, which best approximate a given diffuse probability measure. The quality of this

approximation is usually measured in terms of the Wasserstein metric, and up to now

this problem has been studied in the flat case and on compact manifolds.

The quantization problem arises in several contexts and has applications in signal

compression, pattern recognition, speech recognition, stochastic processes, numerical

integration, optimal location of service centers, and kinetic theory. For a detailed expo-

sition and a complete list of references, we refer to the monograph [47] and references

therein. In this Chapter we study it for probability measures on general Riemannian

manifolds. Apart from its own interest, this has several natural applications.

To mention one, in order to find a good approximation of a convex body by polyhedra

1This chapter is based on [65].

81



82

3.0. Asymptotic quantization for probability measures on Riemannian

manifolds

one may look for the best approximation of the curvature measure of the convex body

by discrete measures [52].

To give another natural motivation, let us present the so-called location problem.

If we want to plan the location of a certain number of grocery stores to meet the de-

mands of the population in a city, we need to chose the optimal location and size of

the stores with respect to the distribution of the population. The classical case on Rd

corresponds to the situation of a city on a flat land. Now consider the possibility that

the geographical region, instead of being flat, is situated either at the bottom of a valley,

or at a pass in the mountains. Then the Wasserstein distance reflects this geography,

by depending on the distance d as measured along a spherical cap in the case of the

valley or along a piece of a saddle in the case of the mountain pass. It follows by our

results that for a city in a valley or on a mountain top the optimal location problem

converge as in the flat case, while for a city located on a pass in the mountains the

effect of negative curvature badly influences the quality of the approximation. Hence,

our results display how geometry and geography can affect the optimal location problem.

We now introduce the setting of the problem. Let (M, g) be a complete Riemannian

manifold, and fixed r ≥ 1, consider µ a probability measure on M. Given N points

x1, . . . , xN ∈ M, one wants to find the best approximation of µ, in the Wasserstein

distance Wr, by a convex combination of Dirac masses centered at x1, . . . , xN . Hence one

minimizes

inf

{
Wr

(∑

i

miδxi , µ

)r
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
,

with

Wr(ν1, ν2) := inf

{(∫

M×M
d(x, y)rdγ(x, y)

)1/r

: (π1)#γ = ν1, (π2)#γ = ν2

}
,

where γ varies among all probability measures onM×M, πi :M×M→M (i = 1, 2)

denotes the canonical projection onto the i-th factor, and d(x, y) denotes the Riemannian

distance. The best choice of the masses mi is explicit and can be expressed in terms of

the so-called Voronoi cells [47, Chapter 1.4]. Also, as shown for instance in [47, Chapter

1, Lemmas 3.1 and 3.4], the following identity holds:

inf

{
Wr

(∑

i

miδxi , µ

)r
: m1, . . . ,mN ≥ 0,

∑

i

mi = 1

}
= FN,r(x

1, . . . , xN),
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where

FN,r(x
1, . . . , xN) :=

∫

M
min

1≤i≤N
d(xi, y)r dµ(y).

Hence, the main question becomes: Where are the “optimal points” (x1, . . . , xN) located?

To answer to this question, at least in the limit as N → ∞, let us first introduce some

definitions.

Definition 3.1.1. Let µ be a probability measure on M, N ∈ N and r ≥ 1. Then, we

define the N -th quantization error of order r, VN,r(µ) as follows:

VN,r(µ) := inf
α⊂M:|α|≤N

∫

M
min
a∈α

d(a, y)r dµ(y), (3.1.1)

where |α| denotes the cardinality of a set α.

Let us notice that, being the functional FN,r decreasing with respect to the number of

points N, an equivalent definition of VN,r is:

VN,r(µ) := inf
x1,...,xN∈M

FN,r(x
1, . . . , xN).

Let us observe that the above definitions make sense for general positive measures

with finite mass. In the sequel we will sometimes consider this class of measures in order

to avoid renormalization constants.

A quantity that plays an important role in our result is the following:

Definition 3.1.2. Let dx be the Lebesgue measure and χ[0,1]d the characteristic function

of the unit cube [0, 1]d. We set

Qr

(
[0, 1]d

)
:= inf

N≥1
N r/dVN,r

(
χ[0,1]ddx

)
.

As proved in [47, Theorem 6.2], Qr

(
[0, 1]d

)
is a positive constant. The following result

describe the asymptotic distribution of the minimizing configuration in Rd, answering to

our question in the flat case (see [25] and [47, Chapter 2, Theorems 6.2 and 7.5]):

Theorem 3.1.3. Let µ = h dx + µs be a probability measure on Rd, where µs denotes

the singular part of µ. Assume that µ satisfies

∫

Rd
|x|r+δ dµ(x) <∞. (3.1.2)
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Then

lim
N→∞

N r/dVN,r(µ) = Qr

(
[0, 1]d

) (∫

Rd
hd/(d+r) dx

)(d+r)/d

. (3.1.3)

In addition, if µs ≡ 0 and x1, . . . , xN minimize the functional FN,r : (Rd)N → R+, then

1

N

N∑

i=1

δxi ⇀
hd/d+r

∫
Rd h

d/d+r(y)dy
dx as N →∞. (3.1.4)

It is worth to mention that the problem of the quantization of measure has been

studied also with a Γ-convergence approach in [15], [14], [17], and [80]. It is reasonable

that, using the results in [80], the convergence of the empirical measure to a certain

power of the measure h in Theorem 3.1.3 holds whenever the measure µ has an absolutely

continuous part. Nevertheless, we do not investigate this question since this Chapter is

focused on the extension of the first statement in Theorem 3.1.3 to the case of probability

measures on general Riemannian manifolds. Such a statement has been generalized to

the case of absolutely continuous probability measures on compact Riemannian manifolds

in [52].

Our aim here is twofold: we first give an alternative proof of Theorem 3.1.3 for

general probability measures on compact manifolds, and then we extend it to arbitrary

measures on non-compact manifolds. As we shall see, passing from the compact to the

non-compact setting presents nontrivial difficulties. Indeed, while the compact case relies

on a localization argument that allows one to mimic the proof in Rd, the non-compact

case requires additional new ideas. In particular one needs to find a suitable analogue of

the moment condition (0.1.1) to control the growth at infinity of our given probability

measure. We will prove that the needed growth assumption depends on the curvature

of the manifold (and more precisely, on the size of the differential of the exponential map).

To state in detail our main result we need to introduce some notation: given a point

x0 ∈M, we can consider polar coordinates (ρ, ϑ) on Tx0M' Rd induced by the constant

metric gx0 , where ϑ denotes a vector on the unit sphere Sd−1 and ρ is the the value of the

norm in the metric gx0 . Then, we can define the following quantity that measures the

size of the differential of the exponential map when restricted to a sphere Sd−1
ρ ⊂ Tx0M

of radius ρ:

Ax0(ρ) := sup
v∈Sd−1

ρ , w∈TvSd−1
ρ , |w|x0=ρ

∣∣∣dv expx0
[w]
∣∣∣
expx0

(v)
, (3.1.5)
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To prove asymptotic quantization, we shall impose an analogue of (3.1.2) which involves

the above quantity.

Theorem 3.1.4. Let (M, g) be a complete Riemannian manifold without boundary, and

let µ = h dvol + µs be a probability measure on M. Assume there exist a point x0 ∈ M
and δ > 0 such that

∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x) <∞. (3.1.6)

Then (3.1.3) holds.

Once this theorem is obtained, by the very same argument as in [47, Proof of Theorem

7.5] one gets the following:

Corollary 3.1.5. Let (M, g) be a complete Riemannian manifold without boundary, µ =

h dvol an absolutely continuous probability measure on M and let x1, . . . , xN minimize

the functional FN,r : M⊗N → R+. Assume there exist a point x0 ∈ M and δ > 0 for

which (3.1.6) is satisfied. Then (3.1.4) holds.

Notice that the quantity Ax0 is related to the curvature of M, being linked to the

size of the Jacobi fields (see for instance [73, Chapter 10]). In particular, if M = Hd is

the hyperbolic space then Ax0(ρ) = sinh ρ, while on Rd we have Ax0(ρ) = ρ. Hence the

above condition on Hd reads as
(

1 +

∫

Hd
d(x, x0)r+δ dµ(x) +

∫

Hd
sinh

(
d(x, x0)

)r
dµ(x)

)
≈
∫

Hd
er d(x,x0) dµ(x),

and on Rd as
(

1 +

∫

Rd
d(x, x0)r+δ dµ(x) +

∫

Rd
d(x, x0)r dµ(x)

)
≈
∫

Rd
d(x, x0)r+δ dµ(x).

Hence (3.3.2) holds on Hd for any probability measure µ satisfying

∫

Hd
er d(x,x0) dµ(x) <∞

for some x0 ∈ Hd, while on Rd we only need the finiteness of some (r+ δ)-moments of µ,

therefore recovering the assumption in Theorem 3.1.3. More in general, thanks to Rauch

Comparison Theorem [73, Theorem 11.9], the size of the Jacobi fields on a manifold M
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with sectional curvature bounded from below by −K (K ≥ 0) is controlled by the Jacobi

fields on the hyperbolic space with sectional curvature −K. Hence in this case

Ax0(r) ≤ sinh(Kr)

K
.

Since sinh(Kr) ≈ eKr for r � 1, Theorem 3.1.4 yields the following:

Corollary 3.1.6. Let (M, g) be a complete Riemannian manifold without boundary, and

let µ = h dvol + µs be a probability measure on M. Assume that the sectional curvature

ofM is bounded from below by −K for some K ≥ 0, and that there exist a point x0 ∈M
and δ > 0 such that∫

M
d(x, x0)r+δ dµ(x) +

∫

M
eKr d(x,x0) dµ(x) <∞.

Then (3.1.3) holds. In addition, if µs ≡ 0 and x1, . . . , xN minimize the functional FN,r :

(Rd)N → R+, then (3.1.4) holds.

Finally, we show that the moment condition (3.1.2) required on Rd is not sufficient

to ensure the validity of the result on Hd. Indeed we can provide the following counter

example on H2.

Theorem 3.1.7. There exists a measure µ on H2 such that
∫

H2

d(x, x0)p dµ <∞ ∀ p > 0, ∀x0 ∈ H2,

but

N r/2VN,r(µ)→∞ as N →∞.
The chapter is structured as follows: first, in Section 3.2 we prove Theorem 3.1.4 for

compactly supported probability measures. Then, in Section 3.3 we deal with the non-

compact case concluding the proof of Theorem 3.1.4. Finally, in Section 3.4 we prove

Theorem 3.1.7.

3.2 Proof of Theorem 3.1.4: the compact case

This section is concerned with the study of asymptotic quantization for probability dis-

tributions on compact Riemannian manifolds as the number N of points tends to infinity.

Although the problem depends a priori on the global geometry of the manifold (since

VN,r involves the Riemannian distance), we shall now show how a localization argument

allows us to prove the result.
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3.2.1 Localization argument

Let (M, g) be a complete Riemannian manifold without boundary and let µ be a prob-

ability measure on M. We consider {Ui, ϕi}i∈I an atlas covering M, and ϕi : Wi → Rd

smooth charts, where Wi ⊃⊃ Ui for all i ∈ I. As we shall see, in order to be able to split

our measure as a sum of measures supported on smaller sets, we want to avoid the mass

to concentrate on the boundary of the sets Ui. Hence, up to slightly changing the sets

Ui, we may assume that

µ(∂Ui) = 0 ∀ i ∈ I. (3.2.1)

We want to cover M with an atlas of disjoint sets, up to sets of µ-measure zero. To do

that we define

Vi := Ui \
(i−1⋃

j=1

Uj
)
.

Notice that we still have Vi ⊂⊂ Wi.

Given an open subset of Rd, by [31, Lemma 1.4.2], we can cover it with a countable

partition of half-open disjoint cubes such that the maximum length of the edges is a

given number δ. We now apply this observation to each open subset ϕi(
◦
V i) ⊂ Rd and

we cover it with a family Gi of half-open cubes {Qi,j}j∈N with edges of length `j ≤ δ.

MWiVi
ϕi

  (Qi,j)

Qi,j
ϕi(Vi)

ϕi(Wi)

ϕi

RdI

-1

Figure 3.1: We use the map ϕ−1
i : ϕi(Wi) ⊂ Rd → Wi ⊂ M to send the partition in

cubes Qi,j of ϕi(Vi) on M.
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We notice that the “cubes” ϕ−1
i (Qi,j) ⊂M are disjoint and

⋃

i∈I

⋃

Qi,j∈Gi
Qi,j =M\

(⋃

i

∂Ui
)

Since by (3.2.1) the set ∪i∂Ui has zero µ-measure, we can decompose the measure µ as

µ =
∑

i∈I
µ1Vi =

∑

i∈I

∑

Qi,j∈Gi
µ1Vi∩ϕ−1

i (Qi,j)
.

We now set

αij :=

∫

Vi∩ϕ−1
i (Qi,j)

dµ, µij :=
µ1Vi∩ϕ−1

i (Qi,j)

αij
,

so that

µ =
∑

ij

αij µij,

∫

M
dµij = 1, supp(µij) ⊂ Vi ∩ ϕ−1

i (Qi,j),

where, to simplify the notation, in the above formula the indices i, j implicitly run over

i ∈ I,Qi,j ∈ Gi. We will keep using this convention also later on.

The idea is now the following: by choosing δ small enough, each measure µij is

supported on a very small set where the metric is essentially constant and allows us to

reduce ourselves to the flat case and apply Theorem 3.1.3 to each of these measures. A

“gluing argument” then gives the result when µ =
∑

ij αijµij is compactly supported,

αij 6= 0 for at most finitely many indices, and µij has constant density on ϕ−1
i (Qi,j).

Finally, an approximation argument yields the result for general compactly supported

measures.

3.2.2 The local quantization error

The goal of this Section is to understand the behavior of VN,r(µ) when

µ = λ1ϕ−1(Q) dvol, (3.2.2)

where λ := 1
vol(ϕ−1(Q))

(so that µ has mass 1), Q is a δ-cube in Rd, ϕ : W → Rd is a

diffeomorphism defined on a neighborhood W ⊂M of ϕ−1(Q).

We observe that, in the computation of VN,r(µ), if the size of the cube is sufficiently

small then we can assume that all the points belong to a Kδ-neighborhood of ϕ−1(Q),
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with K a large universal constant, that we denote by ZKδ. Indeed, if dist(b, ϕ−1(Q)) >

Kδ then

dist(x, b) > dist(x, y) ∀x, y ∈ ϕ−1(Q),

which implies that, in the definition of VN,r(µ), it is better to substitute b with an

arbitrary point inside ϕ−1(Q). Notice also that, if δ is small enough, ZKδ will be contained

in the chart W .

Hence, denoting by β a family of N points inside a ZKδ, and by α a family of N

points inside ϕ(ZKδ), we have

VN,r(µ) = inf
β

∫

ϕ−1(Q)

min
b∈β

d(y, b)r dµ(y)

= λ inf
β

∫

ϕ−1(Q)

min
b∈β

d(y, b)r dvol(y)

= λ inf
β

∫

Q

min
a∈α

d
(
ϕ−1(x), ϕ−1(a)

)r√
det gk`(x) dx.

(3.2.3)

We now begin by showing that d
(
ϕ−1(x), ϕ−1(a)

)
can be approximated with a con-

stant metric. Recall that δ denotes the size of the cube Q. Also, we use the notation gk`
to denote the metric in the chart, that is
∑

k`

gk`(x)vkv` := gϕ−1(x)

(
dϕ−1(x)[v], dϕ−1(x)[v]

)
, ∀x ∈ ϕ(W), v ∈ Rd. (3.2.4)

Lemma 3.2.1. Let p be the center of the cube Q and let A be the matrix with entries

Ak` := gk`(p). There exists a universal constant Ĉ such that, for all x ∈ Q and a ∈
ϕ(ZKδ), it holds

(1− Ĉδ) 〈A(x− a), x− a〉 ≤ d
(
ϕ−1(x), ϕ−1(a)

)2 ≤ (1 + Ĉδ) 〈A(x− a), x− a〉.

Proof. We begin by recalling that 2

d
(
ϕ−1(x), ϕ−1(a)

)2
= inf

γ(0)=ϕ−1(x),
γ(1)=ϕ−1(a)

∫ 1

0

gγ(t)

(
γ̇(t), γ̇(t)

)
dt.

2Recall that there are two equivalent definition of the distance between two points:

d(x, y) = inf
γ(0)=x,
γ(1)=y

∫ 1

0

√
gγ(t)

(
γ̇(t), γ̇(t)

)
dt = inf

γ(0)=x,
γ(1)=y

√∫ 1

0

gγ(t)
(
γ̇(t), γ̇(t)

)
dt.

Here we will make use of both definitions.
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Let γ̄ : [0, 1]→M denote a minimizing geodesic.3 Then the speed of γ̄ is constant and

equal to the distance between the two points, that is

‖ ˙̄γ(t)‖g :=
√
gγ̄(t)

(
˙̄γ(t), ˙̄γ(t)

)
= d
(
ϕ−1(x), ϕ−1(a)

)
. (3.2.5)

We can bound from above d
(
ϕ−1(x), ϕ−1(a)

)
by choosing a curve γ obtained by the

image via ϕ−1 of a segment:

d
(
ϕ−1(x), ϕ−1(a)

)2 ≤
∫ 1

0

gσ(t)

(
σ̇(t), σ̇(t)

)
dt, σ(t) := ϕ−1

(
(1− t)x+ ta

)
.

Observe that this formula makes sense since (1−t)x+ta ∈ ϕ(W) provided δ is sufficiently

small.

Since √∫ 1

0

gσ(t)

(
σ̇(t), σ̇(t)

)
dt ≤ C ′|x− a| (3.2.6)

for some universal constant C ′, combining (3.2.5) and (3.2.6) we deduce that

‖ ˙̄γ(t)‖g ≤ C ′|x− a| ≤ C ′′δ ∀ t ∈ [0, 1].

In particular

d(γ̄(t), x) = d(γ̄(t), γ̄(0)) ≤ C ′′δ for all t ∈ [0, 1],

which implies that γ̄ belongs to the Kδ-neighborhood of ϕ−1(Q), that is γ̄ ⊂ ZC′′δ.
Thanks to this fact we deduce that in the definition of the distance we can use only

curves contained inside ZC′′δ. Since ZC′′δ ⊂ W for δ sufficiently small, all such curves

can be seen as the image through ϕ−1 of a curve contained inside ϕ(W) ⊂ Rd. Notice

that, by (3.2.4), if

σ(t) := ϕ(γ(t)) =
(
σ1(t), . . . , σn(t)

)
∈ Rd

then

gγ(t)

(
γ̇(t), γ̇(t)

)
=
∑

k`

gk`(σ(t))σ̇k(t)σ̇`(t),

3Notice that the hypothesis of completeness on M ensures the existence of minimizing geodesics.
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therefore

d
(
ϕ−1(x), ϕ−1(a)

)2
= inf

γ(0)=ϕ−1(x),
γ(1)=ϕ−1(a)

∫ 1

0

gγ(t)

(
γ̇(t), γ̇(t)

)
dt

= inf
γ(0)=ϕ−1(x),
γ(1)=ϕ−1(a),
γ⊂ZC′′δ

∫ 1

0

gγ(t)

(
γ̇(t), γ̇(t)

)
dt

= inf
σ(0)=x, σ(1)=a,
σ⊂ϕ(ZC′′δ)

∫ 1

0

∑

k`

gk`(σ(t))σ̇k(t)σ̇`(t) dt

≤
(
1 + Ĉδ

)
inf

σ(0)=x, σ(1)=a,
σ⊂ϕ(ZC′′δ)

∫ 1

0

∑

k`

Ak`σ̇
k(t)σ̇`(t) dt,

where in the last inequality we used that, by the Lipschitz regularity of the metric and

the fact that gk` is positive definite, we have

∑

k`

gk`(z)vkv` ≤ (1 + Ĉδ)
∑

k`

Ak`v
kv` ∀ z ∈ ϕ(ZC′′δ), ∀ v ∈ Rd.

Using now that the minimizer for the problem

inf
σ(0)=x, σ(1)=a

∫ 1

0

∑

k`

Ak`σ̇
k(t)σ̇`(t) dt

is given by a straight segment, and since this segment is contained inside ϕ(ZC′′δ), we

obtain

inf
σ(0)=x, σ(1)=a,
σ⊂ϕ(ZC′′δ)

∫ 1

0

∑

k`

Ak`σ̇
k(t)σ̇`(t) dt = 〈A(x− a), x− a〉,

which proves

d
(
ϕ−1(x), ϕ−1(a)

)2 ≤
(
1 + Ĉδ

)
〈A(x− a), x− a〉.

The lower bound is proved analogously using that

∑

k`

gk`(z)vkv` ≥ (1− Ĉδ)
∑

k`

Ak`v
kv` ∀ z ∈ ϕ(ZC′′δ), ∀ v ∈ Rd,

concluding the proof.
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Applying now this lemma, we can estimate VN,r(µ) both from above and below. Since

the argument in both cases is completely analogous, we just prove the upper bound.

Notice that, by the Lipschitz regularity of the metric and the fact that det gk` is

bounded away from zero, we have
√

det gk`(x) ≤ (1 + Cδ)
√

det gk`(p) = (1 + Cδ)
√

det A ∀x ∈ Q.
Combining this estimate with (3.2.3) and Lemma 3.2.1, we get

VN,r(µ) ≤ (1 + C ′δ)λ inf
α

∫

Q

min
a∈α
〈A(x− a), x− a〉r/2

√
det Adx

= (1 + C ′δ)λ inf
α

∫

A1/2(Q)

min
a∈α
|z − a|r dz,

where | · | denotes the Euclidean norm.

We now apply Theorem 3.1.3 to the probability measure 1
|A1/2(Q)|1A1/2(Q) dz to get

lim sup
N→∞

N r/dVN,r(µ)

≤ (1 + C ′δ)λQr

(
[0, 1]d

) ∥∥∥∥
1

|A1/2(Q)|1A1/2(Q) dz

∥∥∥∥
Ld/(d+r)

|A1/2(Q)|

= (1 + C ′δ)λQr

(
[0, 1]d

)
|A1/2(Q)|(d+r)/d.

Observing that

|A1/2(Q)| =
∫

Q

√
detAdx ≤ (1 + Cδ)

∫

Q

√
det gk`(x) dx

= (1 + Cδ) vol(ϕ−1(Q)) = (1 + Cδ)
1

λ
,

we conclude that

lim sup
N→∞

N r/dVN,r(µ) ≤
(
1 + C̄ δ

)
Qr

(
[0, 1]d

)
vol(ϕ−1(Q))r/d. (3.2.7)

Arguing similarly for the lower bound, we also have

lim inf
N→∞

N r/dVN,r(µ) ≥ (1− C̄δ)Qr

(
[0, 1]d

)
vol(ϕ−1(Q))r/d, (3.2.8)

which concludes the local analysis of the quantization error for µ as in (3.2.2).

In the next two sections we will apply these bounds to study VN,r(µ) for measures

of the form µ =
∑

ij αijµij where αij 6= 0 for at most finitely many indices, and µij has

constant density on ϕ−1
i (Qi,j).
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3.2.3 Upper bound for VN,r

We consider a compactly supported measure µ =
∑

ij αijµij where αij 6= 0 for at most

finitely many indices, and µij is of the form λij1ϕ−1
i (Qi,j)

d vol with

ϕ−1
i (Qi,j) ∩ ϕ−1

i′ (Qj′) = ∅, ∀ i, i′, ∀ j 6= j′,

and λij := 1
vol(ϕ−1

i (Qi,j))
(so that each measure µij has mass 1).

To estimate VN,r(µ) we first observe that, for any choice of Nij such that
∑

ij Nij ≤ N

the following inequality holds:

VN,r(µ) ≤
∑

ij

αij VNij ,r(µij).

Indeed, if for any i, j we consider a family of Nij points βij which is optimal for VNij ,r(µij),

the family β := ∪ijβij is an admissible competitor for VN,r(µ), hence

VN,r(µ) ≤
∫

M
min
b∈β

d(x, b)r dµ =
∑

ij

αij

∫

M
min
b∈β

d(x, b)r dµij

≤
∑

ij

αij

∫

M
min
b∈βij

d(x, b)r dµij =
∑

ij

αij VNij ,r(µij).

We want to chose the Nij in an optimal way. As it will be clear from the estimates below,

the best choice is to set 4

tij :=

(
αij vol(ϕ−1

i (Qi,j))
r/d
)d/(d+r)

∑
k`

(
αk` vol(ϕ−1

k (Q`))r/d
)d/(d+r)

,

and define

Nij := [tijN ].

Notice that Nij satisfy
∑

ij Nij ≤ N and

∑

ij

Nij

N
→ 1 as N →∞.

4Notice that, if we were on Rd and ϕi are just the identity map, then the formula for tij simplifies to

tij =
(αij)

d/(d+r)

∑
k` (αk`)

d/(d+r)
,

that is the exact same formula used in [47, Proof of Theorem 6.2, Step 2].
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We observe that each measure µij is a probability measure supported in only one “cube”

with constant density. Hence we can apply the local quantization error (3.2.7) to each

measure µij to get that

lim sup
Nij→∞

N
r/d
ij VNij ,r(µij) ≤ (1 + C̄δ)Qr

(
[0, 1]d

)
vol(ϕ−1

i (Qi,j))
r/d.

Recalling our choice of Nij,

lim sup
N→∞

N r/dVN,r(µ) ≤ lim sup
N→∞

∑

ij

αij

(
N

Nij

)r/d
N
r/d
ij VNij ,r(µij)

≤ (1 + C̄δ)Qr

(
[0, 1]d

) ∑

ij

αijt
−r/d
ij vol(ϕ−1

i (Qi,j))
r/d,

and observing that

∑

ij

αij t
−r/d
ij vol(ϕ−1

i (Qi,j))
r/d =

(∫

M
hd/(d+r) dvol

)(d+r)/d

,

we get

lim sup
N→∞

N r/dVN,r(µ) ≤ (1 + C̄δ)Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

.

3.2.4 Lower bound for VN,r

We consider again a compactly supported measure µ =
∑

ij αijµij where αij 6= 0 for at

most finitely many indices, and µij is of the form λij1ϕ−1
i (Qi,j)

d vol with

ϕ−1
i (Qi,j) ∩ ϕ−1

i′ (Qj′) = ∅, ∀ i, i′, ∀ j 6= j′,

and λij := 1
vol(ϕ−1

i (Qi,j))
(so that

∫
M µij = 1). Fix ε > 0 with ε � δ, and consider the

cubes Qj,ε given by

Qj,ε := {y ∈ Qi,j : dist(y, ∂Qi,j) > ε}.

Also, consider a set γij consisting of Kij points such that

min
a∈γij

d(x, a) ≤ inf
z∈M\ϕ−1

i (Qi,j)
d(x, z) ∀x ∈ ϕ−1

i (Qj,ε) s.t. ϕ−1
i (Qi,j) ∩ supp(µ) 6= ∅.
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Notice that the property of µ being compactly supported ensures that

K := max

{
Kij : ϕ−1

i (Qi,j) ∩ supp(µ) 6= ∅
}
<∞

Then, if β is a set of N points optimal for VN,r(µ) and βij := β ∩ ϕ−1
i (Qj),

VN,r(µ) =

∫

M
min
b∈β

d(x, b)r dµ

≥
∑

ij

∫

ϕ−1
i (Qj,ε)

min
b∈β∪γij

d(x, b)r dµ

=
∑

ij

∫

ϕ−1
i (Qj,ε)

min
b∈βij∪γij

d(x, b)r dµ

=
∑

ij

αεij

∫

ϕ−1
i (Qj,ε)

min
b∈βij∪γij

d(x, b)r dµεij

≥
∑

ij

αεij VNij+Kij ,r(µ
ε
ij),

(3.2.9)

where

αεij :=

∫

Vi∩ϕ−1
i (Qj,ε)

dµ, µεij :=
1Vi∩ϕ−1

i (Qj,ε)
dvol

vol
(
ϕ−1
i (Qj,ε)

) , Nij := #βij.

We notice that αεij → αij as ε→ 0.

Let L := lim infN→∞N r/dVN,r(µ). Notice that L <∞ by the upper bound proved in

the previous step. Choose a subsequence N(k) such that

N(k)r/dVN(k),r(µ)→ L as k →∞

and, for all i, j,
Nij(k)

N(k)
→ vij ∈ [0, 1] as k →∞

Since
∑

ij Nij(k) = N(k) we have
∑

ij vij = 1.

Moreover Nij(k)→∞ for every i, j. Indeed, if not, there would exists ī, j̄ such that

Nīj̄(k)+Kīj̄(k) would be bounded by a number M . Hence, since one cannot approximate

the absolutely continuous measure µεij only with a finite number M of points, it follows

that

c0 := VM,r(µ
ε
ij) > 0,
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that implies in particular

VNīj̄(k)+Kīj̄(k),r(µ
ε
ij) ≥ c0 > 0 ∀ k ∈ N

(since Nīj̄(k) +Kīj̄(k) ≤M). This is impossible as (3.2.9) would give

L = lim
k→∞

N(k)r/dVN(k),r(µ) ≥ lim
k→∞

N(k)r/dαεīj̄ c0 =∞,

which contradicts the finiteness of L.

Thanks to this fact, we can now apply the local quantization error (3.2.8) to deduce

that

lim inf
k→∞

Nij(k)r/dVNij(k)+Kij(k),r(µ
ε
ij)

= lim inf
k→∞

(
Nij(k) +Kij(k)

)r/d
VNij(k)+Kij(k),r(µ

ε
ij)

≥ (1− C̄δ)Qr

(
[0, 1]d

)
vol(ϕ−1

i (Qj,ε))
r/d,

which implies that (recalling (3.2.9))

L ≥ (1− C̄δ)Qr

(
[0, 1]d

) ∑

ij

αεij v
−r/d
ij vol(ϕ−1

i (Qj,ε))
r/d.

Letting ε→ 0 this gives

L ≥ (1− C̄δ)Qr

(
[0, 1]d

) ∑

ij

αij v
−r/d
ij vol(ϕ−1

i (Qj))
r/d,

and applying [47, Lemma 6.8] we finally obtain

L ≥ (1− C̄δ)Qr

(
[0, 1]d

) ∑

ij

(
αijvol(ϕ−1

i (Qj))
r/d
)
v
−r/d
ij

≥ (1− C̄δ)Qr

(
[0, 1]d

)(∑

ij

(
αijvol(ϕ−1

i (Qj))
r/d
)d/(d+r)

)(d+r)/d

= (1− C̄δ)Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

.
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3.2.5 Approximation argument: general compactly supported

measures

In the previous two sections we proved that if µ is compactly supported and it is of the

form

µ =
∑

ij

αij
1ϕ−1

i (Qi,j)

vol
(
ϕ−1
i (Qi,j)

) d vol

where Qi,j is a family of cubes in Rd of size at most δ and αij 6= 0 for finitely many

indices, then

(1− C̄δ)Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

≤ lim inf
N→∞

N r/dVN,r(µ)

≤ lim sup
N→∞

N r/dVN,r(µ) ≤ (1 + C̄δ)Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

. (3.2.10)

To prove the quantization result for general measures with compact support, we need

three approximation steps.

First, given a compactly supported measure µ = h dvol, we can approximate it with

a sequence {µk}k∈N of measures as above where the size of the cubes δk → 0, and this

allows us to prove that

N r/dVN,r(µ)→ Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

(3.2.11)

for any compactly supported measure of the form h dvol. Then, given a singular measure

with compact support µ = µs, we show that

N r/dVN,r(µ)→ 0.

Finally, given an arbitrary measure with compact support µ = h dvol +µs, we show that

(3.2.11) still holds true.

The proofs of these three steps is performed in detail in [47, Theorem 6.2, Step 3,

Step 4, Step 5] for the case of Rd. As it can be easily checked, such a proof applies

immediately also in our case, so we will not repeat here for the sake of conciseness.

This concludes the proof of Theorem 3.1.4 when µ is compactly supported (in par-

ticular, whenever M is compact).
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3.3 Proof of Theorem 3.1.4: the non-compact case

The aim of this Section is to study the case of non-compactly supported measures. As

we shall see, this situation is very different with respect to the flat case as we need to

deal with the growth at infinity of µ.

To state our result, let us recall the notation we already presented in the introduction:

given a point x0 ∈ M, we can consider polar coordinates (ρ, ϑ) on Tx0M' Rd induced

by the constant metric gx0 , where ϑ denotes a vector on the unit sphere Sd−1. Then we

define the quantity Ax0(ρ) as in (3.1.5). Our goal is to prove the following result which

implies Theorem 3.1.4.

Theorem 3.3.1. Let (M, g) be a complete Riemannian manifold, and let µ = h dvol+µs

be a probability measure onM. Then, for any x0 ∈M and δ > 0, there exists a constant

C = C(δ) > 0 such that

N rVNd,r(µ) ≤ C

(
1 +

∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x)

)
. (3.3.1)

In particular, if there exists a point x0 ∈ M and δ > 0 for which the right hand side is

finite, we have

N r/dVN,r(µ)→ Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

. (3.3.2)

3.3.1 Proof of Theorem 3.3.1

We begin by the proof of (3.3.1). For this we will need the following result, whose proof

is contained in [47, Lemma 6.6].

Lemma 3.3.2. Let ν be a probability measure on R. Then

N rVN,r(ν) ≤ C

(
1 +

∫

R
|t|r+δ dν(t)

)
. (3.3.3)

To simplify the notation, given v ∈ Tx0M we use |v|x0 to denote
√
gx0(v, v).

In order to construct a family of Nd points on M, we argue as follows: first of all

we consider polar coordinates (ρ, ϑ) on Tx0M' Rd induced by the constant metric gx0 ,

where ϑ denotes a vector on the unit sphere Sd−1, and then we consider a family of “radii”
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0 < ρ1 < . . . < ρN < ∞ and a set of Nd−1 points {ϑ1, . . . , ϑNd−1} ⊂ Sd−1 distributed in

a “uniform” way on the sphere so that

min
k
dθ(ϑ, ϑk) ≤

C

N
∀ϑ ∈ Sd−1, (3.3.4)

where dθ(ϑ, ϑk) denotes the distance on the sphere induced by gx0 .

We then define the family of points pi,k on the tangent space Tx0M that, in polar

coordinates, are given by pi,k := (ρi, ϑk), and we take the family of points on M given

by

xi,k := expx0
(pi,k) i = 1, . . . , N ; k = 1, . . . , Nd−1.

We notice the following estimate: given a point x ∈ M, we consider the vector p =

(ρ, ϑ) ∈ Tx0M defined as p := γ̇(0) where γ : [0, 1]→M is a constant speed minimizing

geodesic. By the definition of the exponential map we notice that x = expx0
(p) and

ρ = |p|x0 = d(x, x0). Then, we can estimate the distance between x := expx0
(p) and xi,k

as follows: first we consider σ : [0, 1] → Sd−1 ⊂ Tx0M a geodesic (on the unit sphere)

connecting ϑ to ϑk and we define η := expx0
(ρ σ), and then we connect expx0

(
(ρ, ϑk)

)
to

xi,k considering γ|[ρ,ρi], where γ(s) := expx0

(
(s, ϑ)

)
is a unit speed geodesic (see Figure

3.2).

(ρ,   )

(ρ,   
k
)

(ρi,   k)

Figure 3.2: The bold curve joining (ρ, ϑ) and (ρi, ϑk) provides an upper bound for the

distance between the two points.
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Setting η := expx0
(ρ σ), this gives the bound

d(x, xi,k) ≤
∫ 1

0

∣∣η̇(t)
∣∣
η(t)

dt+

∣∣∣∣
∫ ρi

ρ

∣∣γ̇(s)
∣∣
γ(s)

ds

∣∣∣∣

= ρ

∫ 1

0

∣∣dρσ(t) expx0
[σ̇(t)]

∣∣
η(t)

dt+ |ρ− ρi|

≤ Ax0(ρ)

∫ 1

0

∣∣σ̇(t)
∣∣
x0
dt+ |d(x, x0)− ρi|

= Ax0

(
d(x, x0)

)
dθ(ϑk, ϑ) + |d(x, x0)− ρi|,

where Ax0(ρ) is defined in (3.1.5), and we used that σ(t) is a geodesic (on the sphere)

from ϑk to ϑ and that ρ = d(x, x0).

Notice that, thanks to the estimate above and by (3.3.4),

min
i,k

d(x, xi,k)
r ≤ min

i,k

[
Ax0

(
d(x, x0)

)
dθ(ϑ, ϑk) + |d(x, x0)− ρi|

]r

≤ min
i

[
Ax0

(
d(x, x0)

) C
N

+ |d(x, x0)− ρi|
]r
.

We can now estimate the quantization error:

N rVNd,r(µ) ≤ N r

∫

M
min
i,k

d(x, xi,k)
r dµ(x)

≤ N r

∫

M
min
i,k

[
Ax0

(
d(x, x0)

) C
N

+ |d(x, x0)− ρi|
]r
dµ(x).

Using that (a+ b)r ≤ 2r−1(ar + br) for a, b > 0 we get

N rVNd,r(µ) ≤ N r2r−1

[∫

M
min
i
|d(x, x0)− ρi|r dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
(
C

N

)r
dµ(x)

]

= N r2r−1

∫

M
min
i
|d(x, x0)− ρi|r dµ(x) + Cr2r−1

∫

M
Ax0

(
d(x, x0)

)r
dµ(x).

Let us now consider the map dx0 :M→ R defined as dx0(x) := d(x, x0), and define the

probability measure on R given by µ1 := (dx0)#µ. In this way

∫

M
min
i
|d(x, x0)− ρi|r dµ(x) =

∫

R
min
i
|s− ρi|r dµ1(s).
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We now choose the radii ρi to be optimal for the quantization problem in one dimension

for µ1. Then the above estimate and Lemma 3.3.2 yield

N rVNd,r(µ) ≤ N r2r−1VN,r(µ1) + Cr2r−1

∫

M
Ax0

(
d(x, x0)

)r
dµ(x),

≤ C ′
(

1 +

∫ ∞

0

sr+δ dµ1(s) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x)

)

= C ′
(

1 +

∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x)

)
,

that concludes the proof of (3.3.1).

To show why this bound implies (3.3.2) (and hence Theorem 3.1.4 in the general

non-compact case), we first notice that by (3.3.1) it follows that, for any M ≥ 1,

M r/dVM,r(µ)

≤ C

(
1 +

∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x)

)
. (3.3.5)

Indeed, for any M ≥ 1 there exists N ≥ 1 such that Nd ≤ M < (N + 1)d, hence (since

VM,r is decreasing in M)

M r/dVM,r(µ) ≤ (N + 1)rVNd,r(µ) =

(
1 +

1

N

)r
N rVNd,r(µ)

≤ C

(
1 +

∫

M
d(x, x0)r+δ dµ(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ(x)

)
,

which proves (3.3.5).

We now prove (3.3.2). Observe that, as shown in [47, Proof of Theorem 6.2, Step

5], once the asymptotic quantization is proved for compactly supported probability mea-

sures, by the monotone convergence theorem one always has

lim inf
N→∞

N r/dVN,r(µ) ≥ Qr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

,

hence one only have to prove the limsup inequality.

For that, one splits the measure µ as the sum of µ1
R := χBR(x0)µ and µ2

R := χM\BR(x0)µ,

where R � 1. Then one applies [47, Lemma 6.5(a)] to bound from above N r/dVN,r(µ)
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in terms of N r/dVN,r(µ
1
R) and N r/dVN,r(µ

2
R), and uses the result in the compact case for

N r/dVN,r(µ
1
R), to obtain that, for any ε ∈ (0, 1)

lim sup
N→∞

N r/dVN,r(µ) ≤ (1− ε)−r/dQr

(
[0, 1]d

)(∫

BR(x0)

hd/(d+r) dvol

)(d+r)/d

+ µ(M\BR(x0)) ε−r/d lim sup
N→∞

N r/dVN,r

(
1

µ(M\BR(x0))
µ2
R

)
.

Thanks to (3.3.5), we can bound the limsup in the right hand side by

ε−r/d
(
µ(M\BR(x0)) +

∫

M
d(x, x0)r+δ dµ2

R(x) +

∫

M
Ax0

(
d(x, x0)

)r
dµ2

R(x)

)
,

that tends to 0 as R→∞ by dominated convergence. Hence, letting R→∞ we deduce

that

lim sup
N→∞

N r/dVN,r(µ) ≤ (1− ε)−r/dQr

(
[0, 1]d

)
lim
R→∞

(∫

BR(x0)

hd/(d+r) dvol

)(d+r)/d

= (1− ε)−r/dQr

(
[0, 1]d

)(∫

M
hd/(d+r) dvol

)(d+r)/d

,

and the result follows letting ε→ 0.

3.4 Proof of Theorem 3.1.7

We begin by noticing that if ∫

H2

d(x, x0)p dµ <∞

for some x0 ∈ H2, then this holds for any other point: indeed, given x1 ∈ H2,
∫

H2

d(x, x1)p dµ ≤ 2p−1

∫

H2

[
d(x, x0)p + d(x0, x1)p] dµ <∞.

In particular, it suffices to check the moment condition at only one point.

We fix a point x0 ∈ H2 and we use the exponential map at x0 to identify H2 with

(R2, d2ρ+ sinh ρ d2ϑ). Then, we define the measure

µ :=
∑

k∈N
e−(1+ε)kH1xS1

k,
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where H1xS1
R denotes the 1-dimensional Haudorff measure restricted to the circle around

the origin of radius R, and ε > 0 is a constant to be fixed.

We begin by noticing that
∫

H2

d(x, x0)p dµ =
∑

k∈N
e−(1+ε)k

∫

S1
k

ρp dH1

=
∑

k∈N
e−(1+ε)kkp 2π sinh(k) ≈

∑

k∈N
e−εkkp <∞

for all p > 0.

An important ingredient of the proof will be the following estimate on the quantiza-

tion error for the uniform measure on a circle around the origin.

Lemma 3.4.1. For any R ≥ 1 and M ∈ N we have

VM,r

(
H1xS1

R

)
&
(
eR

2R
−M

)

+

R.

Proof. To prove the above estimate, we built a good competitor for the minimization

problem. Let us denote with [·] the integer part, and define

L :=

[
eR

2R

]
.

We split S1
R in 2L arcs Σi,R of equal length. Notice that the following estimate holds:

there exists a positive constant c, independent of R, such that

d(Σ2j,R,Σ2j′,R) > c ∀ j 6= j′ ∈ {1, . . . , L}. (3.4.1)

To show this fact, one argues as follows: consider a geodesic connecting a point x1 ∈ Σ2j,R

to x2 ∈ Σ2j′,R. Because j 6= j′ any curve connecting them has to rotate by an angle of

order at least R/eR. Now, two cases arise: either the geodesic γ : [0, 1] → H2 is always

contained inside Rd \ BR−1(0), or not. In the first case we exploit that the metric is

always larger than sinh2(R − 1)d2ϑ. More precisely, if we denote by (eρ, eθ) a basis of

tangent vectors in polar coordinates

d(x, y) =

∫ 1

0

√
gγ(t)

(
γ̇(t), γ̇(t)

)
dt

=

∫ 1

0

√(
γ̇(t) · eρ

)2
+ sinh2(ρ)

(
γ̇(t) · eθ

)
dt

≥ sinh(R− 1)

∫ 1

0

|γ̇(t) · eθ| dt & eR−1 R

eR
≈ R ≥ 1,
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where for the last inequality we used that γ has to rotate by an angle of order at least

R/eR. In the second case, to enter inside the ball BR−1(0) the geodesic has to travel a

distance at least 1, so its length is greater that 1. This proves the validity of (3.4.1).

We pick now a family of M points {x`}M`=1. Then, by (3.4.1) and triangle inequality,

we have that for every index ` there exists at most one index j(`) such that

d(x`,Σ2j,R) >
c

2
∀ j 6= j(`).

Therefore there exists a family of indices J ∈ {1, . . . , L} of cardinality at least (L−M)+

such that

d(x`,Σ2j,R) >
c

2
∀j ∈ J, ∀` = 1, . . . ,M.

We can now estimate the quantization error:

VM,r

(
H1xS1

R

)
= min

α⊂H2:|α|=M

∫

S1
R

min
x`∈α

d(x, x`)
r dH1

≥ min
α⊂H2:|α|=M

L∑

j=1

∫

Σ2j,R

min
x`∈α

d(x, x`)
r dH1

≥
∑

j∈J

∫

Σ2j,R

( c
2

)r
dH1 & (L−M)+R,

where at the last step we used that H1(Σ2j,R) ≈ R.

We can now conclude the proof. Indeed, given a set of points {x`}1≤`≤N2 optimal

for µ, these points are admissible for the quantization problem of each measure H1xS1
k,

therefore

VN2,r(µ) =
∑

k∈N
e−(1+ε)k

∫

S1
k

min
`
d(x, x`)

r dH1(x)

≥
∑

k∈N
e−(1+ε)kVN2,r

(
H1xS1

k

)

&
∑

k∈N
e−(1+ε)k

(
ek

2k
−N2

)

+

k,

where at the last step we used Lemma 3.4.1. Noticing that, for N large,

ek

2k
−N2 ≥ 1

4

ek

k
for k ≥ log(N4),
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we conclude that

N rVN2,r(µ) & N r

4

∑

k≥log(N4)

e−(1+ε)k e
k

k
k

=
N r

4

∑

k≥log(N4)

e−εk

& N r

∫ ∞

log(N4)

e−εt dt ≈ N rN−4ε

ε
→∞

as N →∞ provided we choose ε < r/4.
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Chapter 4

The Vlasov-Poisson equation

The general purpose of kinetic theory is to describe the time evolution of a system

consisting of a very large number of identical particles. The mathematical study of such

systems leads to a class of partial differential equations called kinetic equations.

4.1 Mean field limit

In this Section we introduce the Vlasov-Poisson equation as a typical example of mean-

field equation. We shall explain how to obtain the Vlasov-Poisson equation as an ap-

proximation of the system of Newton equations of motion in the limit when the number

of particles tends to infinity.

4.1.1 Newton equations

The standard model describing the collective interaction of a N particle system in Rd is

the system of Newton equations:

miẍi(t) =
∑

j

Fj→i(t), (4.1.1)

where mi is the mass of the i-th particle, xi(t) ∈ Rd and ẍi(t) are respectively its

position and its acceleration at time t, and Fj→i(t) denote the force exerted by particle

j on particle i. In the following we consider the case where all masses are equal, that is,

mi = m for all i. Since we will not deal with magnetic forces, we can focus on the case

109
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of forces generated by an interaction potential, i.e., there exists W : Rd → R such that

F (x− y) = −∇W (x− y) is the force exerted from a particle located in y on position x.

A classical example of interaction kernel is the Poisson kernel,

F = c
x

|x|d in Rd.

This corresponds to consider particles under gravitational interaction for c < 0 or elec-

trostatic interactions (ions in a plasma) for c > 0.

Describing a system of N interacting particles via Newton’s equations leads to a

Hamiltonian system which has as many equations as the dimension of the phase space

of the system. More precisely, the single particle phase space is the set Rd ×Rd of pairs

of all possible positions and momenta of an unconstrained single point particle in the

d-dimensional Euclidean space Rd. Thus, for a system of N identical point particles in

Rd, the number of degrees of freedom is dN and the N -particle phase space is the space

(Rd×Rd)N of 2N -tuples of all possible positions and velocities of the N point particles.

This corresponds to a microscopic description of the system. However, in most physical

cases the number N is very large, usually of the order of 1023 (the Avogadro number), as

one can see by considering as an example a rarefied gas or a plasma. This means that,

even from the point of view of numerical analysis, it is unreasonable to exactly determine

the dynamic of each individual particle.

An alternative approach to circumvent this difficulty caused the the presence of so

many particles consists in applying Newton’s second law of motion to each infinitesimal

volume element of a fluid. In this way one ends up with the hydrodynamic equations,

such as the Euler or Navier-Stokes equations, which describe the macroscopic behavior

of the system.

Kinetic equations, instead, describe the evolution of a N particle system at a meso-

scopic level, which is an intermediate viewpoint between the Newtonian dynamic of the

microscopic particles and a macroscopic hydrodynamical model. In this context, the

evolution of the same many body system is described by a partial differential equation

set on the single-particle phase space. In the following we consider the mean-field limit

as a reduction of the N -particle phase space to the single particle phase space. From the

theoretical point of view, the mean-field approximation is extremely important because

it establishes the basic limit equation, and in addition it shows that the qualitative be-

haviour of the system does not depend on the exact value of the number of particles.

This latter observation is very useful in numerical simulations.
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4.1.2 Mean field limit of the N particle system

Roughly speaking, a mean-field model describes the evolution of a typical particle subject

to the collective interaction created by a large number N of other particles, that we

suppose identical. The state of the typical particle is given by its phase space density;

the force field exerted by the N other particles on this typical particle is approximated

by the average with respect to the phase space density of the force field exerted on that

particle from each point in the phase space. This approach is suitable for interaction

potentials that are not too “sensitive” to the precise position of each particle. Often this

assumption is called long range interaction.

The goal now is to understand how one can let the dimension of the phase space

(that is 2dN , d being the dimension of the physical space) go to infinity in a rigorous

way. First, let us convert the second-order Newton equations into a first-order system

introducing for each position variable xi the velocity variable vi := ẋi. Then, the whole

state of the system at time t is described by (x1, v1), . . . , (xN , vN), where the positions

xi belong to the d-dimensional space of positions Xd (which may be the Euclidean space

Rd, or a subset Λ of Rd, or also the d-dimensional torus Td) and the velocities vi belong is

Rd. In order to balance the kinetic and the potential energy of the system and to obtain

a nontrivial limit as N →∞, we shall assume that the particles have mass 1/N. Let HN

be the Hamiltonian of the N -particles system interacting via W , that is,

HN(x1, . . . , xN , v1, . . . , vN) =
∑

i

1

2
|vi|2 +

1

N

∑

j

W (xi − xj). (4.1.2)

Then, Newton laws (4.1.1) are equivalent to the Hamiltonian system

ẋi = ∇viHN , v̇i = −∇xiHN , (4.1.3)

and, by Liouville’ s theorem we obtain the following equation:

dfN
dt

= ∂tfN +∇xfN · ẋ+∇vfN · v̇ = ∂tfN + [HN , fN ] = 0 (4.1.4)

where [, ] is the canonical Poisson bracket and fN = fN(t, x1, . . . , xN , v1, . . . , vN) denotes

the joint distribution function in the N -particle phase space, i.e.,

fN(t, x1, . . . , xN , v1, . . . , vN) dx1 . . . dxN dv1 . . . dvN (4.1.5)

is the probability of finding, at time t, the i-th particle in a volume dxi dvi around

the point (xi, vi) in the N -particle phase space (Xd × Rd)N . In this context, Liouville’s
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equation translates into incompressibility of the flow in phase space. This property is

central to classical mechanics, and can be thought of as information conservation, where

trajectories in phase space cannot merge or diverge. Let us notice that the N -particle

Liouville equation, although it allows for considering superpositions of all trajectories

at the same time, still contains exactly the same amount of information as the original

Newton equations.

Since all particles are identical, it is enough to know the state of the system up to

permutation of particles. Thus, let us consider C = {(x1, v1), . . . , (xN , vN)} to be the

quotient of the phase space (Xd × Rd)N by the permutation group SN . Then there is a

one-to-one correspondence between such a cloud of undistinguishable points C and the

associated empirical measure

µ
(N)
C :=

1

N

∑

i

δ(xi,vi),

where δ(x,v) is the Dirac mass in phase space at (x, v). The empirical measure belongs to

the space of probability measures on the one particle phase space P(Xd × Rd), even if

it depends on all the configuration C. This probability measure should not be confused

with the joint distribution function fN defined in (4.1.5), the latter being a probability

measure on the N -particle phase space. The main advantage of introducing µ
(N)
C is that

it belongs to an infinite-dimensional space, but independent of the number of particles.

It is now clear that the plan is to rewrite the Newton equations in terms of the empirical

measure, and then pass to the limit as N →∞.
Integrating µ

(N)
t := 1

N

∑
i δ(xi(t),vi(t)) against a test function ϕ ∈ C∞c (Xd × Rd), we

find out that the N body problem (4.1.3) associated to the rescaled Hamiltonian (4.1.2)

yields the following equation for µ
(N)
t :

∂t

∫
ϕdµ

(N)
t =

∫
v · ∇xϕdµ

(N)
t −

∫∫
∇W (x− y) · ∇vϕ(x, v) dµ

(N)
t (x, v) dµ

(N)
t (y, w).

(4.1.6)

The equation above is the Vlasov equation in distributional form.

Recalling that weak convergence for probability measures is equivalent to convergence

in the sense of distributions, one can prove that, if W ∈ C1(Xd), then as N → ∞ the

empirical measure µ
(N)
t will converge to some limit measure f(t, x, v) solving the Vlasov

equation, that is:

∂tf + v · ∇xf + F [f ](t, x) · ∇vf = 0 (4.1.7)
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where

F [f ](x) = −
∫∫
∇W (x− y) f(dy, dw) = −∇W ∗x,v f.

The function f(t, x, v) represents the distribution function of the system at time t, that is

the number density of particles that are located at the position x and have instantaneous

velocity v at time t. This formal discussion shows a possible way to replace a very large

number of simple ordinary differential equations by just one partial differential equation

in the limit as N goes to infinity. In this system there is no direct interaction between

the particles, and the dynamic of each particular particle is affected by a field which is

generated collectively by all particles together.

4.2 Quantitative stability via Wasserstein type dis-

tances

In the previous Section we assumed that W is continuously differentiable. Although it

was enough to pass to the limit in the Vlasov equation for the empirical measure, this

assumption does not implies that the solution of the Vlasov equation is unique, nor it

provides any information on the rate of convergence.

If W is smoother then one can prove more precise results of quantitative convergence,

involving distances on probability measures, for instance Wasserstein distances. To prove

the following stability result, it would be sufficient to use the 1-Wasserstein distance,

assuming finiteness of first moments. However, we can avoid this restriction introducing

another distance on probability measures which does not need any moment assumption.

Definition 4.2.1. The bounded Lipschitz distance dbL between measure ν, µ ∈ P(Xd ×
Rd) is defined as

dbL(ν, µ) = sup
f∈D

∣∣∣∣
∫

Xd×Rd
f(x, v) dν(x, v)−

∫

Xd×Rd
f(x, v) dµ(x, v)

∣∣∣∣ ,

where D =
{
f : f : Xd × Rd → [0, 1] and |f(x, v)− f(y, w)| ≤ |(x, v)− (y, w)|

}
.

We recall that this distance induces the weak topology on P(Xd × Rd). Our goal

here is to present an existence and uniqueness result for solutions on the Vlasov equation

when the potential W ∈ C2 [36].

Theorem 4.2.2. Let W ∈ C2
b (Xd). Then the following holds:
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i) Equation (4.1.7) has a unique solution in P(Xd × Rd) for any initial datum µ̄ ∈
P(Xd × Rd);

ii) if µ
(1)
t and µ

(2)
t solve (4.1.7), then there exists a constant c > 0 depending only on W

such that

dbL(µ
(1)
t , µ

(2)
t ) ≤ ectdbL(µ

(1)
0 , µ

(2)
0 ) ∀ t ≥ 0. (4.2.1)

Notice that, as a corollary of this result, one gets a quantitative information on the

rate of convergence of the empirical measure to its limit: on any finite time interval the

closeness (measured with respect to dbL) of µ
(N)
0 to its limit is propagated linearly in

time.

Proof. By assumption there exists B,L ∈ R such that

|∇2W | ≤ B; |W (x)−W (y)| ≤ L|x− y|. (4.2.2)

Given a family of measures {µt} ⊂ P(Xd×Rd) weakly continuous with respect to t, this

family defines a time dependent force field

F µ
t (x) = −

∫
∇W (x− y) dµt(y, w) (4.2.3)

Thanks to our assumptions on W, by Cauchy-Lipschitz Theorem, the ODEs

ẋ(t) = v(t), v̇(t) = F µ
t (x(t)), (4.2.4)

have a unique global solution which induces a two-parameter family of maps T s,t{µ} :

Xd ×Rd → Xd ×Rd which represent the evolution of a point (x, v) from time s to time

t. These maps induce by duality a family of maps on P(Xd × Rd):

λt = (T 0,t
{µ})#λ0 ∀λ0 ∈ P(Xd × Rd). (4.2.5)

In particular, (4.1.7) is equivalent to the fixed point equation

µt = (T 0,t
{µ})#µ0, (4.2.6)

so we shall prove existence and uniqueness via the contraction approach.

First, we shall prove (4.2.1).



4.2. Quantitative stability via Wasserstein type distances 115

From (4.2.6) and by triangle inequality we have

dbL(µt, λt) = dbL((T 0,t
{µ})#µ0, (T

0,t
{λ})#λ0)

≤ dbL((T 0,t
{µ})#µ0, (T

0,t
{λ})#µ0) + dbL((T 0,t

{λ})#µ0, (T
0,t
{λ})#λ0).

(4.2.7)

Call w(t) = (x(t), v(t)). Then (4.2.4) can be written as

ẇ(t) = Gµ
t (w), (4.2.8)

where Gµ
t (w) =

(
ẋ(t),−

∫
∇W (x− x′) dµt(x′, v′)

)
.

Notice that

dbL((T 0,t
{λ})#µ0, (T

0,t
{λ})#λ0) = sup

f∈D

∣∣∣∣
∫ (

(T 0,t
{λ})#µ0(dw)− (T 0,t

{λ})#λ0(dw)
)
f(w)

∣∣∣∣

= sup
f∈D

∣∣∣∣
∫ (

µ0(dw)− λ0(dw)
)
f(T 0,t

{λ}w)

∣∣∣∣ .

We claim that the Lipschitz constant of f(T 0,t
{λ}w) is bounded by eL

′t with L′ = B + 1.

To this aim, since f ∈ D it is enough to bound

∆t :=
∣∣∣T 0,t
{λ}(w)− T 0,t

{λ}(w
′)
∣∣∣ .

By the definition of flux

T 0,t
{λ}(w) = w +

∫ t

0

Gλ
τ (w) dτ, (4.2.9)

since

∣∣Gλ
t (w)−Gλ

t (w)
∣∣2 = |v − v′|2 +

∣∣∣∣
∫

(∇W (x− x̄)−∇W (x′ − x̄)) dµt(x̄, v̄)

∣∣∣∣
2

≤ |v − v′|2 +B2|x− x′|2 ≤
(
L′ |w − w′|

)2
,

(4.2.10)

hence d
dt
|∆t| ≤ L′|∆t| which implies that

|∆t| ≤ eL
′t|∆0|,

proving the claim.
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Thanks to the claim, going back to (4.2.9) we get

dbL((T 0,t
{λ})#µ0, (T

0,t
{λ})#λ0) = sup

f∈D

∣∣∣∣
∫

(µ0(dw)− λ0(dw)) f(T 0,t
{λ}w)

∣∣∣∣

≤ eL
′tddL(µ0, λ0). (4.2.11)

We now esitante the first term in the right hand side of (4.2.7). Using again Liouville’s

Theorem, we have

dbL

(
(T 0,t
{µ})#µ0, (T

0,t
{λ})#µ0

)
= sup

f∈D

∣∣∣∣
∫
µ0(dw)

(
f(T 0,t

{µ}w)− f(T 0,t
{λ}w)

)∣∣∣∣ ,

and using (4.2.9) and that f is 1-Lipschitz we get

dbL

(
(T 0,t
{µ})#µ0, (T

0,t
{λ})#µ0

)
≤

∫
µ0(dw)

∣∣∣T 0,t
{µ}w − T

0,t
{λ}w

∣∣∣

=

∫
µ0(dw)

∣∣∣∣
∫ t

0

dτ
[
Gµ
τ (T 0,τ

{µ}w)−Gλ
τ (T

0,τ
{λ}w)

]∣∣∣∣
:= R(t). (4.2.12)

Using (4.2.10) and the triangle inequality, we have

R(t) ≤
∫
µ0(dw)

∣∣∣∣
∫ t

0

dτ
[
Gµ
τ (T 0,τ

{µ}w)−Gλ
τ (T

0,τ
{µ}w)

]∣∣∣∣

+

∫
µ0(dw)

∣∣∣∣
∫ t

0

dτ
[
Gλ
τ (T

0,τ
{µ}w)−Gλ

τ (T
0,τ
{λ}w)

]∣∣∣∣

≤
∫ t

0

dτ

[∫
µτ (dw)

∣∣Gµ
τ (w)−Gλ

τ (w)
∣∣+ L′

∫
µ0(dw)

∫ t

0

dτ
∣∣∣T 0,τ
{µ}w − T

0,τ
{λ}w

∣∣∣
]
.

To estimate the integrand in the first term of the right hand side we use that the map

(x′, v′) 7→ ∇W (x− x′) is B-Lipschitz and bounded by L for any x ∈ Xd to deduce that

∣∣Gµ
τ (w)−Gλ

τ (w)
∣∣ =

∣∣∣∣
∫

(µτ (dw
′)− λτ (dw′))∇W (x− x′)

∣∣∣∣
≤ max{B,L} dbL(µτ , λτ ),
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Hence, recalling (4.2.9), we obtain

R(t) ≤ max{B,L}
∫ τ

0

dbL(µτ , λτ ) dτ +
√
L′
∫ τ

0

R(τ) dτ,

and Gronwall Lemma gives

R(t) ≤ max{B,L}
∫ τ

0

eL
′(t−τ)dbL(µτ , λτ ) dτ.

Hence, combining this bound with (4.2.12), we have shown that

dbL(µτ , λτ ) ≤ eL
′tdbL(µ0, λ0) + max{B,L}

∫ τ

0

eL
′(t−τ)dbL(µτ , λτ ) dτ, (4.2.13)

and a further application of Gronwall Lemma yields the estimate

dbL(µτ , λτ ) ≤ ectdbL(µ0, λ0) ∀ t ≥ 0, (4.2.14)

where c is a constant depending only on W. This proves (4.2.1).

We can now use a fixed point argument to show that (4.2.6) has a unique solution

in P(Xd × Rd) for any initial datum µ̄ ∈ P(Xd). To this aim we consider the space CP
of all continuous curves µt : [0,∞)→ P(Xd × Rd) (the continuity being with respect to

the metric dbL), endowed with the metric

dα({µ}, {λ}) = sup
t∈[0,∞)

dbL(µt, λt)e
−αt,

with α > 0 to be chosen. Since (P(Xd × Rd), dbL) is a complete metric space, so is

(CP , dα).

Fix µ̄ ∈ P(Xd), and let [0,∞) 3 t → µt be a curve in CP such that µ0 = µ̄. The

flux T 0,t
{µ} associated to the curve {µ} induces a new element of P(Xd) via the formula

(T 0,t
{µ})#µ̄, and we call F : CP → CP the map defined in this way. We claim that F is a

contraction. Indeed (4.2.13) gives

dbL(F({µ})(t),F({λ})(t)) = dbL((T 0,t
{µ})#µ̄, (T

0,t
{λ})#µ̄)

≤ max{L,B}
∫ t

0

eL
′(t−τ)dbL(µτ , λτ ) dτ,
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and by choosing α large enough we get

dα(F{µ},F{λ}) = sup
t∈[0,T ]

dbL(F({µ})(t),F({λ})(t))e−αt

≤ max{L,B} sup
t∈[0,T ]

[
e−αt

∫ t

0

eL
′(t−τ)eατdα({µ}, {λ}) dτ

]

≤ max{L,B}
α− L′ dα({µ}, {λ})

≤ γ dα({µ}, {λ}),

with γ ∈ (0, 1).

This proves that F : CP → CP is a contraction, so it has a unique fixed point.

In this Chapter we have discussed a possible way to reduce a system of N particles, in

the limit N →∞, to a single partial differential equation in the phase space. To properly

justify this passage to the limit we have needed to assume strong regularity assumptions

on the potential (W ∈ C1 to pass to the limit, W ∈ C2 to ensure uniqueness and

quantitative stability).

While the mean-field limit for smooth potential has been well understood for more

than three decades, in the singular case the rigorous justification of the mean-field limit

is still an open problem, and trying to lower the regularity of W is a great challenge

which has produced a lot of work in the latest years. We refer the interested reader to

[18, 82, 12] for a detailed discussion of several classical results on the topic, and to the

lecture notes [45, 67] and the references therein for several recent developments in the

area.

4.3 The Vlasov-Poisson equation

In the previous sections we explained a possible way to recover a kinetic equation from

the microscopic, Newtonian description of an N -body system. In particular, we were

interested in the derivation and well-posedness of the Vlasov equation, and we rigorously

justified the mean-field limit for smooth potentials.

Unfortunately, in the most relevant physical situations, the interaction potential is

not smooth at all. Such is the case in particular for one of the most important nonlinear



4.3. The Vlasov-Poisson equation 119

Vlasov equations, namely the Vlasov-Poisson equations, where W is the fundamental

solution of ±∆ :

(V PE)

{
∂tf + v · ∇xf + F (t, x) · ∇vf = 0

F = ±∇∆−1ρ ρ(t, x) =
∫
f(t, x, v)dv.

Notice that, up to a change of sign in the interaction, the same equation describes both

plasma systems, where the particles are ions and electrons, and galaxies, in which each

star counts as one particle.

At the beginning of the last century the astrophysicist Sir J. Jeans used this system

to model stellar clusters and galaxies [65] and to study their stability properties. In this

context it appears in many textbooks on astrophysics such as [10, 42]. In the repulsive

case, this system was introduced by A. A. Vlasov around 1937 [96, 97]

Because of the considerable importance in plasma physics and in astrophysics, there

is a huge literature on the Vlasov-Poisson system.

The global existence and uniqueness of classical solutions of the Cauchy problem

for the Vlasov-Poisson system was obtained by Iordanskii [66] in dimension 1, Ukai-

Okabe [90] in the 2-dimensional case, and independently by Lions-Perthame [75] and

Pfaffelmoser [86] in the 3-dimensional case. To our knowledge, there are currently no

results about existence and uniqueness of classical solutions in dimension greater than 3.

It is important to mention that, parallel to the existence of classical solutions, there

have been a considerable amount of work on the existence of weak solutions, in particular

under very low assumptions on the initial data. Since in our case we shall never deal with

any of the issues related to dealing with weak solutions, we just mention the classical

result by Arsen’ev [7], who proved global existence of weak solutions under the hypothesis

that f(0) is bounded and has finite kinetic energy, and the result of Horst and Hunze

[63], where the authors relax the integrability assumption on f(0).

If one wishes to relax even more then integrability assumptions on the initial data

then one enters into the framework of the so called renormalized solutions introduced by

Di Perna and Lions [33, 34, 35]. The interested reader is referred to the recent papers

[2, 11] for more details and references.

4.3.1 Basic properties of the Vlasov equation

In the following Sections we will be focused on the study of the Vlasov-Poisson system

in the context of plasma physics. Before recalling some basic properties of plasmas and
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the main features of the Vlasov-Poisson system, we do some general considerations on

the qualitative behaviour of the Vlasov equation.

(V E)





∂tf + v · ∇xf + F (t, x) · ∇vf = 0,

F = −∇xW ∗x ρ, ρ(t, x) =
∫
f(t, x, v) dv

f |t=0 = f0 ≥ 0,
∫
Xd×Rd f0 dx dv = 1,

(4.3.1)

Boundary conditions

Boundary conditions deeply affect the qualitative behaviour of the Vlasov equation and

a thorough discussion on the topic is beyond the aims of this work. Thus, we assume

the position space to be either Xd = Rd, or the d-dimensional torus Xd = Td. The

latter case is widely used in physics to model confined plasma. Moreover, this is still by

far the simplest way to describe a confined geometry, avoiding effects such as dispersion

at infinity which completely change the qualitative behaviour of the nonlinear Vlasov

equation.

In the case of the Poisson coupling, the total potential W ∗ρ is defined as W = ±∆−1ρ,

which makes sense on Td only if ρ has zero mean. The natural solution consists in

removing the mean of ρ and consider W ∗ (ρ − 〈ρ〉), where 〈ρ〉 =
∫
ρ dx. An informal

justification is the following: in the plasma model, one may argue that the density of

ions should be taken into account. Thus, to preserve the global neutrality of the plasma,

we can assume the density of ions to be equal to the mean density of electrons. Such

a reasoning is based on the existence of two different species of particles, but even if

there is just one species of particles, as in the case for gravitational interaction, it is still

possible to remove the mean of ρ. This procedure is known as Jeans swindle in galactic

dynamics. Recently Kiessling [51] rigorously justified the Jeans swindle using a limit

procedure.

If W is a given potential in Rd, then, in a periodic setting, it should be replaced by

its periodic version

Wper(x) =
∑

k∈Zd
W (x− k).

Thus, if W decays fast enough at infinity and ρ is periodic,

∇W ∗ ρ = ∇Wper ∗ ρ = ∇Wper ∗ (ρ− 〈ρ〉).

In our case, since the Coulomb potential does not decay fast enough at infinity, we may

approximate W by some potential Wε exhibiting a “cutoff” at large distances. Then, if
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∇Wε ∈ L1(Rd), the convolution ∇Wε ∗ ρ makes sense for a periodic ρ. Moreover

∇Wε ∗ ρ = ∇Wper
ε ∗ (ρ− 〈ρ〉).

Passing to the limit for ε→ 0, one gets

∫

Td
∇Wper(x− y)ρ(y)dy =

∫

Td
∇Wper(x− y) (ρ− 〈ρ〉) (y)dy = ±∇∆−1

per (ρ− 〈ρ〉) ,

where ∆−1
per (ρ− 〈ρ〉) is the inverse Laplace operator on Td. We refer to [51] for a detailed

explanation of the physics meaning of this procedure.

Structure of the Vlasov-Poisson equation and invariants

In contrast to models incorporating collisions, the Vlasov equation is time reversible,

i.e. if f = f(t, x, v) is a solution, then g(t, x, v) := f(−t, x,−v) is also a solution where

time and velocity have been reversed. This means that the Vlasov-Poisson equation

inherited the reversibility feature of the Newton equations in the mean-field limit. As a

consequence, the nonlinear Vlasov equation does not have any regularizing effect.

The nonlinear Vlasov equation is a transport equation and can be described by the

method of characteristics : if f(t, x, v) solves the equation, then the measure f(t, x, v)dx dv

is the push-forward of the initial measure f0(x, v)dx dv by the flow Φt = (Xt, Vt) in phase

space, solving the characteristic equations:





Ẋt = Vt
V̇t = F (Xt, t) with F (Xt, t) = −∇W ∗ ρ
(X0, V0) = (x, v).

The Vlasov equation (4.3.1) is a Hamiltonian system with the so-called Lie-Poisson

bracket structure, and (as we already mentioned in the previous Chapters) can be ex-

pressed as Liouville equation

∂tf +
[
Hf(t,·,·), f

]
= 0

where the Hamiltonian is given by

Hf(t,·,·)(x, v) =
1

2
|v|2 +

∫∫

Xd×Rd
W (x− y)f(t, y, w)dydw.
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A consequence of this property is that the flow Φt induced by F (t, x) has Jacobian

determinant equal to 1, thus the flow preserves the Liouville measure dx dv and the

push-forward equation

f(t, x, v)dx dv = Φt#f0(x, v)dx dv

becomes a transport condition for densities:

f(t, x, v) = f(0, (Φt)
−1(x, v)).

Let us remark that the Proof of Theorem 4.2.2 we already relied on the structure of

the Vlasov equation as a transport equation to prove both existence and uniqueness of

solutions.

We can also consider the Vlasov equation in terms of the infinite-dimensional space

of distributions, and the physical observables F [f ], which are functionals on this space.

In this framework, the Vlasov equation is equivalent to the Hamiltonian equation (see

for instance [79])
dF
dt

+ {H,F} = 0

where H is the Hamiltonian whose functional derivative is Hf(t,·,·), i.e., δH/δf = Hf(t,·,·),

and { ; } is a Lie-Poisson bracket, defined by

{F1,F2} =

∫
f

[
δF1

δf
,
δF2

δf

]
dx dv. (4.3.2)

Regarding the distribution of particles itself to be a functional

f(t, x, v) =

∫∫
f(t, x′, v′)δ((x, v)− (x′, v′)) dx′dv′

we recover the Vlasov equation from (4.3.2) in the following way:

∂tf = {f,H} = − [f,H] .

For a derivation of this Lie-Poisson bracket from the canonical Hamiltonian formalism

for the particle motion, see [69, 98]. An important property of the Lie-Poisson bracket

is the existence of an infinite number of observables of the form

C[f ] =

∫∫
C(f(x, v)) dx dv
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where C(f) is an arbitrary smooth function, which commutes with any Hamiltonian H
and thus constitutes an infinite number of invariants of motion, one for each choice of

C(f). These invariants are known as the Casimirs of the equation; their level sets foliate

the space of distributions into invariant subspaces on which the dynamics is constrained.

It is a fundamental question whether a certain bracket actually correspond to a valid

Hamiltonian structure if one wants to go further than a formal rewriting of the equation.

A milestone on the topic is certainly the work of Arnold who was able to formulate

a stability theorem for plane flows using a method now known as the Energy-Casimir

method [5, 6], see also [83].

Coming back to the main features of Vlasov equations, we observe that an immediate

consequence of the Hamiltonian nature of the Vlasov equation is the conservation of all

Lp norms for p ∈ [1,∞], as well as the entropy

S = −
∫∫

f log f dx dv.

Entropy conservation is in contrast with what happen for collisional equations, as for

instance the Boltzmann equation, for which the entropy can only increase in time, unless

it is at equilibrium. This property can be also thought ad preservation of informa-

tion: whatever information we have about the distribution of particles at initial time, is

preserved in time.

In addition, the Vlasov equation preserves the total energy :

H(x, v, t) :=

∫∫
f(t, x, v)

|v|2
2
dx dv +

1

2

∫∫
W (x− y)ρ(x)ρ(y)dxdy = T + U.

The total energy is the sum of the kinetic energy T and the potential energy U and it

is a kind of “mesoscopic Hamiltonian” corresponding to the average of the microscopic

Hamiltonian against the particle distribution. The factor 1/2 in the definition of the

potential energy U comes from the fact that we count unordered pairs of particles.

Before moving on, we underline that some of these features are shared by other partial

differential equations, in particular the two-dimensional incompressible Euler equation,

for which a classical reference is [77]. The similarity between the Vlasov equation and

the two-dimensional Euler equation with nonnegative vorticity is well-known; and math-

ematicians try systematically to adapt tools and results from one equation to the other.
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General considerations about uniqueness for Vlasov-Poisson

We now make some basic considerations about the analytical difficulties arising in the

study of the Vlasov-Poisson equation.

Notice that in Rd (that is, W = −∆−1ρ) the interaction potential is given by

W (t, x) =
c

|x|d−2
∗ ρ(t).

In particular we see that W ≥ 0, so the conservation of energy implies that the kinetic

energy is bounded uniformly in time.

Hence, if we start from a nice initial condition f0 (say smooth and compactly sup-

ported), the basic informations that are propagated in time are

‖f(t)‖L∞(Rd×Rd) ≤ C,

∫

Rd×Rd
|v|2f(t, x, v) dx dv ≤ C ∀ t ≥ 0.

While in this case one can prove existence of weak solutions [7], the existence and unique-

ness of classical solutions is a very delicate issue. Indeed, assuming that f(0) is smooth,

to propagate some regularity of f in time one needs to have some smoothness of the

force field F (t) = ∇∆−1ρ(t), whose regularity is strictly related to the one of ρ(t).

To explain this point better, let us just focus on the uniqueness issue. As we have seen

in the proof of Theorem 4.2.2, to prove uniqueness one would like to know that the force

field F (t) = ∇∆−1ρ(t) is Lipschitz. Since, by elliptic regularity, F (t) has one derivative

more than ρ(t), for F (t) to be Lipschitz we would like to know that ρ(t) is bounded (this

is not completely true since elliptic regularity fails in L∞, but this heuristic argument is

correct).

Hence, the main issue behind uniqueness consists proving that ρ(t) ∈ L∞ for all

times, and this indeed at the basis of the uniqueness argument in [75] (see also [76]

for a different proof based on stability in the Wasserstein metric, and also our proof of

Theorem 6.3.1). However, in order to deduce boundedness of ρ(t) from the one of f(t),

one would like to know that f is compactly supported in the velocity space: indeed, if

suppf(t, x, ·) ⊂ BR(t) for some radius R(t) then

ρ(t, x) =

∫

BR(t)

f(t, x, v) dv ≤ ‖f(t)‖L∞(Rd×Rd) |BR(t)| ∀x,

which proves that ρ(t) is bounded. This shows that the main difficulty behind uniqueness

of solutions is to show that if f(0) is compactly supported, then it remains so for all times.
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While this has been proved up to dimension 3, the existence and uniqueness of smooth

solutions is currently unknown in higher dimension.

This brief discussion shows just one of the main mathematical difficulty behind the

PDE theory of Vlasov-Poisson. For a general presentation of the mathematical analysis

of this system, the interested reader is referred to [44, 16, 88].

Collisionless relaxation: Landau damping

We conclude this Chapter with a discussion about the large-time behavior in the Vlasov-

Poisson equation.

An archetypal continuous model for N body systems is the Boltzmann equation,

when interactions among particles occur on a scale that is negligible compared to the

spatial scale. In its simplest form, the Boltzmann equation is obtained from Newtonian

dynamics in the Boltzmann-Grad limit, that is, when the number of particles becomes

extremely large while the total cross-section remains of order unity. It reads

∂tf + v · ∇xf = Q(f, f),

where Q is the Boltzmann collision operator, which is localised in space-time and takes

into account the effect of collisions of particles; these collisions are classically assumed

to be elastic, that is, energy-preserving. The well known H theorem shows that for

the classical elastic Boltzmann equation, under the action of uncorrelated collisions, the

Boltzmann entropy cannot decrease in time. This means that, even if Newton equations

are mechanically reversible, the Boltzmann equation is an irreversible model where the

density f evolves towards a maximal entropy state. The latter observation provides a

guideline for the long-time behaviour of the Boltzmann equation, see for instance [29, 43]

for a complete discussion.

Up to now we stressed the reversible nature of the Vlasov-Poisson equation and the

presence of infinitely many conservation laws, including the entropy and the energy of

the system. This behaviour is in sharp contrast with what happen for collisional models.

Another difference between the collisional and the mean field models concerns equilibria.

Indeed, while the Boltzmann equation only has Gaussian equilibria, the Vlasov-Poisson

equation has infinitely many shapes of equilibria: in the absence of an external field or

boundaries, this includes in particular homogeneous distributions f0(v), and also many

inhomogeneous periodic stationary solutions. This seems to oppose the idea that so-

lutions of the Vlasov-Poisson equation would have a definite large time behaviour. It
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thus was surprising when, in 1946, Landau [71, 72] stunned the physical community by

predicting an irreversible behaviour for the Vlasov-Poisson equation. Landau’s proof

relied on the solution of the Cauchy problem for the linearized Vlasov-Poisson equation

around a spatially homogeneous Maxwellian equilibrium. In fact, when one linearizes

the equation around a homogeneous equilibrium, the resulting linear equation can be

turned into a completely integrable system. Then, once one formally solves the equa-

tion by Fourier and Laplace transform, an analysis of singularities in the complex plane

leads to the conclusion that the electric field decays exponentially fast. Since Landau’s

analysis concerns the linearized case, his result does not guarantee that the asymptotic

behaviour of the linear Vlasov equation is an approximation of the asymptotic behaviour

of the nonlinear Vlasov-Poisson equation. Nevertheless, it suggested that a homogeniza-

tion mechanism may occur in a collisionless system, even if the entropy does not increase.

This entropy-preserving relaxation means that mixing trajectories generate fast kinetic

oscillations which globally compensate each other in the velocity averaging procedure

leading from the distribution function to the force field.

This discovery has been extremely influential, and led to considerable speculation

about its driving mechanism. For a historical background on the Landau damping, we

refer to [81, Section 1].

The first results in a nonlinear setting was proved by Caglioti-Maffei [27]. They con-

sider the one dimensional torus and use fixed-point theorems and perturbative arguments

to prove that there exists a class of solutions of the nonlinear Vlasov-Poisson equation

that converge weakly, as t tends to infinity, to a stationary homogeneous equilibrium.

Since solutions of free transport weakly converge to spatially homogeneous distributions,

the solutions constructed by this “scattering” approach are indeed damped. They also

noted that this implies, by time-reversibility, the instability in the weak topology. Let us

mention that another construction to damped solutions in the one dimensional setting

was also performed by Hwang and Velazquez [64].

The gap between the linear and nonlinear theory of Landau damping was only bridged

recently by Mouhot and Villani [81] who showed that the Landau damping survives

nonlinearity, and proved the first rigorous result that establish an exponential decay

to equilibrium in confined, collisionless and time-reversible dynamics. In that paper,

the damping phenomenon is reinterpreted in terms of exchanges of regularity between

spatial and kinetic modes, rather than energy, showing that it is driven by the phase

mixing mechanism associated with the trajectories of particles. Some of their new tools

are the introduction of families of analytic norms measuring regularity by comparison
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to solutions of the free transport equation, distinctive functional inequalities, a control

of nonlinear echoes, sharp scattering estimates in analytic regularity, and a Newton

approximation scheme, whose extremely fast convergence is fully exploited.

As already mentioned before, there are strong similarities between the Vlasov-Poisson

equation and the 2d Euler equation for incompressible fluids, although the latter model

is more singular. In particular, the 2d Euler equation should exhibit the same kind

of relaxation to equilibrium, and this has been rigorously proved by Bedrossian and

Masmoudi for the Couette flows: in [19] the authors establish asymptotic stability of

shear flows close to the planar Couette flow. Their proof requires several new ideas and

tools, in particular a delicate paraproduct decompositions and controlled regularity loss.

We also mention that a combination of the techniques from [81] and [19] has recently

allowed Bedrossian, Masmoudi, and Mouhot to give a new simpler proof of nonlinear

Landau damping in Gevrey regularity under less restrictive assumptions on the size of

the perturbations.

4.4 Quasineutral limit

In this Section we recall some physical properties of plasmas and we introduce the Debye

length, one of the characteristic parameter to describe a plasma. Then, we introduce the

kinetic models investigated in the thesis and the quasineutral limit.

4.4.1 What is a plasma?

When the temperature of a material grows, its state changes from solid to liquid and

then to gas. If the temperature further increases, the atoms are ionized and the gas

reach a new state of the matter in which the charge numbers of ions and electrons are

almost the same and charge neutrality is globally achieved.

In 1927, the American Nobel prize Irving Langmuir first used the term plasma to

describe a ionized gas, since the way blood plasma carries red and white corpuscles

reminded him the way a ionized gas carries electrons and ions. Langmuir, in collaboration

with his colleague Lewi Tonks, was investigating the physics and chemistry of tungsten-

filament light-bulbs, with the purpose to find a way to extend the lifetime of the filament,

a goal which he eventually achieved. After Langmuir, research on plasma gradually

spread in other directions, and many kind of plasmas have been created for industrial
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purposes. Moreover, research in plasma physics has been driven by the aim to create

and confine hot plasmas in fusion research.

Plasma is often called the fourth state of matter and it is the most abundant form

of ordinary matter in the Universe, most of which is in the rarefied intergalactic re-

gions, and in stars. Although it is closely related to the gas phase, since it also has

no definite form or volume, it has some peculiarities that distinguish it and determine a

completely different behaviour. Indeed, when electrons move, they interact with the long

range Coulomb force and these interactions create electric and magnetic fields following

Maxwell equations. Thus, various collective movements occur in the plasma, along with

many kinds of instabilities and wave phenomena.

As we already mentioned, the complete model of collisionless plasma describes the

behaviour of two different species of particles: ions and electrons. As the ratio of the

masses of the ion and the electron is of several orders of magnitude, we are allowed

to assume that the ions are at rest, and uniformly distributed. The latter observation

was already mentioned when we discussed boundary conditions for the Vlasov equation

in Section 4.3.1. The ratio of the masses of the ion and the electron is just one of

the problems related to the presence in plasmas of typical parameters with dramatic

differences at level of magnitude. One may also think to electric permittivity in the

vacuum and the Debye length compared to the magnetic and the electric fields and the

observation length. In the following we will introduce the Debye length, which has an

important role in the study of plasmas, and the quasineutral limit.

4.4.2 The Vlasov-Poisson equation for massless electrons

In the kinetic description of a plasma, we usually consider the point of view of electrons,

from which ions are very slow, motionless at equilibrium. This assumption leads to the

classical Vlasov-Poisson system:

(V PE)





∂tf + v · ∇xf + E(t, x) · ∇vf = 0,

E = −∇xW ρ(t, x) =
∫
f(t, x, v) dv

−∆W = ρ− 1

f |t=0 = f0 ≥ 0,
∫
Xd×Rd f0 dx dv = 1,

On the other hand, we can consider the viewpoint of ions, assuming that the electrons

have 0 mass. In this case, the electrons move very fast and they reach their local

thermodynamic equilibrium quasi-instantaneously. Notice that, since the mass of the
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electrons is negligible with respect to the mass of the ions, the typical collision frequency

for the electrons is much bigger than for the ions, so collisions for the electrons may be

not negligible and they can reach their local thermodynamic equilibrium. Then, their

density ne follows the Maxwell-Boltzmann law [74]

ne =

∫
fedv = g(x) exp

(
eW

kBTe

)
,

where W denotes the Coulomb potential, kB is the Boltzmann constant, Te the average

temperature of the electrons, and g ∈ L1(Rn) is a term due to an external potential

preventing the particles from going to infinity (we refer to [21] and references therein for

more details).

More precisely, we have:

g(x) = n0 exp

(
−H(x)

kBTe

)
,

where H denote the external confining potential and n0 ∈ R is a normalizing constant.

Thus, the Poisson equation becomes:

−∆xW =

∫
f dv − g exp

(
eW

kBTe

)
.

Let us remark that, in this situation, the total number of electrons is not a priori fixed.

This means that the global neutrality of the plasma is not anymore satisfied:
∫ (∫

f dv − g exp

(
eW

kBTe

))
dx 6= 0.

However, one may also focus on the case when the total charge of the electrons is fixed,

and in this case the Poisson equation reads:

−∆xW =

∫
f dv −

g exp
(

eW
kBTe

)

∫
Rd g exp

(
eW
kBTe

) .

The existence of global weak solutions to these two systems in dimension three has been

investigated by Bouchut [21]. A natural approximation of the latter equation comes from

the linearization of the exponential law. This approximation is valid from the physical

point of view as long as the electric energy is small compared to the kinetic energy:

eW

kBTe
� 1
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In the following we will focus on models with such Maxwell-Boltzmann laws on the torus

Td with d = 1, 2 or 3, thus we do not need a confining potential, and we take g = 1.

4.4.3 The Debye length

The Debye length is one of the fundamental length scales in plasma physics. It describes a

screening distance, beyond which charges are unaware of other charges. The Debye sphere

is a sphere whose radius is the Debye length, outside of which charges are electrically

screened.

It is defined as λ
(α)
D

λ
(α)
D =

√
ε0kBTα
Nαe2

,

where kB is the Boltzmann constant, Tα and Nα are respectively the average temperature

and density of electrons (for α = e) or ions (for α = i). This parameter is of tremendous

importance in plasmas. It can be interpreted as the typical length below which charge

separation occurs. In plasmas, this length may vary by many orders of magnitude (typical

values go from 10−3 m to 10−8 m). In practical situations, for terrestrial plasmas, it is

always small compared to the other characteristic lengths in consideration, in particular

the characteristic observation length, denoted by L. Actually, the condition λD � L is

sometimes required in the definition itself of a plasma. Therefore, if we set

λD = ε� 1,

then in many regimes, after considering dimensionless variables, it is relevant to observe

that the Poisson equation formally reads

−ε2∆Wε = ±(ni − ne).

The quasineutral limit precisely consists in considering the limit ε→ 0.

Why quasineutral limits?

From the numerical point of view, kinetic equations are harder to handle than fluid

equations. Indeed the main difficulty is that kinetic equations live on a phase space of

dimension 2d (for x, v ∈ Rd). Actually, another problem for simulating plasmas is the

following: there are characteristic lengths and times of completely different magnitude

(think of the Debye length and the observation length) that make numerics really delicate.
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In our works our purpose is to get, in the quasineutral limit, simplified hydrodynamic

systems. In the following we give an idea of the reasons that make fluid descriptions

more convenient:

• First, using a fluid description, we deal with a lower dimensional phase space.

Moreover, after taking the limit, we obtain a system with only one characteristic

time and length. Both these reasons make numerical simulations easier to perform.

Of course it is well-known that the fluid approximation is not always accurate for

simulations of plasmas, but it is nevertheless valid in some regimes that we may

describe in the analysis. So it is important to be aware of the physical assumptions

we make when we derive the equations.

• Macroscopic quantities, such as charge or current density, are easier to measure in

experiments.

• A simplified fluid description allows one to give a better qualitative description of

the behaviour of the plasma.
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Chapter 5

The quasineutral limit of the

Vlasov-Poisson equation in

Wasserstein metric

1

5.1 Introduction

In this Chapter we study the Vlasov-Poisson system in the presence of massless ther-

malized electrons. We shall focus on the one-dimensional case and consider that the

equations are set on the phase space T×R (we will sometimes identify T to [−1/2, 1/2)

with periodic boundary conditions). The system, which we shall refer to as the Vlasov-

Poisson system with massless electrons, encodes the fact that electrons move very fast

and quasi-instantaneously reach their local thermodynamic equilibrium. It reads as fol-

lows:

(V PME) :=





∂tf + v · ∂xf + E · ∂vf = 0,

E = −U ′,
U ′′ = eU −

∫
R f dv =: eU − ρ,

f |t=0 = f0 ≥ 0,
∫
T×R f0 dx dv = 1.

(5.1.1)

1This chapter is based on a joint work with Danial Han-Kwan [59].
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Here, as usual, f(t, x, v) stands for the distribution function of the ions in the phase

space T×R at time t ∈ R+, while U(t, x) and E(t, x) represent the electric potential and

field respectively, and U ′ (resp. U ′′) denotes the first (resp. second) spatial derivative of

U . In the Poisson equation, the semi-linear term eU stands for the density of electrons,

which therefore are assumed to follow a Maxwell-Boltzmann law.

We are interested in the behavior of solutions to the (VPME) system in the so-called

quasineutral limit, i.e., when the Debye length of the plasma vanishes. Loosely speaking,

the Debye length can be interpreted as the typical scale of variations of the electric

potential. It turns out that it is always very small compared to the typical observation

length, so that the quasineutral limit is relevant from the physical point of view. As a

result, the approximation which consists in considering a Debye length equal to zero is

widely used in plasma physics, see for instance [30]. This leads to the study of the limit

as ε→ 0 of the scaled system:

(V PME)ε :=





∂tfε + v · ∂xfε + Eε · ∂vfε = 0,

Eε = −U ′ε,
ε2U ′′ε = eUε −

∫
R fε dv =: eUε − ρε,

fε|t=0 = f0,ε ≥ 0,
∫
T×R f0,ε dx dv = 1.

(5.1.2)

The formal limit is obtained in a straightforward way by taking ε = 0 (which corresponds

to a Debye length equal to 0):

(KIE) :=





∂tf + v · ∂xf + E · ∂vf = 0,

E = −U ′,
U = log ρ,

f0 ≥ 0,
∫
T×R f0 dx dv = 1,

(5.1.3)

a system we shall call the kinetic isothermal Euler system.

We point out that there are variants of the (VPME) system which are also worth

studying, such as the linearized (VPME), in which semi-linear term in the Poisson equa-

tion is linearized (this turns out to be a standard approximation in plasma physics, see

also [54, 55, 57, 58]),

U ′′ = U + 1− ρ,
and the Vlasov-Poisson system for electrons with fixed ions (the most studied model in

the mathematical literature), in which the Poisson equation reads as follows

U ′′ = 1− ρ,
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which we shall refer to as the classical Vlasov-Poisson system. As a matter of fact,

our results concerning the (VPME) system have analogous statements for the linearized

(VPME) or the classical Vlasov-Poisson system. We have made the choice to study the

(VPME) system since the semi-linear term in the Poisson equation creates additional

interesting difficulties. As we shall mention in Remark 5.1.5, our analysis applies as well,

mutatis mutandis, to these models, and actually provides a stronger result in terms of

the class of data that we are allowed to consider.

The justification of the limit ε→ 0 from (5.1.2) to (5.1.3) is far from trivial. Indeed,

this is known to be true only in few cases (see also [22, 48, 58] for further insights): when

the sequence of initial data f0,ε enjoys uniform analytic regularity with respect to the

space variable (as we shall describe later in Section 5.4.1, this is just an adaptation of

a work of Grenier [49] on the classical Vlasov-Poisson system); when f0,ε converge to a

Dirac measure in velocity f0(x, v) = ρ0(x)δv=v0(x) (see [55] and [24, 78, 46]); and, following

[58], when f0,ε converge to a homogeneous initial condition µ(v) which is symmetric with

respect to some v ∈ R and which is first increasing then decreasing. Also, it is conjectured

(see [50]) that this result should hold when the sequence of initial data f0,ε converges to

some f0 such that, for all x ∈ T, v 7→ f0(x, v) satisfies a stability condition a la Penrose

[85] (typically when v 7→ f0(x, v) is increasing then decreasing). On the other hand, the

limit is known to be false in general, as we will explain later.

In this work, we shall study this convergence issue in a Wasserstein metric. More

precisely, we consider the distance between finite (possibly signed) measures given by

W1(µ, ν) := sup
‖ϕ‖Lip≤1

(∫
ϕdµ−

∫
ϕdν

)
,

where ‖ · ‖Lip stand for the usual Lipschitz semi-norm and which is referred to as the

1-Wasserstein distance (see Section 1.2 for more details and references). We recall that

W1 induces the weak topology on the space of Borel probability measures with finite first

moment, that we denote by P1(T×R). Notice that, since T is compact, this corresponds

to measures µ with finite first moment in velocity.

As it will also be clear from our arguments, W1 is particularly suited to estimate the

distance between solutions to kinetic equations. Indeed, for Vlasov-Poisson equations, it

is very natural to consider atomic solutions (that it, measures concentrated on finitely

many points) and W1 is able to control the distance between the supports, while other

classical distances (as for instance the total-variation) are too rough for this.
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Before stating our convergence results, we first deal with the existence of global weak

solutions in P1(T× R).

Theorem 5.1.1. Let f0 be a probability measure in P1(T× R), that is,

∫
|v| df0(x, v) <∞. (5.1.4)

Then there exists a global weak solution to (5.1.2) with initial datum f0.

The analogous result for the classical Vlasov-Poisson equation was proved by Zheng

and Majda [99], and more recently by Hauray [61] with a new proof.

We shall prove Theorem 5.1.1 by combining the method introduced by Hauray (see

[61]) with new stability estimates for the massless electron system.

Roughly speaking, the main results of this Chapter are the following: if we consider

initial data for (5.1.2) of the form f0,ε = g0,ε + h0,ε with g0,ε analytic (or equal to a finite

sum of Dirac masses in velocity, with analytic moments) and h0,ε converging very fast

to 0 in the W1 distance, then the solution starting from f0,ε converges to the solution of

(5.1.3) with initial condition g0 := limε→0 g0,ε. This means that small perturbations in

the W1 distance do not affect the quasineutral limit. Notice that the fact that the size

of the perturbation has to be small only in W1 means that h0,ε could be arbitrarily large

in any Lp norm.

To state our main results, we first introduce some notation. The following analytic

norm has been used by Grenier [49] to show convergence results for the quasineutral

limit in the context of the classical Vlasov-Poisson system.

Such a norm is useful to study the quasineutral limit since the formal limit is false in

general in Sobolev regularity (see Proposition 5.1.6 and the discussion below); one can

also see that the formal limit equation exhibits a loss of derivative (in the force term),

which can be overcome with analytic regularity.

Definition 5.1.2. Given δ > 0 and a function g : T→ R, we define

‖g‖Bδ :=
∑

k∈Z
|ĝ(k)|δ|k|,

where ĝ(k) is the k-th Fourier coefficient of g. We also define Bδ as the space of functions

g such that ‖g‖Bδ < +∞.
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Theorem 5.1.3. Consider a sequence of non-negative initial data in P1(T × R) for

(5.1.2) of the form

f0,ε = g0,ε + h0,ε,

where (g0,ε) is a sequence of continuous functions satisfying

sup
ε∈(0,1)

sup
v∈R

(1 + v2)‖g0,ε(·, v)‖Bδ0 ≤ C,

sup
ε∈(0,1)

∥∥∥∥
∫

R
g0,ε(·, v) dv − 1

∥∥∥∥
Bδ0

< η,

for some δ0, C, η > 0, with η small enough, and admitting a limit g0 in the sense of

distributions.

There exists a function ϕ : R+ → R+, with limε→0+ ϕ(ε) = 0, such that the following

holds.

Assume that (h0,ε) is a sequence of measures with finite first moment, satisfying

∀ε > 0, W1(h0,ε, 0) ≤ ϕ(ε).

Then there exist T > 0 and g(t) a weak solution on [0, T ] of (5.1.3) with initial

condition g0 = limε→0 g0,ε, such that, for any global weak solution fε(t) of (5.1.2) with

initial condition f0,ε,

sup
t∈[0,T ]

W1(fε(t), g(t))→ε→0 0.

We can explicitly take ϕ(ε) = 1
ε

exp
(
λ
ε3

exp 15
2ε2

)
for some λ < 0.

We now state an analogous result for initial data consisting of a finite sum of Dirac

masses in velocity:

Theorem 5.1.4. Let N ≥ 1 and consider a sequence of non-negative initial data in

P1(T× R) for (5.1.2) of the form

f0,ε = g0,ε + h0,ε,

g0,ε(x, v) =
N∑

i=1

ρi0,ε(x)δv=vi0,ε(x),

where the (ρi0,ε, v
i
0,ε) is a sequence of analytic functions satisfying

sup
ε∈(0,1)

sup
i∈{1,··· ,N}

‖ρi0,ε‖Bδ0 + ‖vi0,ε‖Bδ0 ≤ C,
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sup
ε∈(0,1)

∥∥∥∥∥
N∑

i=1

ρi0,ε − 1

∥∥∥∥∥
Bδ0

< η

for some δ0, C, η > 0, with η small enough, and admitting limits (ρi0, v
i
0) in the sense of

distributions.

There exists a function ϕ : R+ → R+, with limε→0+ ϕ(ε) = 0, such that the following

holds.

Assume that (h0,ε) is a sequence of measures with finite first moment, satisfying

∀ε > 0, W1(h0,ε, 0) ≤ ϕ(ε).

Then there exist T > 0, such that, for any global weak solution fε(t) of (5.1.2) with

initial condition f0,ε,

sup
t∈[0,T ]

W1(fε(t), g(t))→ε→0 0,

where

g(t, x, v) =
N∑

i=1

ρi(t, x)δv=vi(t,x),

and (ρi, vi) satisfy the multi fluid isothermal system on [0, T ]





∂tρ
i + ∂x(ρ

ivi) = 0,

∂tv
i + vi∂xv

i = E,

E = −U ′,
U = log

(∑N
i=1 ρ

i
)
,

ρi|t=0 = ρi0, v
i|t=0 = vi0.

(5.1.5)

We can explicitly take ϕ(ε) = 1
ε

exp
(
λ
ε3

exp 15
2ε2

)
for some λ < 0.

Remark 5.1.5. It is worth mentioning that the previous convergence results can be

slightly improved when dealing with the classical Vlasov-Poisson equation. Indeed, thanks

to Remark 5.2.3, the analogue of Theorems 5.1.3 and 5.1.4 holds for a larger class of

initial data. In fact, it is possible to take

ϕ(ε) =
1

ε
exp

(
λ

ε

)

for some λ < 0.
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In the following, we shall say that a function ϕ is admissible if it can be chosen in

the statements of Theorems 5.1.3 and 5.1.4.

The interest of these results is the following: they prove that it is possible to justify

the quasineutral limit without making analytic regularity or stability assumption. The

price to pay is that the constants involved in the explicit functions ϕ above are extremely

small, so that we are very close to the analytic regime.

On the other hand one should have in mind the following negative result, which

roughly means that the functions ϕ(ε) = εs, for any s > 0 are not admissible (this there-

fore yields a lower bound on admissible functions); this is the consequence of instability

mechanisms described in [50] and [58].

Proposition 5.1.6. There exist smooth homogeneous equilibria µ(v) such that the fol-

lowing holds. For any N > 0 and s > 0, there exists a sequence of non-negative initial

data (f0,ε) such that

‖fε,0 − µ‖W s,1
x,v
≤ εN ,

and denoting by (fε) the sequence of solutions to (5.1.2) with initial data (f0,ε), for

α ∈ [0, 1), the following holds:

lim inf
ε→0

sup
t∈[0,εα]

W1(fε(t), µ) > 0.

We can make the following observations.

• In Proposition 5.1.6, one can take some equilibrium µ satisfying the same regularity

as in Theorem 5.1.3. However, there is no contradiction with our convergence

results since in Theorem 5.1.3 we assume that g0,ε approximates in an analytic

way g0 and that h0,ε converges faster than any polynomial in ε. Therefore, the

quantification of the “fast” convergence in Theorem 5.1.3 is important.

• Note that we can have W1(h0,ε, 0) = oε→0

(
1
ε

exp
(
λ
ε3

exp 15
2ε2

))
, but

‖h0,ε‖Lp ∼ 1 for any p ∈ [1,∞],

as fast convergence to 0 in the W1 distance can be achieved for sequences exhibiting

fast oscillations.

Theorem 5.1.4 can also be compared to the following result in the stable case, that

corresponds to initial data consisting of one single Dirac mass (see [55]). In this case,

the analogue of Theorem 5.1.4 can be proved with weak assumptions on the initial data.
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Proposition 5.1.7. Consider

g0(x, v) = ρ0(x)δv=u0(x).

where ρ0 > 0 and ρ0, u0 ∈ Hs(T), for s ≥ 2. Consider a sequence (f0,ε) of non-negative

initial data in L1 ∩ L∞ for (5.1.2) such that, for all ε > 0,

1

2

∫
f0,ε|v|2dvdx+

∫ (
eU0,ε log eU0,ε − eU0,ε + 1

)
dx+

ε2

2

∫
|U ′0,ε|2dx ≤ C

for some C > 0, and U0,ε is the solution to the Poisson equation

ε2U ′′0,ε = eU0,ε −
∫
f0,ε dv.

Also, assume that

1

2

∫
g0,ε|v−u0|2dvdx+

∫ (
eU0,ε log

(
eU0,ε/ρ0

)
− eU0,ε + ρ0

)
dx+

ε2

2

∫
|U ′0,ε|2dx→ε→0 0,

Then there exists T > 0 such that for any global weak solution fε(t) of (5.1.2) with initial

condition f0,ε,

sup
t∈[0,T ]

W1(fε(t), g(t))→ε→0 0,

where

g(t, x, v) = ρ(t, x)δv=u(t,x),

and (ρ, u) satisfy the isothermal Euler system on [0, T ]





∂tρ+ ∂x(ρu) = 0,

∂tu+ u∂xu = E,

E = −U ′,
U = log ρ,

ρ|t=0 = ρ0, u|t=0 = u0.

(5.1.6)

Remark 5.1.8. We could also have stated another similar result using the estimates

around stable symmetric homogeneous equilibria of [58], but will not do so for the sake

of conciseness.
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In what follows, we study the quasineutral limit by using Wasserstein stability esti-

mates for the Vlasov-Poisson system. Such stability estimates were proved for the clas-

sical Vlasov-Poisson system by Loeper [76], in dimension three. In the one-dimensional

case, they can be improved, as recently shown by Hauray in the note [61].

The key estimate is a weak-strong stability result for the (VPME)ε system, which

basically consists in an adaptation of Hauray’s proof, and which we believe is of inde-

pendent interest.

Theorem 5.1.9. Let T > 0. Let f 1
ε , f

2
ε be two measure solutions of (5.1.2) on [0, T ],

and assume that ρ1
ε(t, x) :=

∫
f 1
ε (t, x, v) dv is bounded in L∞ on [0, T ]×T. Then, for all

ε ∈ (0, 1], for all t ∈ [0, T ],

W1(f 1
ε (t), f 2

ε (t)) ≤ 1

ε
e

1
ε

[
(1+3/ε2)t+(8+ 1

ε2
e15/(2ε2))

∫ t
0 ‖ρ1

ε(τ)‖∞ dτ
]
W1(f 1

ε (0), f 2
ε (0)).

The proofs of Theorems 5.1.3 and 5.1.4 rely on this stability estimate and on a method

introduced by Grenier [49] to justify the quasineutral limit for initial data with uniform

analytic regularity.

This Chapter is organized as follows. In Section 5.2, we start by proving Theorem

5.1.9. We then turn to the global weak existence theory in P1(T×R): in Section 5.3, we

prove Theorem 5.1.1, using some estimates exhibited in the previous section. Section 5.4

is then dedicated to the proof of the main Theorems 5.1.3 and 5.1.4. Then, we conclude

with the study of auxiliary results: in Section 5.5 we prove Proposition 5.1.6, while in

Section 5.6 we prove Proposition 5.1.7.

5.2 Weak-strong stability for the VP system with

massless electrons: proof of Theorem 5.1.9

In this Section we prove Theorem 5.1.9, i.e., the weak-strong stability estimate for solu-

tions of the (VPME)ε system. Notice that our weak-strong stability estimate encloses in

particular the case (5.1.1) by taking ε = 1.

Let us introduce the setup of the problem. We follow the same notations as in [61].

In particular, we will use a Lagrangian formulation of the problem.

As a preliminary step, it will be convenient to split the electric field in a singular part

behaving as the electric field in Vlasov-Poisson and a regular term. More precisely, let
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us decompose Eε as Ēε + Êε where

Ēε = −Ū ′ε, Êε = −Û ′ε,

and Ūε and Ûε solve respectively

ε2Ū ′′ε = 1− ρε, ε2Û ′′ε = eŪε+Ûε − 1.

Notice that in this way Uε := Ūε + Ûε solves

ε2U ′′ε = eUε − ρε.

Then we can rewrite (5.1.2) as

(V PME)ε :=





∂tfε + v · ∂xfε + (Ēε + Êε) · ∂vfε = 0,

Ēε = −Ū ′ε, Êε = −Û ′ε,
ε2Ū ′′ε = 1− ρε,

ε2Û ′′ε = eŪε+Ûε − 1,

fε(x, v, 0) ≥ 0,
∫
fε(x, v, 0) dx dv = 1.

To prove Theorem 5.1.9, we shall first show a weak-strong stability estimate for a

rescaled system (see (VPME)ε,2 below), and then obtain our result by a further scaling

argument.

5.2.1 A scaling argument

Let us define

Fε(t, x, v) :=
1

ε
fε

(
εt, x,

v

ε

)
.

Then a direct computation gives

(V PME)ε,2 :=





∂tFε + v · ∂xFε + (Ēε + Êε) · ∂vFε = 0,

Ēε = −Ū ′ε, Êε = −Û ′ε,
Ū ′′ε = 1− %ε,

Û ′′ε = e(Ūε+Ûε)/ε2 − 1,

Fε(x, v, 0) ≥ 0,
∫
Fε(x, v, 0) dx dv = 1,

where

%ε(t, x) :=

∫
Fε(t, x, v) dv.
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We remark that Ūε is just the classical Vlasov-Poisson potential so, as in [61],

Ēε(t, x) = −
∫

T
W ′(x− y)%ε(t, y) dy,

where

W (x) :=
x2 − |x|

2

(recall that we are identifying T with [−1/2, 1/2) with periodic boundary conditions).

In addition, since W is 1-Lipschitz and |W | ≤ 1, recalling that

Ūε(t, x) =

∫

T
W (x− y)%ε(t, y) dy (5.2.1)

we see that Ūε is 1-Lipschitz and |Ūε| ≤ 1.

5.2.2 Weak-strong estimate for the rescaled system

The goal of this Section is to prove a quantitative weak-strong convergence for the

rescaled system (VPME)ε,2. In order to simplify the notation, we omit the subscript

ε. In the sequel we will need the following elementary result:

Lemma 5.2.1. Let h : [−1/2, 1/2]→ R be a continuous function such that
∫ 1/2

−1/2
h = 0.

Then

‖h‖∞ ≤
∫ 1/2

−1/2

|h′|.

Proof. Since
∫ 1/2

−1/2
h = 0 there exists a point x̄ such that h(x̄) = 0. Then, by the Funda-

mental Theorem of Calculus,

|h(x)| =
∣∣∣
∫ x

x̄

h′
∣∣∣ ≤

∫ 1/2

−1/2

|h′| ∀x ∈ [−1/2, 1/2].

We can now prove existence of solutions to the equation for Û .

Lemma 5.2.2. There exists a unique solution of

Û ′′ = e(Ū+Û)/ε2 − 1 on T (5.2.2)
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and this solution satisfies

‖Û‖∞ ≤ 3, ‖Û ′‖∞ ≤ 2, ‖Û ′′‖∞ ≤
3

ε2
.

Proof. We prove existence of Û by finding a minimizer for

h 7→ E[h] :=

∫

T

(
1

2
(h′)2 + ε2e(Ū+h)/ε2 − h

)
dx

among all periodic functions h : [−1/2, 1/2] → R. Indeed, as we shall see later, the

Poisson equation we intend to solve is nothing but the Euler-Lagrange equation of the

above functional.

Notice that since E[h] is a strictly convex functional, solutions of the Euler-Lagrange

equation are minimizers and the minimizer is unique. Let us now prove the existence of

such a minimizer.

Take hk a minimizing sequence, that is

E[hk]→ inf
h
E[h] =: α.

Notice that by choosing h = −Ū we get (recall that |Ū |, |Ū ′| ≤ 1, see (5.2.1))

α ≤ E[−Ū ] =

∫

T

(
1

2
(Ū ′)2 + Ū

)
dx ≤ 2,

hence

E[hk] ≤ 3 for k large enough.

We first want to prove that hk is uniformly bounded in H1.

We observe that, since Ū ≥ −1, for any s ∈ R

ε2e(Ū(x)+s)/ε2 − s ≥ ε2e(s−1)/ε2 − s.

Now, for s ≥ 2 (and ε ∈ (0, 1]) we have

ε2e(s−1)/ε2 − s ≥ es−1 − s ≥ s− 2 log 2 ≥ s− 3,

while for s ≤ 2 we have

ε2e(s−1)/ε2 − s ≥ −s ≥ |s| − 4,

thus

e(s−1)/ε2 − s ≥ |s| − 4 ∀ s ∈ R.
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Therefore

3 ≥ E[hk] ≥
∫

T

1

2
(h′k)

2 + |hk| − 4, (5.2.3)

which gives ∫

T

1

2
(h′k)

2 ≤ 8.

In particular, by the Cauchy-Schwarz inequality this implies

|hk(x)− hk(z)| ≤
∣∣∣∣
∫ x

z

|h′k(y)| dy
∣∣∣∣ ≤

√
|x− z|

√∫

T
|h′k(y)|2 dy

≤ 4
√
|x− z|.

(5.2.4)

Up to now we have proved that h′k are uniformly bounded in L2. We now want to control

hk in L∞.

Let Mk denote the maximum of |hk| over T. Then by (5.2.4) we deduce that

hk(x) ≥Mk − 4 ∀x ∈ T,

hence, recalling (5.2.3),

3 ≥ E[hk] ≥
∫

T
(|hk(x)| − 4) dx ≥Mk − 8,

which implies Mk ≤ 11. Thus, we proved that |hk| ≤ 11 for all k large enough, which

implies in particular that hk are uniformly bounded in L2.

In conclusion, we have proved that hk are uniformly bounded in H1 (both hk and h′k
are uniformly bounded in L2) and in addition they are uniformly bounded and uniformly

continuous (as a consequence of (5.2.4)). Hence, up to a subsequence, they converge

weakly in H1 (by weak compactness of balls in H1) and uniformly (by the Ascoli-Arzelà

theorem) to a function Û . We claim that Û is a minimizer. Indeed, by the lower

semicontinuity of the L2 norm under weak convergence,

∫

T
|Û ′(x)|2 dx ≤ lim inf

k

∫

T
|h′k(x)|2 dx.

On the other hand, by uniform convergence,

∫

T

(
ε2e(Ū(x)+hk(x))/ε2 − hk(x)

)
dx→

∫

T

(
ε2e(Ū(x)+Û(x))/ε2 − Û(x)

)
dx.
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In conclusion

E[Û ] ≤ lim inf
k

E[hk] = α,

which proves that Û is a minimizer.

By the minimality,

0 =
d

dη

∣∣∣∣
η=0

E[Û + ηh] =

∫

T

(
Û ′ h′ + e(Ū+Û)/ε2h− h

)
dx =

∫

T
[−Û ′′ + e(Ū+Û)/ε2 − 1]h dx,

which proves that Û solves (5.2.2) by the arbitrariness of h.

We now prove the desired estimates on Û . Since Û ′ is a periodic continuous function

we have

0 =

∫

T
Û ′′ dx =

∫

T

(
e(Ū+Û)/ε2 − 1

)
dx.

Thus we get

∫

T

∣∣Û ′′
∣∣ dx ≤

∫

T

∣∣∣
(
e(Ū+Û)/ε2 − 1

) ∣∣∣ dx ≤
∫

T
e(Ū+Û)/ε2 dx+ 1 = 2,

and so, by Lemma 5.2.1, we deduce

‖Û ′‖∞ ≤
∫

T
|Û ′′| dx ≤ 2.

Since ‖Û ′‖∞ ≤ 2, ‖Ū‖∞ ≤ 1, and
∫
T e

(Ū+Û)/ε2 dx = 1 we claim that ‖Û‖∞ ≤ 3. Indeed,

suppose that there exists x̄ such that Û(x̄) ≥ M. Then, recalling that ‖Û ′‖∞ ≤ 2, we

have Û(x) ≥M − 2 for all x. Using that ‖Ū‖∞ ≤ 1 we get Û(x) + Ū(x) ≥M − 3. Then,

1 =

∫

T
e(Ū+Û)/ε2 dx ≥

∫

T
e(M−3)/ε2 dx = e(M−3)/ε2 ⇒M ≤ 3.

On the other hand, if there exists x̄ such that Û(x̄) ≤ −M, then an analogous argument

gives

1 =

∫

T
e(Ū+Û)/ε2 dx ≤

∫

T
e−(M−3)/ε2 dx = e−(M−3)/ε2 ⇒M ≤ 3.

Hence we have that ‖Û‖∞ ≤ 3. Finally, to estimate Û ′′ we differentiate the equation

Û ′′ =
(
e(Ū+Û)/ε2 − 1

)
,
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recall that ‖Ū ′‖∞ ≤ 1, ‖Û ′‖∞ ≤ 2, and
∫
T e

(Ū+Û)/ε2 = 1, to obtain

∫

T
|Û ′′′| =

∫

T

∣∣∣e(Ū+Û)/ε2
( Ū ′ + Û ′

ε2

)∣∣∣ ≤ ‖Ū
′‖∞ + ‖Û ′‖∞

ε2

∫

T
e(Ū+Û)/ε2 ≤ 3

ε2
,

so, by Lemma 5.2.1 again, we get

‖Û ′′‖∞ ≤
∫

T
|Û ′′′| ≤ 3

ε2
,

as desired.

To prove the weak-strong stability result for (VPME)ε,2, following the strategy used

in [61] for the classical Vlasol-Poisson system, we will represent solutions in Lagrangian

variables instead of using the Eulerian formulation. In this setting, the phase space

is T × R and particles in the phase-space are represented by Z = (X, V ), where the

random variables X : [0, 1]→ T and V : [0, 1]→ R are maps from the probability space

([0, 1], ds) to the physical space. The idea is that elements in [0, 1] do not have any

physical meaning but they just label the particles {(X(s), V (s))}s∈[0,1] ⊂ T× R.

We mention that this “probabilistic” point of view was already introduced for ODEs

by Ambrosio in his study of linear transport equations [1] and generalized later by Figalli

to the case of SDEs [39].

To any random variable as above, one associates the mass distribution of particles in

the phase space as follows:2

F(x, v) dx dv = (X, V )#ds,

that is F is the law of (X, V ). So, instead of looking for the evolution of F , we rather

let Zt := (Xt, Vt) evolve accordingly to the following Lagrangian system (recall that, to

simplify the notation, we are omitting the subscript ε)

(V PME)L,2 :=





Ẋt = Vt,

V̇t = Ē(Xt) + Ê(Xt),

Ē = −Ū ′, Ê = −Û ′,
Ū ′′ = 1− ρ,

Û ′′ = e(Ū+Û)/ε2 − 1,

ρ(t) = (Xt)#ds.

(5.2.5)

2Note that the law of (X,V ) may not be absolutely continuous, we just wrote the formula to explain

the heuristic.
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(Such a formulation is rather intuitive if one thinks of the evolution of finitely many

particles.) Notice that the fact that ρ(t) is the law of Xt is a consequence of the fact

that F is the law of Zt.

As initial condition we impose that at time zero Zt is distributed accordingly to F0,

that is

(Z0)#ds = F0(x, v) dx dv.

We recall the following characterization of the 1-Wasserstein distance, used also by Hau-

ray in [61]:

W1(µ, ν) = min
X#ds=µ, Y#ds=ν

∫ 1

0

|X(s)− Y (s)| ds.

Hence, if F1,F2 are two solutions of (VPME)ε,2, in order to control W1(F1(t),F2(t)), it

is sufficient to do the following: choose Z1
0 and Z2

0 such that

(Zi
0)#ds = df i(0, x, v), i = 1, 2

and

W1(f 1(0), f 2(0)) =

∫ 1

0

|Z1
0(s)− Z2

0(s)| ds,

and prove a bound on
∫ 1

0
|Z1

t (s)− Z2
t (s)| ds for t ≥ 0. In this way we automatically get

a control on

W1(F1(t),F2(t)) ≤
∫ 1

0

|Z1
t (s)− Z2

t (s)| ds.

So, our goal is to estimate
∫ 1

0
|Z1

t (s)− Z2
t (s)| ds. For this, as in [61] we consider

d

dt

∫ 1

0

|Z1
t (s)− Z2

t (s)| ds.

Using (5.2.5), this is bounded by

∫ 1

0

|V 1
t (s)− V 2

t (s)| ds+

∫ 1

0

|E1
t (X1

t )− E2
t (X2

t )| ds

≤
∫ 1

0

|Z1
t (s)− Z2

t (s)| ds+

∫ 1

0

|Ē1
t (X1

t )− Ē2
t (X2

t )| ds+

∫ 1

0

|Ê1
t (X1

t )− Ê2
t (X2

t )| ds

≤
∫ 1

0

|Z1
t (s)− Z2

t (s)| ds+ 8‖%1(t)‖∞
∫ 1

0

|Z1
t (s)− Z2

t (s)| ds

+

∫ 1

0

|Ê1
t (X1

t )− Ê2
t (X1

t )| ds+

∫ 1

0

|Ê2
t (X1

t )− Ê2
t (X2

t )| ds,
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where we split E1
t and E2

t as a sum of Ē1
t + Ê1

t and Ē2
t + Ê2

t , and we applied the estimate

in [61, Proof of Theorem 1.8] to control

∫ 1

0

|Ē1
t (X1

t )− Ē2
t (X2

t )| ds

by

8‖%1(t)‖∞
∫ 1

0

|Z1
t (s)− Z2

t (s)| ds.

To estimate the last two terms, we argue as follows: for the second one we recall that Ê2
t

is (3/ε2)-Lipschitz (see Lemma 5.2.2), hence

∫ 1

0

|Ê2
t (X1

t )− Ê2
t (X2

t )| ds ≤ 3

ε2

∫ 1

0

|X1
t −X2

t | ds ≤
3

ε2

∫ 1

0

|Z1
t − Z2

t | ds.

For the first term, we first observe the following fact: recalling (5.2.1) and that W is

1-Lipschitz, we have

|Ū1
t − Ū2

t |(x) =

∣∣∣∣
∫ 1

0

W (x−X1
t )−W (x−X2

t ) ds

∣∣∣∣

≤
∫ 1

0

|X1
t −X2

t | ds ≤
∫ 1

0

|Z1
t − Z2

t | ds
(5.2.6)

for all x. Now we want to estimate Ê1
t − Ê2

t in L2: for this we start from the equation

(Û1
t )′′ − (Û2

t )′′ = e(Ū1
t +Û1

t )/ε2 − e(Ū2
t +Û2

t )/ε2 .

Multiplying by Û1
t − Û2

t and integrating by parts, we get

0 =

∫

T

(
(Û1

t )′ − (Û2
t )′
)2

dx+

∫

T

[
e(Ū1

t +Û1
t )/ε2 − e(Ū2

t +Û2
t )/ε2

]
[Û1
t − Û2

t ] dx

=

∫

T

(
(Û1

t )′ − (Û2
t )′
)2

dx+

∫

T

[
e(Ū1

t +Û1
t )/ε2 − e(Ū1

t +Û2
t )/ε2

]
[Û1
t − Û2

t ] dx

+

∫

T

[
e(Ū1

t +Û2
t )/ε2 − e(Ū2

t +Û2
t )/ε2

]
[Û1
t − Û2

t ] dx.

For the second term we observe that, by the Fundamental Theorem of Calculus,

e(Ū1
t +Û1

t )/ε2 − e(Ū1
t +Û2

t )/ε2 =
1

ε2

(∫ 1

0

e[Ū1
t +λÛ1

t +(1−λ)Û2
t ]/ε2 dλ

)
[Û1
t − Û2

t ].
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Hence,

∫

T

[
e(Ū1

t +Û1
t )/ε2 − e(Ū1

t +Û2
t )/ε2

]
[Û1
t − Û2

t ] dx

=

∫

T

1

ε2

(∫ 1

0

e[Ū1
t +λÛ1

t +(1−λ)Û2
t ]/ε2 dλ

)
(Û1

t − Û2
t )2dx

≥ 1

ε2
e−5/ε2

∫

T
(Û1

t − Û2
t )2dx

where we used that Ū and Û are bounded by 1 and 4, respectively.

For the third term, we simply estimate

|e(Ū1
t +Û2

t )/ε2 − e(Ū2
t +Û2

t )/ε2| ≤ 1

ε2
e5/ε2|Ū1

t − Ū2
t |,

hence, combining all together,

∫

T

(
(Û1

t )′ − (Û2
t )′
)2

dx+ e−5/ε2
∫

T
(Û1

t − Û2
t )2dx

≤ 1

ε2
e5/ε2

∫

T
|Ū1
t − Ū2

t | |Û1
t − Û2

t | dx

≤ 1

ε2
e5/ε2δ

∫

T
|Û1
t − Û2

t |2 dx+
1

ε2

e5/ε2

δ

∫

T
|Ū1
t − Ū2

t |2 dx.

Thus, choosing δ := ε2e−10/ε2 , we finally obtain

∫

T

(
(Û1

t )′ − (Û2
t )′
)2

dx ≤ 1

ε4
e15/ε2

∫

T
|Ū1
t − Ū2

t |2 dx

Observing now that (Û it )′ = −Ê1
t and recalling (5.2.6), we obtain

√∫

T

(
Ê1
t − Ê2

t

)2

dx ≤ 1

ε2
e15/(2ε2)

∫ 1

0

|Z1
t − Z2

t | ds. (5.2.7)
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Thanks to this estimate, we conclude that
∫ 1

0

|Ê1
t (X1

t )− Ê2
t (X1

t )| ds =

∫

T
|Ê1
t (x)− Ê2

t (x)| %1(t, x) dx

≤ ‖%1(t)‖∞
∫

T
|Ê1
t − Ê2

t | dx

≤ ‖%1(t)‖∞
√∫

T
|Ê1
t − Ê2

t |2 dx

≤ 1

ε2
e15/(2ε2)‖%1(t)‖∞

∫ 1

0

|Z1
t − Z2

t | ds.

Hence, combining all together we proved that

d

dt

∫ 1

0

|Z1
t − Z2

t | ds ≤
(

1 + 8‖%1(t)‖∞ +
3

ε2
+

1

ε2
e15/(2ε2)‖%1(t)‖∞

)∫ 1

0

|Z1
t − Z2

t | ds,

so that, by Gronwall inequality,
∫ 1

0

|Z1
t − Z2

t | ds ≤ e(1+3/ε2)t+(8+ 1
ε2
e15/(2ε2))

∫ t
0 ‖%1(τ)‖∞ dτ

∫ 1

0

|Z1
0 − Z2

0 | ds,

which implies (recalling the discussion at the beginning of this computation)

W1(F1(t),F2(t)) ≤ e(1+3/ε2)t+(8+ 1
ε2
e15/(2ε2))

∫ t
0 ‖%1(τ)‖∞ dτW1(F1(0),F2(0)). (5.2.8)

This proves the desired weak-strong stability for the rescaled system.

5.2.3 Back to the original system and conclusion of the proof

To obtain the weak-strong stability estimate for our original system, we simply use

(5.2.8) together with the definition of W1. More precisely, given two densities f1(x, v)

and f2(x, v), consider

Fi(x, v) :=
1

ε
fi(x, v/ε), i = 1, 2.

Then

W1(F1,F2) = sup
‖ϕ‖Lip≤1

∫
ϕ(x, v)[F1(x, v)−F2(x, v)] dx dv

= sup
‖ϕ‖Lip≤1

∫
ϕ(x, v)

1

ε
[f1(x, v/ε)− f2(x, v/ε)] dx dv

= sup
‖ϕ‖Lip≤1

∫
ϕ(x, εw)[f1(x,w)− f2(x,w)] dx dw.
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We now observe that if ϕ is 1-Lipschitz so is ϕ(x, εw) for ε ≤ 1, hence

sup
‖ϕ‖Lip≤1

∫
ϕ(x, εw)[f1(x,w)− f2(x,w)] dx dw

≤ sup
‖ψ‖Lip≤1

∫
ψ(x,w)[f1(x,w)− f2(x,w)] dx dw = W1(f1, f2).

Reciprocally, given any 1-Lipschitz function ψ(x,w), the function ϕ(x,w) := εψ(x,w/ε)

is still 1-Lipschitz, hence

W1(f1, f2) = sup
‖ψ‖Lip≤1

∫
ψ(x,w)[f1(x,w)− f2(x,w)] dx dw

≤ sup
‖ϕ‖Lip≤1

∫
1

ε
ϕ(x, εw)[f1(x,w)− f2(x,w)] dx dw =

1

ε
W1(F1,F2).

Hence, in conclusion, we have

εW1(f1, f2) ≤ W1(F1,F2) ≤ W1(f1, f2).

In particular, when applied to solutions of (VPME), we deduce that

εW1(f1(εt), f2(εt)) ≤ W1(F1(t),F2(t)) ≤ W1(f1(εt), f2(εt)). (5.2.9)

Observing that
∫ t

0

‖%1(τ)‖∞ dτ =

∫ t

0

‖ρ1(ετ)‖∞ dτ =
1

ε

∫ εt

0

‖ρ1(τ)‖∞ dτ,

(5.2.9) together with (5.2.8) gives

W1(f 1(t), f 2(t)) ≤ 1

ε
e

1
ε

[
(1+3/ε2)t+(8+ 1

ε2
e15/(2ε2))

∫ t
0 ‖ρ1(τ)‖∞ dτ

]
W1(f 1(0), f 2(0)),

which concludes the proof of Theorem 5.1.9.

Remark 5.2.3. Notice that, if we were working with the classical Vlasov-Poisson system,

the stability estimate would have simply been

W1(F1(t),F2(t)) ≤ et+8
∫ t
0 ‖%1(τ)‖∞ dτW1(F1(0),F2(0)),

(compare with [61]), so in terms of f

W1(f 1(t), f 2(t)) ≤ 1

ε
e

1
ε [t+8

∫ t
0 ‖ρ1(τ)‖∞ dτ]W1(f 1(0), f 2(0)),
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5.3 Proof of Theorem 5.1.1

In this Section, we prove the existence of global weak solutions in P1(T × R) for the

(VPME) system. Without loss of generality we prove the existence of solutions when

ε = 1 (that is, for (5.1.1)).

To prove existence of weak solutions we follow [61, Proposition 1.2 and Theorem 1.7].

For this, we take a random variable (X0, V0) : [0, 1] → T × R whose law is f0, that is

(X0, V0)#ds = f0, and we solve

(V PME)L,2 :=





Ẋt = Vt,

V̇t = Ē(Xt) + Ê(Xt),

Ē = −Ū ′, Ê = −Û ′,
Ū ′′ = 1− ρ,

Û ′′ = e(Ū+Û) − 1,

ρ(t) = (Xt)#ds.

(5.3.1)

Indeed, once we have (Xt, Vt), ft := (Xt, Vt)#ds will be a solution to (5.1.1). We split

the argument in several steps.

Step 1: Solution of the N particle system (compare with [61, Proof of Proposition

1.2]). We start from the N particle systems of ODEs, i = 1, . . . , N ,





Ẋ i
t = V i

t ,

V̇ i
t = Ē(X i

t) + Ê(X i
t),

Ē = −Ū ′, Ê = −Û ′,
Ū ′′ = 1

N

∑N
i=1 δXi − 1,

Û ′′ = eŪ+Û − 1,

Because the electric field Ē(X i) = − 1
N

∑
j 6=iW

′(X i − Xj) is singular when X i = Xj

for some i 6= j, to prove existence we want to rewrite the above system as a differential

inclusion

ŻN(t) ∈ BN(ZN(t)),

where BN is a multivalued map from R2N into the set of parts of R2N . For this, we write

ŻN(t) ∈ BN(ZN(t)) ⇔ Ẋ i = V i, V̇ i ∈ 1

N

N∑

j=1

Fij
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where

Fij = −Fji = −W ′(X i −Xj) + Ê(X i) when X i 6= Xj,

Fij = −Fji ∈ [Ê(X i)− 1/2, Ê(X i) + 1/2] when X i = Xj.

As in [61], this equation is solved by Filippov’s Theorem (see [40]) which provides exis-

tence of a solution, and as shown in [61, Step 2 of proof of Proposition 1.2] the solution

of the differential inclusion is a solution to the N particle problem.

Step 2: Approximation argument. To solve (V PME)L,2 we approximate f0 with a

family of empirical measures

fN0 :=
1

N

N∑

i=1

δ(xi,vi),

that we can assume to satisfy (thanks to (5.1.4))

∫
|v| dfN0 (x, v) ≤ C ∀N, (5.3.2)

and we apply Step 1 to solve the ODE system and find solutions (XN
t , V

N
t ) ∈ T× R of

(V PME)L,2 starting from an initial condition (XN
0 , V

N
0 ) whose law is fN0 .

Next, we notice that in [61, Step 2, Proof of Theorem 1.7] the only property on the

vector field used in the proof is the fact that Fij are bounded by 1/2, and it is used to

show that

sup
u,s∈[0,t]

|ZN(u)− ZN(u)|
|s− u| ≤ |V N

0 |+
1

2
(1 + t),

which, combined with (5.3.2), is enough to ensure tightness (see [61, Step 2, Proof of

Theorem 1.7] for more details). Since in our case the Fij are also bounded (as we are

simply adding a bounded term Ê), we deduce that for some C > 0,

sup
u,s∈[0,t]

|ZN(u)− ZN(u)|
|s− u| ≤ |V N

0 |+ C(1 + t),

so the sequence ZN := (XN , V N) is still tight and (up to a subsequence) converge to a

process Z = (X, V ): it holds

∫ 1

0

sup
t∈[0,T ]

∣∣ZN
t (s)− Zt(s)

∣∣ ds→ 0 as N →∞ (5.3.3)
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for any T > 0.

Step 3: Characterization of the limit process. We now want to prove that the limit

process Zt = (Xt, Vt) is a solution of (V PME)L,2.

Let us denote by ĒN and ÊN the electric fields associated to the solution (XN , V N).

Recall that (XN , V N) solve

ẊN = V N , V̇ N = ĒN(XN) + ÊN(XN),

or equivalently

XN
t =

∫ t

0

V N
τ dτ, V N

t =

∫ t

0

ĒN
τ (XN

τ ) + ÊN
τ (XN

τ ) dτ.

In [61, Step 3, Proof of Theorem 1.7], using (5.3.3), it is proved that

∫ t

0

ĒN
τ (XN

τ )→
∫ t

0

Ēτ (Xτ ) in L1([0, 1], ds),

so, to ensure that (X, V ) solves

Xt =

∫ t

0

Vτ dτ, Vt =

∫ t

0

Ēτ (Xτ ) + Êτ (Xτ ) dτ,

it suffices to show that, for any τ ≥ 0,

∫ 1

0

|ÊN
τ (XN

τ (s))− Êτ (Xτ (s))| ds→ 0 as N →∞.

To show this we see that
∫ 1

0

|ÊN
τ (XN

τ (s))− Êτ (Xτ (s))| ds ≤
∫ 1

0

|ÊN
τ (XN

τ (s))− Êτ (XN
τ (s))| ds

+

∫ 1

0

|Êτ (XN
τ (s))− Êτ (Xτ (s))| ds

=: I1 + I2

For I2 we use that Êτ is M -Lipschitz (recall Lemma 5.2.2) to estimate

I2 ≤M

∫ 1

0

|XN
τ (s)−Xτ (s)| ds
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that goes to 0 thanks to (5.3.3).

For I1, we notice that the Cauchy-Schwarz inequality, (5.2.7), and (5.3.3) imply that,

as N →∞,

∫

T
|ÊN

τ (x)− Êτ (x)| dx ≤
√∫

T
|ÊN

τ (x)− Êτ (x)|2 dx

≤ C̄

∫ 1

0

|ZN
τ (s)− Zτ (s)| ds→ 0.

Hence, we know that ÊN
τ converge to Êτ in L1(T). We now recall that {ÊN

τ }N≥1 are

M -Lipschitz, which implies by Ascoli-Arzelà that, up to subsequences, they converge

uniformly to some limit, but by uniqueness of the limit they have to converge uniformly

to Êτ . Thanks to this fact we finally obtain

I1 ≤ sup
x∈T
|ÊN

τ (x)− Êτ (x)| → 0,

which concludes the proof.

5.4 Proofs of Theorems 5.1.3 and 5.1.4

Our aim is now to prove Theorems 5.1.3 and 5.1.4. The principle is first to adapt some

results from [49] for the (VPME) system in terms of the W1 distance, which allows us

to settle the case where hε,0 = 0. In a second time, we apply the stability estimate of

Theorem 5.1.9.

5.4.1 The fluid point of view and convergence for uniformly

analytic initial data

We describe in this Section the approach introduced by Grenier in [49] for the study of

the quasineutral limit for the classical Vlasov-Poisson system. As we shall see, this can

be adapted without difficulty to (VPME)ε.

We assume that, for all ε ∈ (0, 1), g0,ε(x, v) is a continuous function; following Grenier

[49], we write each initial condition as a “superposition of Dirac masses in velocity”:

g0,ε(x, v) =

∫

M
ρθ0,ε(x)δv=vθ0,ε(x) dµ(θ)
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with M := R, dµ(θ) = 1
π

dθ
1+θ2 ,

ρθ0,ε = π(1 + θ2)g0,ε(x, θ), vθ0,ε = θ.

This leads to the study of the behavior as ε → 0 for solutions to the multi-fluid pres-

sureless Euler-Poisson system




∂tρ
θ
ε + ∂x(ρ

θ
εv
θ
ε) = 0,

∂tv
θ
ε + vθε∂xv

θ
ε = Eε,

Eε = −U ′ε,
ε2U ′′ε = eUε −

∫
M ρθε dµ(θ),

ρθε|t=0 = ρθ0,ε, v
θ
ε |t=0 = vθ0,ε.

(5.4.1)

One then checks that defining

gε(t, x, v) =

∫

M
ρθε(t, x)δv=vθε (t,x) dµ(θ)

gives a weak solution to (5.1.2) (as an application of Theorem 5.1.9 and of the subsequent

estimates, this is actually the unique weak solution to (5.1.2) with initial datum g0,ε).

The formal limit system, which is associated to the kinetic isothermal Euler system,

is the following multi fluid isothermal Euler system:




∂tρ
θ + ∂x(ρ

θvθ) = 0,

∂tv
θ + vθ∂xv

θ = E,

E = −U ′,
U = log

(∫
M ρθ dµ(θ)

)
,

ρθ|t=0 = ρθ0, v
θ|t=0 = vθ0,

(5.4.2)

where the ρθ0 are defined as the limits of ρθ0,ε (which are thus supposed to exist) and

vθ0 = θ.

As before, one checks that defining

g(t, x, v) =

∫

M
ρθ(t, x)δv=vθ(t,x) dµ(θ)

gives a weak solution to the kinetic Euler isothermal system.

Recalling the analytic norms used by Grenier in [49] (see Definition 5.1.2), we can

adapt the results of [49, Theorems 1.1.2, 1.1.3 and Remark 1 p. 369] to get the following

proposition.
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Proposition 5.4.1. Assume that there exist δ0, C, η > 0, with η small enough, such that

sup
ε∈(0,1)

sup
v∈R

(1 + v2)‖g0,ε(·, v)‖Bδ0 ≤ C,

and that

sup
ε∈(0,1)

∥∥∥∥
∫

R
g0,ε(·, v) dv − 1

∥∥∥∥
Bδ0

< η.

Denote for all θ ∈ R,

ρθ0,ε = π(1 + θ2)g0,ε(x, θ), vθ0,ε = vθ = θ.

Assume that for all θ ∈ R, ρθ0,ε has a limit in the sense of distributions and denote

ρθ0 = lim
ε→0

ρθ0,ε.

Then there exist δ1 > 0 and T > 0 such that:

• for all ε ∈ (0, 1), there is a unique solution (ρθε, v
θ
ε)θ∈M of (5.4.1) with initial data

(ρθ0,ε, v
θ
0,ε)θ∈M , such that ρθε, v

θ
ε ∈ C([0, T ];Bδ1) for all θ ∈ M and ε ∈ (0, 1), with

bounds that are uniform in ε;

• there is a unique solution (ρθ, vθ)θ∈M of (5.4.2) with initial data (ρθ0, v
θ
0)θ∈M , such

that ρθ, vθ ∈ C([0, T ];Bδ1) for all θ ∈M ;

• for all s ∈ N, we have

sup
θ∈M

sup
t∈[0,T ]

[
‖ρθε − ρθ‖Hs(T) + ‖vθε − vθ‖Hs(T)

]
→ε→0 0. (5.4.3)

Remark that analyticity is actually needed only in the position variable, and not in

the velocity variable. This allows us, for instance, to consider initial data which are

compactly supported in velocity.

We shall not give a complete proof of this result (which is of Cauchy-Kovalevski type),

since it is very close to the one given by Grenier in [49] for the classical Vlasov-Poisson

system, but we just emphasize the main differences.

First of all we begin by noticing that one difficulty in the classical case comes from

the fact the one can not directly use the Poisson equation

−ε2U ′′ε = ρε − 1
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if one wants some useful uniform analytic estimates for the electric field. Because of this

issue, a combination of the Vlasov and Poisson equation is used in [49], which allows one

to get a kind of wave equation solved by Uε. This shows in particular that the electric

field has a highly oscillatory behavior in time (the fast oscillations in time correspond

to the so-called plasma waves) which have to be filtered in order to obtain convergence.

For this reason, Grenier needs to introduce some correctors in order to get convergence

of the velocity fields (these oscillations and correctors vanish only if the initial conditions

are well-prepared, i.e. verify some compatibility conditions).

For the (VPME) system, that is when one adds the exponential term in the Poisson

equation, such a problem does not occur. To explain this, consider first the linearized

Poisson equation

−ε2U ′′ε + Uε =

∫

M
ρθε dµ(θ)− 1

and observe that this equation is appropriate to get uniform analytic estimates. Indeed,

writing

Uε = (Id− ε2∂xx)
−1

(∫

M
ρθε dµ(θ)− 1

)
,

this shows that if ρε is analytic then also Uε (and so Eε) is analytic, which implies that

there are no fast oscillations in time, contrary to the classical case. In particular, our

convergence result holds without the need of adding any correctors.

A second difference concerns the existence of analytic solutions on an interval of time

[0, T ] independent of ε: the construction of Grenier of analytic solutions is based on

a Cauchy-Kovalevski type proof based on an iteration procedure in a scale of Banach

spaces (see [49, Section 2.1]). Most of the estimates used to prove that such iteration

converge use the Fourier transform, that is unavailable in our case since the Poisson

equation

−ε2U ′′ε + eUε =

∫

M
ρθε dµ(θ)

is nonlinear. However, since we deal with analytic functions, we can express everything

in power series to use the Fourier transform and obtain some a priori estimates in the

analytic norm. Furthermore, one can write the Poisson equation as

−ε2U ′′ε + Uε =

∫

M
ρθε dµ(θ)− 1− (eUε − Uε − 1)

and rely on the fact that the “error term” (eUε − Uε − 1) is quadratic in Uε (which is
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expected to be small in the regime where supε∈(0,1)

∥∥∫
M ρθε dµ(θ)− 1

∥∥
Bδ0
� 1), and thus

can be handled in the approximation scheme used in [49].

We deduce the next corollary.

Corollary 5.4.2. With the same assumptions and notation as in Proposition 5.4.1, we

have

sup
t∈[0,T ]

W1(gε(t), g(t))→ε→0 0, (5.4.4)

where

gε(t, x, v) =

∫

M
ρθε(t, x)δv=vθε (t,x) dµ(θ), g(t, x, v) =

∫

M
ρθ(t, x)δv=vθ(t,x) dµ(θ).

(5.4.5)

Proof. The convergence (5.4.4) follows from (5.4.3), and the Sobolev embedding theorem.

We have indeed for all t ∈ [0, T ]:

W1(gε(t), g(t)) = sup
‖ϕ‖Lip≤1

〈gε − g, ϕ〉

= sup
‖ϕ‖Lip≤1

{∫

T

∫

M
(ρθε(t, x)ϕ(x, vθε(t, x))− ρθ(t, x)ϕ(x, vθ(t, x))) dµ(θ) dx

}

= sup
‖ϕ‖Lip≤1

{∫

T

∫

M
ρθε(t, x)(ϕ(x, vθε(t, x))− ϕ(x, vθ(t, x)) dµ(θ) dx

}

+ sup
‖ϕ‖Lip≤1

{∫

T

∫

M
(ρθε(t, x)− ρθ(t, x))ϕ(x, vθ(t, x)) dµ(θ) dx

}
.

Thus, we deduce the estimate

W1(gε(t), g(t)) ≤ sup
‖ϕ‖Lip≤1

sup
ε∈(0,1), θ∈M

‖ρθε‖∞‖ϕ‖Lip

∫

M
‖vθε(t, x)− vθ(t, x)‖∞ dµ(θ)

+ sup
‖ϕ‖Lip≤1

∫

M
‖ρθε − ρθ‖∞ dµ(θ)‖ϕ‖Lip

(
1/2 + sup

θ∈M
‖vθ(t, x)‖∞

)

+ sup
‖ϕ‖Lip≤1

{∫

T×R

∫

M
(ρθε(t, x)− ρθ(t, x))ϕ(0, 0) dµ(θ) dx

}
.

We notice that the last term is equal to 0 since for all t ≥ 0,
∫

T

∫

M
ρθε(t, x) dµ(θ) dx =

∫

T

∫

M
ρθε(t, x) dµ(θ) dx = 1,
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by conservation of the total mass. After taking the supremum in time, we also see that

the other two terms converge to 0, using the L∞ convergence of (ρθε, v
θ
ε) to (ρθ0, v

θ
0). This

concludes the proof.

This approach is also relevant for singular initial data such as the sum of Dirac masses

in velocity:

g0,ε(x, v) =
N∑

i=1

ρi0,ε(x)δv=vi0,ε(x).

and we have a similar theorem assuming that (ρi0,ε, v
i
0,ε) is uniformly analytic.

In this case M = {1, · · · , N} and dµ is the counting measure. This leads to the

study of the behavior as ε→ 0 of the system (for i ∈ {1, · · · , N})




∂tρ
i
ε + ∂x(ρ

i
εv
i
ε) = 0,

∂tv
i
ε + viε∂xv

i
ε = Eε,

Eε = −U ′ε,
ε2U ′′ε = eUε −

(∑N
i=1 ρ

i
ε

)
,

ρiε|t=0 = ρi0,ε, v
i
ε|t=0 = vi0,ε.

(5.4.6)

and the formal limit is the following multi fluid isothermal system




∂tρ
i + ∂x(ρ

ivi) = 0,

∂tv
i + vi∂xv

i = E,

E = −U ′,
U = log

(∑N
i=1 ρ

i
)
,

ρi|t=0 = ρi0, v
i|t=0 = vi0.

(5.4.7)

As before, adapting the arguments in [49], we obtain the following proposition and

its corollary.

Proposition 5.4.3. Assume that there exist δ0, C, η > 0, with η small enough, such that

sup
ε∈(0,1)

sup
i∈{1,··· ,N}

‖ρi0,ε‖Bδ0 + ‖vi0,ε‖Bδ0 ≤ C,

and that

sup
ε∈(0,1)

∥∥∥∥∥
N∑

i=1

ρi0,ε − 1

∥∥∥∥∥
Bδ0

< η.
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Assume that for all i = 1, · · · , N , ρi0,ε, v
i
0,ε admit a limit in the sense of distributions and

denote

ρi0 = lim
ε→0

ρi0,ε, vi0 = lim
ε→0

vi0,ε.

Then there exist δ1 > 0 and T > 0 such that:

• for all ε ∈ (0, 1), there is a unique solution (ρiε, v
i
ε)i∈{1,··· ,N} of (5.4.6) with initial

data (ρi0,ε, v
i
0,ε)i∈{1,··· ,N}, such that ρiε, v

i
ε ∈ C([0, T ];Bδ1) for all i ∈ {1, · · · , N} and

ε ∈ (0, 1), with bounds that are uniform in ε;

• there is a unique solution (ρi, vi)i∈{1,··· ,N} of (5.4.7) with initial data (ρi0, v
i
0)i∈{1,··· ,N},

such that ρi, vi ∈ C([0, T ];Bδ1) for all i ∈ {1, · · · , N};

• for all s ∈ N, we have

sup
i∈{1,··· ,N}

sup
t∈[0,T ]

[
‖ρiε − ρi‖Hs(T) + ‖viε − vi‖Hs(T)

]
→ε→0 0.

Corollary 5.4.4. With the same assumptions and notation as in the Proposition 5.4.3,

for all t ∈ [0, T ] we have

W1(gε(t), g(t))→ε→0 0, (5.4.8)

where

gε(t, x, v) =
∑

i∈{1,··· ,N}
ρiε(t, x)δv=viε(t,x), g(t, x, v) =

∑

i∈{1,··· ,N}
ρi(t, x)δv=vi(t,x). (5.4.9)

5.4.2 End of the proof of Theorem 5.1.3 and Theorem 5.1.4

We are now in position to conclude. Let (fε) a sequence of global weak solutions to

(5.1.2) with initial conditions (f0,ε) (obtained thanks to Theorem 5.1.1).

We denote by (gε) the sequence of weak solutions to (5.1.2) with initial conditions

(g0,ε), defined by (5.4.5) for the case of Theorem 5.1.3 and (5.4.9) for the case of Theo-

rem 5.1.4. Using the triangle inequality, we have

W1(fε(t), g(t)) ≤ W1(fε(t), gε(t)) +W1(gε(t), g(t)),

where g is defined by (5.4.5) for the case of Theorem 5.1.3 and (5.4.9) for the case of

Theorem 5.1.4.
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For the first term, we use Theorem 5.1.9 to get

W1(fε(t), gε(t)) ≤ W1(g0,ε + h0,ε, g0,ε)
1

ε
e

1
ε

[
(1+3/ε2)t+(8+ 1

ε2
e15/(2ε2))

∫ t
0 ‖ρε(τ)‖∞ dτ

]

= W1(h0,ε, 0)
1

ε
e

1
ε

[
(1+3/ε2)t+(8+ 1

ε2
e15/(2ε2))

∫ t
0 ‖ρε(τ)‖∞ dτ

]
,

where ρε is here the local density associated to gε. By Proposition 5.4.1 (for the case of

Theorem 5.1.3) and Proposition 5.4.3 (for the case of Theorem 5.1.4), there exists C0 > 0

such that for all ε ∈ (0, 1),

sup
τ∈[0,T ]

‖ρε(τ)‖∞ ≤ C0.

Consequently, we observe that taking

ϕ(ε) =
1

ε
exp

(
λ

ε3
exp

15

2ε2

)
,

with λ < 0, we have, by assumption on h0,ε (take a smaller T if necessary) that

sup
t∈[0,T ]

W1(fε(t), gε(t))→ε→0 0.

We also get that W1(gε(t), g(t)) converges to 0, applying Corollary 5.4.2 for the case of

Theorem 5.1.3, and Corollary 5.4.4 for the case of Theorem 5.1.4.

This concludes the proofs of Theorems 5.1.3 and 5.1.4.

5.5 Proof of Proposition 5.1.6

We now discuss a non-derivation result which was first stated by Grenier in the note [50],

and then studied in more details by the first author and Hauray in [58] (the latter was

stated for a general class of homogeneous data, i.e., independent of the position). In [58]

such results are given either for the classical Vlasov-Poisson system or for the linearized

(VPME) system, but the proofs can be adapted to (VPME).

We first recall two definitions from [58].

Definition 5.5.1. We say that a homogeneous profile µ(v) with
∫
µ dv = 1 satisfies the

Penrose instability criterion if there exists a local minimum point v̄ of µ such that the

following inequality holds: ∫

R

µ(v)− µ(v̄)

(v − v̄)2
dv > 1. (5.5.1)
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If the local minimum is flat, i.e., is reached on an interval [v̄1, v̄2], then (5.5.1) has to be

satisfied for all v̄ ∈ [v̄1, v̄2].

Definition 5.5.2. We say that a positive and C1 profile µ(v) satisfies the δ-condition3

if

sup
v∈R

|µ′(v)|
(1 + |v|)µ(v)

< +∞. (5.5.2)

We can now state the theorem taken from [58].

Theorem 5.5.3. Let µ(v) be a smooth profile satisfying the Penrose instability criterion.

Assume that µ is positive and satisfies the δ-condition4. For any N > 0 and s > 0, there

exists a sequence of non-negative initial data (f0,ε) such that

‖fε,0 − µ‖W s,1
x,v
≤ εN ,

and denoting by (fε) the sequence of solutions to (5.1.2) with initial data (f0,ε), the

following holds:

1. L1 instability for the macroscopic observables: consider the density ρε :=∫
fε dv and the electric field Eε = −∂xUε. For all α ∈ [0, 1), we have

lim inf
ε→0

sup
t∈[0,εα]

‖ρε(t)− 1‖L1
x
> 0, lim inf

ε→0
sup

t∈[0,εα]

ε ‖Eε‖L1
x
> 0. (5.5.3)

2. Full instability for the distribution function: for any r ∈ Z, we have

lim inf
ε→0

sup
t∈[0,εα]

‖fε(t)− µ‖W r,1
x,v
> 0. (5.5.4)

We deduce a proof of Proposition 5.1.6 from this result. Indeed, take a smooth µ sat-

isfying the assumptions of Theorem 5.5.3, and consider the sequence of initial conditions

(f0,ε) given by this theorem.

By the Sobolev imbedding theorem in dimension 1, the space W 2,1(T×R) is contin-

uously imbedded in the space W 1,∞(T × R) (i.e., bounded Lipschitz functions), hence

3The appellation is taken from [58].
4It is also possible to consider a non-negative µ but the relevant condition is rather involved, we refer

to [58] for details.
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there exists a constant C > 0 such that, for all ε ∈ (0, 1),

W1(fε, µ) = sup
‖ϕ‖Lip≤1

〈fε − µ, ϕ〉

≥ sup
‖ϕ‖W2,1≤C

〈fε − µ, ϕ〉

= C‖fε − µ‖W−2,1 .

Therefore, by (5.5.4) with r = −2, we deduce that

lim inf
ε→0

sup
t∈[0,εα]

W1(fε, µ) > 0,

which proves the claimed result.

5.6 Proof of Proposition 5.1.7

As we already mentioned in the introduction, in the case of one single Dirac mass in

velocity, the situation is much more favorable. This was first shown by Brenier in [24]

for the quasineutral limit of the classical Vlasov-Poisson system, using the so-called

relative entropy (or modulated energy) method. It was then adapted by the first author

in [55] for the quasineutral limit of (VPME).

In this case, the expected limit is the Dirac mass in velocity

f(t, x, v) = ρ(t, x, v)δv=u(t,x)

which is a weak solution of (5.1.3) whenever (ρ, u) is a strong solution to the isothermal

Euler system 



∂tρ+ ∂x(ρu) = 0,

∂tu+ u∂xu+ ∂xρ
ρ

= 0,

ρ|t=0 = ρ0, v|t=0 = u0.

(5.6.1)

This is a hyperbolic and symmetric system, that admits local smooth solutions for smooth

initial data (in this Section, smooth means Hs with s larger than 2). From [55] we deduce

the following stability result5.

5In [55], computations are done for the model posed on R3, but the same holds for the model set on

T.
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Theorem 5.6.1. Let ρ0 > 0, u0 be some smooth initial conditions for (5.6.1), and ρ, u

the associated strong solutions of (5.6.1) defined on some interval of time [0, T ], where

T > 0. Let fε be a non-negative global weak solution of (5.1.2) such that fε ∈ L1 ∩ L∞,∫
fε dxdv = 1, and with uniformly bounded energy, i.e., there exists A > 0, such that for

all ε ∈ (0, 1),

Eε(t) :=
1

2

∫
fε|v|2dv dx+

∫ (
eUε log eUε − eUε + 1

)
dx+

ε2

2

∫
|U ′ε|2dx ≤ A.

For all ε ∈ (0, 1), define the relative entropy

Hε(t) :=
1

2

∫
fε|v − u|2dv dx+

∫ (
eUε log

(
eUε/ρ

)
− eUε + ρ

)
dx+

ε2

2

∫
|U ′ε|2dx.

Then there exists C > 0 and a function Gε(t) satisfying ‖Gε‖L∞([0,T ]) ≤ Cε such that,

for all t ∈ [0, T ],

Hε(t) ≤ Hε(0) +Gε(t) + C

∫ t

0

‖∂xu‖L∞Hε(s)ds.

In particular, if Hε(0)→ε→0 0, then Hε(t)→ε→0 0 for all t ∈ [0, T ].

In addition, if there is C0 > 0 such that Hε(0) ≤ C0ε, then there is CT > 0 such that

Hε(t) ≤ CT ε for all t ∈ [0, T ] and ε ∈ (0, 1).

Notice that, by a convexity argument, one also deduces that ρε =
∫
fε dv ⇀ ρ (and

eUε ⇀ ρ as well) and jε =
∫
fεv dv ⇀ ρu in a weak-? sense (see [55]).

We can actually deduce the following corollary, which is a precise version of Propo-

sition 5.1.7.

Corollary 5.6.2. With the same assumptions and notation as in the previous theorem,

the following convergence results hold:

1. If Hε(0)→ε→0 0, then

sup
t∈[0,T ]

W1(fε, ρ δv=u)→ε→0 0.

2. If Hε(0) ≤ C0ε, then there is C ′T > 0 such that, for all ε ∈ (0, 1),

sup
t∈[0,T ]

W1(fε, ρ δv=u) ≤ C ′T
√
ε.
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Proof. Recall that we denote ρε =
∫
fε dv. Let ϕ such that ‖ϕ‖Lip ≤ 1 and compute

〈fε − ρ δv=u, ϕ〉 = 〈fε − ρε δv=u, ϕ〉+ 〈(ρε − ρ) δv=u, ϕ〉
=: A1 + A2.

Using the bound ‖ϕ‖Lip ≤ 1, the Cauchy-Schwarz inequality, the fact that fε is non-

negative and of total mass 1, and the definition of Hε(t), we have

|A1| =
∣∣∣∣
∫

T×R
fε(t, x, v)(ϕ(t, x, v)− ϕ(t, x, u(t, x)) dvdx

∣∣∣∣

≤
∫

T×R
fε(t, x, v)|ϕ(t, x, v)− ϕ(t, x, u(t, x))| dvdx

≤
∫

T×R
fε(t, x, v)|v − u(t, x)| dvdx

≤
(∫

T×R
fε(t, x, v)|v − u(t, x)|2 dvdx

)1/2(∫

T×R
fε(t, x, v) dvdx

)1/2

≤
√

2
√
Hε(t).

Considering A2, we first have

A2 =

∫

T
(ρε(t, x)− ρ(t, x))ϕ(x, u(t, x)) dx

=

∫

T
(ρε(t, x)− ρ(t, x))

(
ϕ(x, u(t, x))− ϕ(0, 0)

)
dx

since the total mass is preserved (and equal to 1). Furthermore, we use the Poisson

equation

ρε = eUε − ε2U ′′ε ,

to rewrite A2 as

A2 =

∫

T
(eUε − ρ(t, x)) (ϕ(x, u(t, x))− ϕ(0, 0)) dx

− ε2

∫
U ′′ε (ϕ(x, u(t, x))− ϕ(0, 0)) dx

=: A1
2 + A2

2.
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Let us start with A2
2. By integration by parts, the Cauchy-Schwarz inequality, and the

bound ‖ϕ‖Lip ≤ 1, we have

|A2
2| = ε2

∣∣∣∣
∫

T
U ′ε[∂xϕ(x, u(t, x)) + ∂xu(t, x)∂vϕ(x, u(t, x))] dx

∣∣∣∣

≤ ε[1 + ‖∂xu‖∞]

(
ε2

∫

T
|U ′ε|2 dx

)1/2

≤ ε[1 + ‖∂xu‖∞]
√
Eε(t)

≤
√
A[1 + ‖∂xu‖∞]ε.

For A1
2, we shall use the classical inequality

(
√
y −√x)2 ≤ x log(x/y)− x+ y,

for x, y > 0, and proceed as follows:

|A1
2| =

∣∣∣∣
∫

T

(
eUε − ρ(t, x)

)
(ϕ(x, u(t, x))− ϕ(0, 0)) dx

∣∣∣∣

=

∣∣∣∣
∫

T

(
e

1
2
Uε −

√
ρ(t, x)

)(
e

1
2
Uε +

√
ρ(t, x)

)
(ϕ(x, u(t, x))− ϕ(0, 0)) dx

∣∣∣∣

≤
(∫

T

(
e

1
2
Uε −

√
ρ(t, x)

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx
)1/2

×
(∫

T

(
e

1
2
Uε +

√
ρ(t, x)

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx
)1/2

.

We have

(∫

T

(
e

1
2
Uε −

√
ρ(t, x)

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx
)

≤ (1 + ‖u‖∞)

∫ (
eUε log

(
eUε/ρ

)
− eUε + ρ

)
dx

≤ (1 + ‖u‖∞)Hε(t),
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and likewise we obtain the rough bound

(∫

T

(
e

1
2
Uε +

√
ρ(t, x)

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx
)

≤ 2

∫

T

(
e

1
2
Uε − 1

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx

+ 2

∫

T

(√
ρ(t, x) + 1

)2

|ϕ(x, u(t, x))− ϕ(0, 0)| dx

≤ 2(1 + ‖u‖∞)

(
Eε(t) +

∫

T

(√
ρ(t, x) + 1

)2

dx

)

≤ 2(1 + ‖u‖∞)

(
A+

∫

T

(√
ρ(t, x) + 1

)2

dx

)
.

As a consequence, we get

|A2
2| ≤

√
2(1 + ‖u‖∞)

(
A+

∫

T

(√
ρ(t, x)− 1

)2

dx

)1/2√
Hε(t).

Gathering all pieces together, we have shown

〈fε − ρδv=u, ϕ〉

≤
√

2

[
1 + (1 + ‖u‖∞)

(
A+

∫

T

(√
ρ(t, x) + 1

)2

dx

)1/2
]
√
Hε(t)+

√
A[1+‖∂xu‖∞]ε,

which allows us to conclude the proof applying Theorem 5.6.1.
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Chapter 6

Quasineutral limit for

Vlasov-Poisson via Wasserstein

stability estimates in higher

dimension

1

6.1 Introduction

In a non relativistic setting the dynamics of electrons in a plasma with heavy ions uni-

formly distributed in space is described by the Vlasov-Poisson system. Throughout this

Chapter, we will focus on the 2 and 3 dimensional periodic (in space) case. We introduce

the distribution function of the electrons f(t, x, v), for t ∈ R+, (x, v) ∈ Td×Rd where Td

is the d-dimensional torus and d = 2, 3. As usual, f(t, x, v)dx dv can be interpreted as

the probability of finding particles with position and velocity close to the point (x, v) in

the phase space at time t. We also define the electric potential U(t, x) and the associated

electric field E(t, x).

We introduce the positive parameter ε defined as the ratio of the Debye length of

the plasma to the size of the domain. Adding a subscript in order to emphasize on the

1This chapter is based on a joint work with Danial Han-Kwan [60].
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dependance on ε, we end up with the rescaled Vlasov-Poisson system:




∂tfε + v · ∇xfε + Eε · ∇vfε = 0,

Eε = −∇xUε,

−ε2∆xUε =
∫
Rd fε dv −

∫
Td×Rd fε dv dx,

fε|t=0 = f0,ε ≥ 0,
∫
Td×Rd f0,ε dx dv = 1,

(6.1.1)

and the energy of this system is

E(fε(t)) :=
1

2

∫

Td×Rd
fε|v|2 dvdx+

ε2

2

∫

Td
|∇xUε|2 dx. (6.1.2)

Our goal here is to study the behavior of solutions to the system (6.1.1) as ε goes to

0. Let us observe that, if fε → f and Uε → U in some sense as ε → 0, the formal limit

of our system is 



∂tf + v · ∇xf + E · ∇vf = 0,

E = −∇xU,∫
Rd f dv = 1,

f |t=0 = f0 ≥ 0,
∫
Td×Rd f0 dx dv = 1,

(6.1.3)

and the total energy of the system reduces to the kinetic part of (6.1.2)

E(f(t)) :=
1

2

∫

Td×Rd
f |v|2 dvdx.

In this system, the force E is a Lagrange multiplier, or a pressure, associated to the

constraint
∫
Rd f dv = 1.

The justification of the quasineutral limit from the rescaled Vlasov-Poisson system

(6.1.1) to (6.1.3) is subtle and has a long history. Up to now, this limit is known to be

true only in few cases and we refer to [22, 48, 49, 24, 78, 58] for a deeper understanding

of this problem.

One of the first mathematical works on the quasineutral limit of the Vlasov-Poisson

system was performed by Grenier in [49]. He introduces an interpretation of the plasma

as a superposition of a -possibly uncountable- collection of fluids and he shows that the

quasineutral limit holds when the sequence of initial data f0,ε enjoys uniform analytic

regularity with respect to the space variable. This convergence result has been improved

by Brenier [24], who gives a rigorous justification of the quasineutral limit in the so called

“cold electron” case, i.e. when the initial distribution f0,ε converges to a monokinetic

profile

f0(x, v) = ρ0(x)δv=v0(x)
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where δv denotes the Dirac measure in velocity. For further insight on this direction see

also [24, 78, 46].

A different approach, more focused on the question of stability, or eventually in-

stability, around homogeneous equilibria in the quasineutral limit is developed in [58].

They show that the limit is true for homogeneous profiles that satisfy some monotonic-

ity condition, together with a symmetry condition, i.e. when the initial distribution f0,ε

converges to an homogeneous initial condition µ(v) which is symmetric with respect to

some v ∈ R and which is first increasing then decreasing.

In the previous Chapter, we considered the quasineutral limit of the one-dimensional

Vlasov-Poisson equation for ions with massless thermalized electrons (considering that

electrons move very fast and quasi-instantaneously reach their local thermodynamic equi-

librium), and we proved that the limit holds for very small but rough perturbations of

analytic data. In this context, small means small in the Wasserstein distance W1, which

implies that highly oscillatory perturbations are for instance allowed. Our aim here is to

show that an analogue of this result holds in higher dimension.

In this Chapter we shall always deal with the Wasserstein space P2(M), that is, the

space of probability measures which have a finite moment of order 2 equipped with the

quadratic Wasserstein distance W2 (see Section 1.2 for more details).

In order to state our main result, let us introduce the fluid point of view and the

convergence result for uniformly analytic initial data introduced by Grenier in [49].

Below we shall use again the higher dimensional analogue of the analytic norm ‖ ·‖Bδ
introduced in Definition 5.1.2.

We assume that, for all ε ∈ (0, 1), g0,ε(x, v) is a continuous function; following Grenier

[49], we write each initial condition as a “superposition of Dirac masses in velocity”:

g0,ε(x, v) =

∫

M
ρθ0,ε(x)δv=vθ0,ε(x) dµ(θ)

with M := Rd, dµ(θ) = cd
dθ

1+|θ|d+1 , where cd is a normalizing constant (depending only

on the dimension d),

ρθ0,ε =
1

cd
(1 + |θ|d+1)g0,ε(x, θ), vθ0,ε = θ.

This leads to the study of the behavior as ε → 0 for solutions to the multi-fluid pres-
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sureless Euler-Poisson system




∂tρ
θ
ε +∇x · (ρθεvθε) = 0,

∂tv
θ
ε + vθε · ∇xv

θ
ε = Eε,

Eε = −∇xUε,

−ε2∆xUε =
∫
M ρθε dµ(θ)− 1,

ρθε|t=0 = ρθ0,ε, v
θ
ε |t=0 = vθ0,ε.

(6.1.4)

One then checks that defining

gε(t, x, v) =

∫

M
ρθε(t, x)δv=vθε (t,x) dµ(θ)

provides a weak solution to (6.1.1).

The formal limit system, which is associated to the kinetic incompressible Euler

system (6.1.3), is the following multi fluid incompressible Euler system:




∂tρ
θ +∇x · (ρθvθ) = 0,

∂tv
θ + vθ · ∇xv

θ = E,

curlE = 0,
∫
Td E dx = 0,∫

M ρθ dµ(θ) = 1,

ρθ|t=0 = ρθ0, v
θ|t=0 = vθ0,

(6.1.5)

where the ρθ0 are defined as the limits of ρθ0,ε (which are thus supposed to exist) and

vθ0 = θ.

As before, one checks that defining

g(t, x, v) =

∫

M
ρθ(t, x)δv=vθ(t,x) dµ(θ)

gives a weak solution to the kinetic Euler incompressible system (6.1.3).

We are now in position to state the results of [49, Theorems 1.1.2, 1.1.3 and Remark

1 p. 369].

Proposition 6.1.1. Assume that there exist δ0, C, η > 0, with η small enough, such that

sup
ε∈(0,1)

sup
v∈R

(1 + v2)‖g0,ε(·, v)‖Bδ0 ≤ C,

and that

sup
ε∈(0,1)

∥∥∥∥
∫

R
g0,ε(·, v) dv − 1

∥∥∥∥
Bδ0

< η.
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Denote for all θ ∈ R,

ρθ0,ε = π(1 + θ2)g0,ε(x, θ), vθ0,ε = vθ = θ.

Assume that for all θ ∈ R, ρθ0,ε has a limit in the sense of distributions and denote

ρθ0 = lim
ε→0

ρθ0,ε.

Then there exist δ1 > 0 and T > 0 such that:

• for all ε ∈ (0, 1), there is a unique solution (ρθε, v
θ
ε)θ∈M of (6.1.4) with initial data

(ρθ0,ε, v
θ
0,ε)θ∈M , such that ρθε, v

θ
ε ∈ C([0, T ];Bδ1) for all θ ∈ M and ε ∈ (0, 1), with

bounds that are uniform in ε;

• there is a unique solution (ρθ, vθ)θ∈M of (6.1.5) with initial data (ρθ0, v
θ
0)θ∈M , such

that ρθ, vθ ∈ C([0, T ];Bδ1) for all θ ∈M ;

• for all s ∈ N, we have

sup
θ∈M

sup
t∈[0,T ]

[
‖ρθε − ρθ‖Hs(T) + ‖vθε −

1

i
(d+(t, x)e

it√
ε − d−(t, x)e

− it√
ε )− vθ‖Hs(T)

]
→ε→0 0

(6.1.6)

where d±(t, x) are the correctors introduced to avoid the so called “plasma oscilla-

tions”. They are defined as the solution of

curl d± = 0, div

(
∂td± +

(∫
ρθvθµ(dθ) · ∇

)
d±

)
= 0, (6.1.7)

div d±(0) = lim
ε→0

div

√
εEε(0)± ijε(0)

2
, (6.1.8)

where jε :=
∫
ρεθv

ε
θµ(dθ).

Remark 6.1.2. If in (6.1.8), div d±(0) = 0, then the initial data are said to be well-

prepared and there are no plasma oscillations in the limit ε→ 0.

The main result is the following:

Theorem 6.1.3. Let γ, δ0, and C0 be positive constants. Consider a sequence (f0,ε) of

non-negative initial data in L1 for (6.1.1) such that for all ε ∈ (0, 1), and all x ∈ Td,
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• (uniform estimates)

‖f0,ε‖∞ ≤ C0, E(f0,ε) ≤ C0,

• (compact support in velocity)

f0,ε(x, v) = 0 if |v| > 1

εγ
,

• (analytic + perturbation) There exists a function ϕ : (0, 1]→ R+, with limε→0 ϕ(ε) =

0 such that the following hold. Assume the following decomposition:

f0,ε = g0,ε + h0,ε,

where (g0,ε) is a sequence of continuous functions satisfying

sup
ε∈(0,1)

sup
v∈Rd

(1 + |v|2)‖g0,ε(·, v)‖Bδ0 ≤ C,

admitting a limit g0 in the sense of distributions. Furthemore, (h0,ε) is a sequence

of functions satisfying for all ε > 0

W2(f0,ε, g0,ε) = ϕ(ε).

For all ε ∈ (0, 1), consider fε(t) a global weak solution of (6.1.1) with initial condition

f0,ε, in the sense of Arsenev [7]. Define the filtered distribution function

f̃ε(t, x, v) := fε

(
t, x, v − 1

i
(d+(t, x)e

it√
ε − d−(t, x)e

− it√
ε )
)

(6.1.9)

where (d±) are defined in (6.1.7).

There exist T > 0 and g(t) a weak solution on [0, T ] of (6.1.3) with initial condition

g0 such that

lim
ε→0

sup
t∈[0,T ]

W1(f̃ε(t), g(t)) = 0.

Explicitly, we can take

• in two dimensions, ϕ(ε) = exp
[
exp

(
− K
ε2(1+max(β,γ))

)]
, for some constant K > 0,

β > 2;

• in three dimensions, ϕ(ε) = exp
[
exp

(
− K
ε2+max(38,3γ))

)]
, for some constant K > 0.
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Remark 6.1.4. Let us notice that in Theorem 6.1.3 we consider sequences of initial

conditions with compact support in velocity (yet, we allow the support to grow polyno-

mially as ε → 0). The reason is that, in the spirit of [59], we rely on a Wasserstein

stability estimate to control the difference between the unperturbed analytic solution and

the perturbed one. In dimensions 2 and 3, as we shall explain below, we need L∞ bounds

on the densities of both solutions. In order to have such a bound on the L∞ norm of the

densities we need to control the support in velocity. Such a condition was not required in

the previous Chapter since, in the 1D case, we could use a “weak-strong” Wasserstein

stability estimate and only a L∞ bound on the unperturbed solution was needed.

Remark 6.1.5. In the opposite direction, we recall that in the one dimensional case

there is a negative result stating that an initial rate of convergence of the form ϕ(ε) = εs

for any s > 0 is not sufficient to ensure the convergence for positive times. This is the

consequence of instability mechanisms described in [50] and [58]. As a matter of fact,

we expect that an analogue of this result holds also in higher dimension.

6.2 Overview

The following is entirely devoted to the proof of Theorem 6.1.3. Let us describe the main

steps that are needed to achieve this convergence result.

1. We first revisit Loeper’s Wasserstein stability estimates [76] on the torus Td and

with quasineutral scaling, which allows us to control W2(f1, f2), where f1 and f2

are two given solutions of (6.1.1) in terms of the initial distance W2(f1(0), f2(0))

and of the L∞ norm of the densities ρ1 =
∫
Rd f1 dv and ρ2 =

∫
Rd f2 dv. This first

step is performed in Section 6.3.1.

2. In the one dimensional case studied in the previous Chapter we had a “weak-

strong” type stability estimate; as a consequence a control of the L∞ norm of the

density of the perturbed solution fε (following the notations of Theorem 6.1.3) was

not required.

In the higher dimensional case under study, such an estimate is needed. To achieve

this, we give quantitative estimates of the growth of the support in velocity for

solutions of (6.1.1). We separate the 2 and the 3-dimensional case since different

tools are involved.
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While in the two dimensional case studied in Section 6.3.2 only elementary con-

siderations are needed, in the three dimensional case, we shall use a more involved

bootstrap argument due to Batt and Rein [8], see Section 6.3.3.

3. We finally conclude in Section 6.4 by combining the results of the two previous

steps and Grenier’s convergence result stated in Proposition 6.1.1.

6.3 Proofs of Steps 1 and 2

6.3.1 W2 stability estimate

We start by giving the relevant W2 stability estimate, adapting from the work of Loeper

[76].

Theorem 6.3.1. Let f1, f2 be two weak solutions of the Vlasov-Poisson system (6.1.1),

and set

ρ1 :=

∫

Rd
f1 dv, ρ2 =

∫

Rd
f2 dv.

Define the function

A(t) :=

[
1+

1

ε2

√
‖ρ2(t)‖L∞(Td)

[
max

{
‖ρ1(t)‖L∞(Td), ‖ρ2(t)‖L∞(Td)

}]1/2
]
+
‖ρ1(t)− 1‖L∞(Td)

ε2
,

(6.3.1)

and assume that A(t) ∈ L1([0, T ]) for some T > 0. Also, set

Ft[z] := 16 d elog( z
16 d) exp[C0

∫ t
0 A(s) ds] ∀ z ∈ [0, d], t ∈ [0, T ]. (6.3.2)

Then there exists a dimensional constant C0 > 1 such that, if W2(f1(0), f2(0)) ≤ d, then

for all t ∈ [0, T ],

W2(f1(t), f2(t)) ≤
{
Ft[W2(f1(0), f2(0))] if FT [W2(f1(0), f2(0))] ≤ d,

d eC0

∫ t
0 A(s) ds if FT [W2(f1(0), f2(0))] > d.

(6.3.3)

Proof of Theorem 6.3.1. Before starting the proof we recall two important estimates that

follow immediately from [76, Theorem 2.7] and the analogue of [76, Lemma 3.1] on the

torus (notice that |x− y| ≤
√
d for all x, y ∈ Td):



6.3. Proofs of Steps 1 and 2 179

Lemma 6.3.2. Let Ψi : Td → R solve

−ε2∆Ψi = ρi − 1, i = 1, 2.

Then

ε2‖∇Ψ1 −∇Ψ2‖L2(Td) ≤
[
max

{
‖ρ1‖L∞(Td), ‖ρ2‖L∞(Td)

}]1/2

W2(ρ1, ρ2),

ε2|∇Ψi(x)−∇Ψi(y)| ≤ C |x− y| log

(
4
√
d

|x− y|

)
‖ρi − 1‖L∞(Td) ∀x, y ∈ Td, i = 1, 2.

To prove Theorem 6.3.1, we define the quantity

Q(t) :=

∫ 1

0

|Y1(t, S1(s))− Y2(t, S2(s))|2 ds

where

S1, S2 : [0, 1]→ Td × Rd

are measurable maps such that (Si)#ds = fi(0) and

W2(f1(0), f2(0))2 =

∫ 1

0

|S1(s)− S2(s)|2 ds,

while Yi = (Xi, Vi) solve the ODE

Ẋi = Vi,

V̇i = −∇Ψi(t,Xi)

with the initial condition Yi(0, x, v) = (x, v).

Thus, thanks to [76, Corollary 3.3] it follows that fi(t) = Yi(t)#fi(0) = [Yi(t, Si)]#ds.

Then we compute

1

2

d

dt
Q(t) =

∫ 1

0

[X1(t, S1)−X2(t, S2)] [V1(t, S1)− V2(t, S2)] ds

+

∫ 1

0

[V1(t, S1)− V2(t, S2)]
[
∇Ψ1

(
t,X1(t, S1)

)
−∇Ψ2

(
t,X2(t, S2)

)]
ds.
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By Cauchy-Schwarz inequality, we have

1

2

d

dt
Q(t) ≤

√∫ 1

0

|X1(t, S1)−X2(t, S2)|2 ds
√∫ 1

0

|V1(t, S1)− V2(t, S2)|2 ds

+

√∫ 1

0

|V1(t, S1)− V2(t, S2)|2 ds
√∫ 1

0

∣∣∇Ψ1

(
t,X1(t, S1)

)
−∇Ψ2

(
t,X2(t, S2)

)∣∣2 ds

≤ Q(t) +
√
Q(t)

√∫ 1

0

∣∣∇Ψ1

(
t,X1(t, S1)

)
−∇Ψ1

(
t,X2(t, S2)

)∣∣2 ds

+
√
Q(t)

√∫ 1

0

∣∣∇Ψ1

(
t,X2(t, S2)

)
−∇Ψ2

(
t,X2(t, S2)

)∣∣2 ds.

Using the definition of the push-forward, we finally get

1

2

d

dt
Q(t) ≤ Q(t) +

√
Q(t)

√∫ 1

0

∣∣∇Ψ1

(
t,X1(t, S1)

)
−∇Ψ1

(
t,X2(t, S2)

)∣∣2 ds

+
√
Q(t)

√∫

Td×Rd
|∇Ψ1(t, x)−∇Ψ2(t, x)|2f2(t, x, v) dx dv

≤ Q(t) +
√
Q(t)

√∫ 1

0

∣∣∇Ψ1

(
t,X1(t, S1)

)
−∇Ψ1

(
t,X2(t, S2)

)∣∣2 ds

+
√
‖ρ2(t)‖L∞(Td)

√
Q(t)

√∫

Td
|∇Ψ1(t, x)−∇Ψ2(t, x)|2 dx.

We now apply Lemma 6.3.2 to the last two terms and we bound them respectively by

C
‖ρ1(t)− 1‖L∞(Td)

ε2

√
Q(t)

√∫ 1

0

∣∣X1(t, S1)−X2(t, S2)
∣∣2 log2

(
4
√
d∣∣X1(t, S1)−X2(t, S2)

∣∣
)
ds

and

1

ε2

√
‖ρ2(t)‖L∞(Td)

[
max

{
‖ρ1(t)‖L∞(Td), ‖ρ2(t)‖L∞(Td)

}]1/2

W2(ρ1(t), ρ2(t)).
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Since W2(ρ1(t), ρ2(t)) ≤
√
Q(t) (see for instance [76, Lemma 3.6]) we conclude that

1

2

d

dt
Q(t) ≤

[
1 +

1

ε2

√
‖ρ2(t)‖L∞(Td)

[
max

{
‖ρ1(t)‖L∞(Td), ‖ρ2(t)‖L∞(Td)

}]1/2
]
Q(t)

+C
‖ρ1(t)− 1‖L∞(Td)

ε2

√
Q(t)

√∫ 1

0

∣∣X1(t, S1)−X2(t, S2)
∣∣2 log2

(
4
√
d∣∣X1(t, S1)−X2(t, S2)

∣∣
)
ds.

Noticing that
∣∣X1(t, S1) − X2(t, S2)

∣∣ ≤
√
d (since X1 and X2 are points on the torus)

and

log

(
4
√
d

z

)
=

1

2
log

(
16 d

z2

)
∀ z > 0,

we get

∫ 1

0

∣∣X1(t, S1)−X2(t, S2)
∣∣2 log2

(
4
√
d∣∣X1(t, S1)−X2(t, S2)

∣∣
)
ds

=
1

4

∫ 1

0

∣∣X1(t, S1)−X2(t, S2)
∣∣2 log2

(
16 d∣∣X1(t, S1)−X2(t, S2)

∣∣2
)
ds

=
1

4

∫ 1

0

g(s) log2

(
16 d

g(s)

)
ds,

where we set g(s) :=
∣∣X1(t, S1)−X2(t, S2)

∣∣2.

Hence, since the function

z 7→ H(z) :=

{
z log2

(
16 d
z

)
for 0 ≤ z ≤ d,

d log2(16) for z ≥ d,
(6.3.4)

is concave and increasing, recalling that g ≤ d and applying Jensen’s inequality to H we

get

1

2

d

dt
Q(t) ≤

[
1 +

1

ε2

√
‖ρ2(t)‖L∞(Td)

[
max

{
‖ρ1(t)‖L∞(Td), ‖ρ2(t)‖L∞(Td)

}]1/2
]
Q(t)

+ C
‖ρ1(t)− 1‖L∞(Td)

ε2

√
Q(t)

√
H

(∫ 1

0

g(s) ds

)

≤
(

1 +
1

ε2

√
‖ρ2(t)‖L∞(Td)

[
max

{
‖ρ1(t)‖L∞(Td), ‖ρ2(t)‖L∞(Td)

}]1/2
)
Q(t)

+ C
‖ρ1(t)− 1‖L∞(Td)

ε2

√
Q(t)

√
H
(
Q(t)

)
,
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where for the last inequality we used that
∫ 1

0
g(s) ds ≤ Q(t).

In particular, recalling the definition of A(t) in (6.3.1), by (6.3.4) we deduce that

there exists a dimensional constant C0 > 0 such that

d

dt
Q(t) ≤ C0A(t)Q(t) log

(
16 d

Q(t)

)
as long as Q(t) ≤ d, (6.3.5)

while
d

dt
Q(t) ≤ C0A(t)Q(t) when Q(t) ≥ d. (6.3.6)

In particular, assuming Q(0) ≤ d, by (6.3.5) we get

Q(t) ≤ 16 d elog(Q(0)
16 d ) exp[C0

∫ t
0 A(s) ds] =: Ft[Q(0)] (6.3.7)

as long as Q(t) ≤ d, which is the case in particular if Ft[Q(0)] ≤ d. On the other hand,

if there is some time t0 such that Ft0 [Q(0)] = d, since Q(t0) ≤ Ft0 [Q(0)] by (6.3.6) we

get

Q(t) ≤ d e
C0

∫ t
t0
A(s) ds ≤ d eC0

∫ t
0 A(s) ds for t ≥ t0. (6.3.8)

Noticing that Ft is monotone in t, we deduce in particular that if FT [Q(0)] ≤ d and

Q(0) ≤ d then (6.3.7) holds, while if FT [Q(0)] > d and Q(0) ≤ d then one can simply

apply (6.3.8). Finally, if Q(0) > d then we apply (6.3.6) to get

Q(t) ≤ Q(0) eC0

∫ t
0 A(s) ds.

Combining these three estimates and recalling that Q(0) = W2(f1(0), f2(0))2 while

Q(t) ≥ W2(f1(t), f2(t))2, this concludes the proof.

6.3.2 Control of the growth of the support in velocity in 2D

In this Section, d = 2. Our goal is to obtain estimates on the growth in time of the

support in velocity. This allows us to get bounds for the L∞ norms of the local densities

on some interval of time [0, T ]. Recall that in the end, they will be used to apply the

Wasserstein stability estimates proved in Section 6.3.1.

For fε a solution of (6.1.1), define

Vε(t) := sup
{
|v| : v ∈ R2, ∃x ∈ T2, fε(t, x, v) > 0

}
.

The key point of this Section is the following Proposition.
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Proposition 6.3.3. Suppose that

‖fε(0)‖∞ ≤ C0,

∫ (
|v|2 + Uε(0, x)

)
fε(0, x, v) dv dx ≤ C0.

Assume that Vε(0) ≤ C0/ε
γ, for some γ > 0. Let T > 0 be fixed. For all β > 2, there is

Cβ > 0, such that we have for all ε ∈ (0, 1) and all t ∈ [0, T ],

Vε(t) ≤ Cβ/ε
max{β,γ}. (6.3.9)

Therefore, for all β > 2, there is C ′β > 0, such that, for all ε ∈ (0, 1) and all t ∈ [0, T ],

‖ρε‖∞ ≤ C ′β/ε
2 max{β,γ}. (6.3.10)

In order to prove this Proposition, we shall use for convenience the change of variables

(t, x, v) 7→ ( t
ε
, x
ε
, v). This leads us to consider, the following Vlasov-Poisson system, for

(x, v) ∈ 1
ε
T2 × R2: 




∂tgε + v · ∇xgε + Fε · ∇vgε = 0,

Fε = −∇xΦε,

−∆xΦε =
∫
R2 gε dv −

∫
1
ε
T2×R2 gε dv dx,

gε|t=0 = g0,ε ≥ 0,∫
1
ε
T2×R2 g0,ε dx dv = 1

ε2
.

(6.3.11)

We shall denote

ηε :=

∫

R2

gε dv

and define for all t ≥ 0,

V (t) := sup

{
|v|, v ∈ R2, ∃x ∈ 1

ε
T2, gε(t, x, v) > 0

}
= Vε

(
t

ε

)
. (6.3.12)

In the following, for brevity, the notation Lp, for p ∈ [1,+∞], will stand for Lp
(

1
ε
T2 × R2

)

or Lp
(

1
ε
T2
)
, depending on the context.

The main goal is now to prove the following Proposition, from which it is straight-

forward to deduce Proposition 6.3.3 by applying the result for t = T
ε
.

Proposition 6.3.4. Let β > 0. Let C0 > 0 such that for all ε ∈ (0, 1),

‖gε(0)‖L∞ ≤ C0,

∫

1
ε
T2×R2

(
|v|2 + Φε(0, x)

)
gε(0) dvdx ≤ C0

ε2
. (6.3.13)
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Then for all α ∈ (0, 1), there exist Cα, C
′
α > 0 such that for all ε ∈ (0, 1), and all t ≥ 0,

V (t) ≤
(
Cα
εα+1

t+ (1 + V (0))1−α
)1/(1−α)

− 1. (6.3.14)

We will use the following standard property of conservation of Lp norms and energy

for solutions to the Vlasov-Poisson system in the sense of Arsenev:

Lemma 6.3.5. For all t ≥ 0, we have

‖gε(t)‖L∞ ≤ C0,

∫

1
ε
T2×R2

(
|v|2 + Φε(t, x)

)
gε(t) dvdx ≤

C0

ε2
. (6.3.15)

We also rely on the following Lemma about the Green kernel of the Laplacian on
1
ε
T2 (obtained from standard results on the Green kernel of the Laplacian on T2, after

rescaling). We refer for instance to Caglioti and Marchioro [28].

Lemma 6.3.6. There exists K0 ∈ C∞(T2;R2) such that, denoting

Kε(x) =
1

2π

x

|x|2 + εK0(εx),

we have for all x ∈ [−1/ε, 1/ε]2,

Fε(x) =

∫

[−1/ε,1/ε]2
Kε(x− y)

[
ηε(y)− 1

]
dy.

The key ingredient is the following Lemma, in which we obtain some appropriate

L∞ bound for the electric field, which allows us to control the growth of the support in

velocity.

Lemma 6.3.7. We have the following bounds.

1. There is a constant C1 > 0 such that for all ε ∈ (0, 1), and all t ≥ 0,

‖ηε(t)‖L2 ≤ C1

ε
, ‖ηε(t)‖L∞ ≤ C1V (t)2. (6.3.16)

2. There is a constant C2 > 0 such that for all ε ∈ (0, 1), and all t ≥ 0,

‖Fε(t, ·)‖L∞ ≤ C2

(
1 +

1

ε

[
log

1

ε
(1 + V (t))

]1/2
)
. (6.3.17)
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3. For any α > 0, there is a constant Cα such that for all 0 ≤ t′ ≤ t,

V (t) ≤ V (t′) +
Cα
ε1+α

∫ t

t′
(1 + V (s))α ds. (6.3.18)

Proof of Lemma 6.3.7. In this proof, C > 0 will stand for an universal constant that

may change from line to line.

1. By the following interpolation argument, we have for all R > 0

ηε =

∫

R2

gε dv =

∫

|v|≤R
gε dv +

∫

|v|>R
gε dv ≤ ‖gε‖∞R2 +

1

R2

∫

R2

|v|2gε dv,

so by optimizing with respect to R we deduce that there is a C > 0 such that for

all t ≥ 0, x ∈ 1
ε
T2,

|ηε|(t, x) ≤ C

(∫
gε(t, x, v)|v|2 dv

)1/2

By (6.3.15), we deduce the first estimate of (6.3.16).

For what concerns the L∞ estimate for ηε, it is a plain consequence of the definition

of V (t), which controls the support in velocity.

2. By Lemma 6.3.6, there holds for all t ≥ 0, x ∈ [−1/ε, 1/ε]2,

|Fε|(t, x) ≤ 1

2π

∫

[−1/ε,1/ε]2

1

|x− x′| |ηε(t, x
′)− 1| dx′ + ε‖K0‖∞‖(ηε − 1)‖L1 .

We observe that, since ‖(ηε − 1)‖L1( 1
ε
T2) ≤ ‖ηε‖L1( 1

ε
T2) + ‖1‖L1( 1

ε
T2) = 2

ε2
,

ε‖K0‖∞‖(ηε − 1)‖L1 ≤ C

ε
.

Let R > 0 to be fixed later. We have, using the Cauchy-Schwarz inequality,
∫

[−1/ε,1/ε]2

1

|x− x′| |ηε(t, x
′)− 1| dx′

=

∫

|x−x′|<R

1

|x− x′| |ηε(t, x
′)− 1| dx′ +

∫

|x−x′|≥R

1

|x− x′| |ηε(t, x
′)− 1| dx′

≤ CR(‖ηε‖L∞ + 1) +

(
‖ηε‖L2 +

1

ε

)(∫

|x′|≥R, x′∈[−1/ε,1/ε]2

1

|x′|2 dx
′
)1/2

≤ CR(‖ηε‖L∞ + 1) +

(
‖ηε‖L2 +

1

ε

)(
log

C

εR

)1/2

.
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We choose R = 1
‖ηε‖L∞+1

, which yields,

‖Fε‖L∞ ≤ C

(
1 +

(
‖ηε‖L2 +

1

ε

)(
log

1

ε
(1 + ‖η‖L∞)

)1/2
)
.

Using Point 1., we obtain the claimed estimate.

3. Let α > 0. Let 0 ≤ t′ ≤ t and let (x, v) such that gε(t
′, x, v) 6= 0. Introduce

the characteristics (X(s, t′, x, v), ξ(s, s, x, v)) satisfying for s ≥ t′ for the system of

ODEs




d

ds
X(s, t′, x, v) = ξ(s, t′, x, v), X(t′, t′, x, v) = x,

d

ds
ξ(s, t′, x, v) = Fε(s,X(s, t′, x, v)), ξ(t′, t′, x, v) = v.

(6.3.19)

We have

ξ(t, t′, x, v) = v +

∫ t

t′
Fε(s,X(s, t′, x, v)) ds.

Therefore, we have, using Point 2.,

|ξ|(t, t′, x, v) ≤ |v|+
∫ t

t′
|Fε|(s,X(s, t′, x, v)) ds

≤ |v|+ C2

ε

∫ t

t′

(
1 +

[
log

1

ε
(1 + V (s))

]1/2
)
ds.

Since gε satisfies (6.3.11), it is thus constant along the characteristics (6.3.19), and

we have

gε(t,X(t, t′, x, v), ξ(t, t′, x, v)) = gε(t
′, x, v).

By definition of V (t) and V (t′), we obtain

V (t) ≤ V (t′) +
C2

ε

∫ t

t′

(
1 +

[
log

1

ε
(1 + V (s))

]1/2
)
ds.

In order to get the polynomial bound on V (t), let rα > 0 such that for all x ≥ 1,

(log x)1/2 ≤ 1 + rαx
α.

We thus get

V (t) ≤ V (t′) +
C2(2 + rα)

ε1+α

∫ t

t′
(1 + V (s))α ds,

which proves our claim, taking Cα := C2(2 + rα).
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Equipped with this result, we can finally proceed with the proof of Proposition 6.3.4.

Proof of Proposition 6.3.4. We begin by observing that dividing by 1/(t − t′) in both

sides of (6.3.18) and letting t′ → t we deduce that

d

dt
V (t) ≤ Cα

ε1+α
(1 + V (t))α. (6.3.20)

We will obtain the claimed bound by a comparison principle. To this end, introduce a

small parameter µ > 0 and define

Wµ(t) :=

(
2[Cα + µ](1− α)

εα+1
t+ (1 + V (0) + µ)1−α

) 1
1−α

.

By construction, it satisfies for t ≥ 0

d

dt
Wµ(t) =

Cα + µ

ε1+α
Wµ(t)α. (6.3.21)

and

Wµ(0) = 1 + V (0) + µ > 1 + V (0).

We claim that Wµ(t) ≥ 1 + V (t) for all t. Indeed, let

t0 := inf{t > 0 : Wµ(t) < 1 + V (t)},

and assume by contradiction that t0 < +∞. Notice that because µ > 0 we have t0 > 0.

Then by continuity at the time t0 we get

Wµ(t0) = 1 + V (t0).

By (6.3.20) and (6.3.21), we have

d

dt
(V (t)−Wµ(t)− 1)|t=t0 ≤

Cα
ε1+α

(1 + V (t0))α − Cα + µ

ε1+α
Wµ(t0)α

≤ − µ

ε1+α
Wµ(t0)α < 0.

This is a contradiction with the definition of t0.

Hence we obtained that for all µ > 0 and all t ≥ 0,

1 + V (t) ≤ Wµ(t).
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By taking the limit µ→ 0, one finally gets for all all t ≥ 0

1 + V (t) ≤
(

2Cα(1− α)

εα+1
t+ (1 + V (0))1−α

) 1
1−α

,

which proves the Proposition.

6.3.3 Control of the growth of the support in velocity in 3D

using Batt and Rein’s estimates

In this Section, we deal with the case d = 3. We consider as before, for fε a solution of

(6.1.1),

Vε(t) := sup
{
|v|, v ∈ R3, ∃x ∈ T3, fε(t, x, v) > 0

}
.

We have in 3D the analogue of the key Proposition 6.3.3 in 2D.

Proposition 6.3.8. Suppose that

‖fε(0)‖∞ ≤ C0,

∫ (
|v|2 + Uε(0, x)

)
fε(0, x, v) dv dx ≤ C0.

Assume that Vε(0) ≤ C0/ε
γ, for some γ > 0. Let T > 0 be fixed. There is C ′ > 0, such

that we have for all ε ∈ (0, 1) and all t ∈ [0, T ],

Vε(t) ≤
C ′

εmax{38/3,γ} . (6.3.22)

Then

‖ρε‖∞ ≤
C ′

εmax{38,3γ} . (6.3.23)

Note that this result involves exponents which are “more degenerate” than in the

2-D case. We shall prove this result as an application of the estimates obtained by Batt

and Rein in [8]. The result of [8] is an adaptation to the case of the torus T3 of the

fundamental contribution of Pfaffelmoser [86] (see also [89, 62]), which allowed to build

global classical solutions of the Vlasov-Poisson system in R3 × R3. In R3 × R3, it may

be possible to get better estimates than (6.3.22) (i.e. with smaller exponents) by using

dispersive effects, see [86, 89, 62] and more recently [84].
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In order to prove this Proposition, we shall use the change of variables (t, x, v) 7→
( t
ε
, x
ε
, v). This leads us to consider, the following Vlasov-Poisson system, for (x, v) ∈

1
ε
T3 × R3: 




∂tgε + v · ∇xgε + Fε · ∇vgε = 0,

Fε = −∇xΦε,

−∆xΦε =
∫
R3 gε dv −

∫
1
ε
T3×R3 gε dv dx,

gε|t=0 = g0,ε ≥ 0,
∫

1
ε
T3×R3 g0,ε dx dv = 1

ε3
.

(6.3.24)

We shall denote as in the 2D case

ηε :=

∫

R3

gε dv,

and define for all t ≥ 0,

V (t) := sup

{
|v|, v ∈ R3, ∃x ∈ 1

ε
T3, gε(t, x, v) > 0

}
. (6.3.25)

As before, in what follows we use the notation Lp, for p ∈ [1,+∞], will stand for

Lp
(

1
ε
T3 × R3

)
or Lp

(
1
ε
T3
)
, depending on the context.

The main goal is now to prove the following Proposition, from which we deduce

Proposition 6.3.8 by choosing t = T
ε
.

Proposition 6.3.9. Suppose that

‖fε(0)‖L∞ ≤ C0,

∫

1
ε
T3×R3

(
|v|2 + Φε(0, x)

)
fε(0, x, v) dv dx ≤ C0.

Let γ > 0. Let C0 > 0 such that for all ε ∈ (0, 1),

V (0) ≤ C0

εγ
. (6.3.26)

Then there exists C1 > 0 that for all ε ∈ (0, 1), and all t ∈ [0, T ],

V (t) ≤ max
{C0

εγ
+

[
− C1

ε32/3
+

√
C2

1

ε64/3
T 4 + 4

C1

ε32/3+γ

]
,
C0

εγ
+ T−7/2

}
. (6.3.27)

Proof of Proposition 6.3.9. Consider the usual notations for characteristics of (6.3.19)

and introduce, as in [8],

h1(t) := sup{‖ηε(s)‖L∞ , 0 ≤ s ≤ t}+ 1,

h2(t) := sup{|ξ(s, τ, x, v)− v|, 0 ≤ s, τ ≤ t, (x, v) ∈ 1

ε
T3 × R3}.
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We look for a bound on h2, which will imply the control on V (t). To this end, we crucially

rely on the key bootstrap result in the paper of Batt and Rein [8], which we recall in the

form of a lemma for the reader’s convenience.

Lemma 6.3.10 (Batt, Rein). Assume that there is C∗ > 0 and β > 0 such that

h2(t) ≤ C∗th1(t)β

then for some universal constant C > 0 (that hereafter may change from line to line),

h2(t) ≤ Ct
(
C∗ 4/3h

2β/3
1 (t) +

1

ε3

(
h

1/6
1 (t) +

1

C∗

))
, (6.3.28)

if h1(t)−β/2 ≤ t.

By using [8, Eq. (5), Section 4, p.414], there is C > 0 independent of ε such that for

all ε > 0 and t ≥ 0,

h2(t) ≤ Cth1(t)4/9. (6.3.29)

We deduce from Lemma 6.3.10 and (6.3.28) that

h2(t) ≤ C

ε3
th1(t)8/27, if h1(t)−2/9 ≤ t.

Using (6.3.28) twice, we finally obtain

h2(t) ≤ C

ε4
th1(t)16/81, if h1(t)−4/27 ≤ t

and since 32
243

< 1
6
, we get

h2(t) ≤ C

ε16/3
th1(t)1/6, if h1(t)−8/81 ≤ t,

Using the straightforward bound

h1(t) ≤ C (V (0) + h2(t))3 ,

we deduce that for all ε ∈ (0, 1) and t > 0,

h2(t) ≤ C1

ε16/3
t

(
1

εγ
+ h2(t)

)1/2

,
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if h1(t)−8/81 ≤ t. On the other hand, if h1(t)−8/81 > t then,

h1(t) <
1

t8/81
,

and thus, by (6.3.29), we get

h2(t) ≤ Ct−7/2.

We conclude that for all ε ∈ (0, 1) and t > 0,

h2(t) ≤ C max
{ 1

ε16/3
t

(
1

εγ
+ h2(t)

)1/2

, t−7/2
}
,

which yields, taking t = T ,

h2(T ) ≤ max

{
1

2

[
− C1

ε32/3
+

√
C2

1

ε64/3
T 4 + 4

C1

ε32/3+γ

]
, T−7/2

}
.

Therefore, for t ∈ [0, T ] we get

V (t) ≤ max

{
C0

εγ
+

[
− C1

ε32/3
+

√
C2

1

ε64/3
T 4 + 4

C1

ε32/3+γ

]
,
C0

εγ
+ T−7/2

}
,

which proves Proposition 6.3.9.

6.4 Proof of Theorem 6.1.3

We prove the main Theorem by a perturbation argument, relying on the Wasserstein

stability estimates of Theorem 6.3.1.

Before that, we first state a Lemma about the effect of x-dependent translations in

the velocity variable on the W1 distance.

Lemma 6.4.1. Let µ, ν be probability measures on P1(Td×Rd) and let µ̃, ν̃ be probability

measures on P1(Td × Rd) defined as follows:

< µ̃, φ(x, v) >:=< µ, φ(x, v − C(x)) > for all φ ∈ Lip (Td × Rd);

< ν̃, φ(x, v) >:=< ν, φ(x, v − C(x)) > for all φ ∈ Lip (Td × Rd).

Then

W1(µ̃, ν̃) ≤ (1 + ‖DxC‖L∞)W1(µ, ν) where DxC :=
(
∂xiCj(x)

)
0≤i,j≤d. (6.4.1)
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Proof. By the Kantorovich duality we have the following expression:

W1(µ̃, ν̃) = sup
‖ϕ‖Lip≤1

[ ∫
ϕ(x, v + C(x))d µ(x)− ϕ(x, v + C(x))d ν(x)

]
.

Let us denote ψ(x, v) = ϕ(x, v+C(x)) and computing the gradient of ψ we deduce that

‖ψ‖Lip ≤
(
1 + ‖DxC‖L∞

)
‖ϕ‖Lip ≤

(
1 + ‖DxC‖L∞

)

from which we obtain (6.4.1).

We can now proceed with the proof of Theorem 6.1.3. Let f0,ε, g0,ε, h0,ε satisfy the

hypotheses of Theorem 6.1.3. Using the same notations of the statement, we want to

show that for some T > 0,

lim
ε→0

sup
t∈[0,T ]

W1(f̃ε(t), g(t)) = 0.

In analogy with the definition of f̃ε we define

gε(t, x, v) =

∫

M
ρθε(t, x)δv=vθε (t,x) dµ(θ)

and

g̃ε(t, x, v) =

∫

M
ρθε(t, x)δv=vθε (t,x)+Cε(t,x) dµ(θ)

where Cε(t, x) := −1
i
(d+(t, x)e

it√
ε − d−(t, x)e

− it√
ε ).

We now prove the following estimate:

W1(f̃ε, g) ≤ W1(f̃ε, g̃ε) +W1(g̃ε, g). (6.4.2)

We first consider the second term in the right hand side. The uniform convergence to

0 follows from Proposition 6.1.1, and the Sobolev embedding theorem. We have indeed

for some T > 0, for all t ∈ [0, T ]:

W1(g̃ε(t), g(t)) = sup
‖ϕ‖Lip≤1

〈g̃ε − g, ϕ〉

= sup
‖ϕ‖Lip≤1

{∫

Td

∫

M
(ρθε(t, x)ϕ(x, vθε(t, x) + Cε(t, x))− ρθ(t, x)ϕ(x, vθ(t, x))) dµ(θ) dx

}

= sup
‖ϕ‖Lip≤1

{∫

Td

∫

M
ρθε(t, x)(ϕ(x, vθε(t, x) + Cε(t, x))− ϕ(x, vθ(t, x)) dµ(θ) dx

}

+ sup
‖ϕ‖Lip≤1

{∫

Td

∫

M
(ρθε(t, x)− ρθ(t, x))ϕ(x, vθ(t, x)) dµ(θ) dx

}
.
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Thus, we deduce the estimate

W1(g̃ε(t), g(t)) ≤ sup
‖ϕ‖Lip≤1

sup
ε∈(0,1), θ∈M

‖ρθε‖∞‖ϕ‖Lip

∫

M
‖vθε(t, x) + Cε(t, x)− vθ(t, x)‖∞ dµ(θ)

+ sup
‖ϕ‖Lip≤1

∫

M
‖ρθε − ρθ‖∞ dµ(θ)‖ϕ‖Lip

(
1/2 + sup

θ∈M
‖vθ(t, x)‖∞

)

+ sup
‖ϕ‖Lip≤1

{∫

Td×R

∫

M
(ρθε(t, x)− ρθ(t, x))ϕ(0, 0) dµ(θ) dx

}
.

We notice that the last term is equal to 0 since for all t ≥ 0,
∫

Td

∫

M
ρθε(t, x) dµ(θ) dx =

∫

Td

∫

M
ρθε(t, x) dµ(θ) dx = 1,

by conservation of the total mass. Considering the supremum in time, we see that the

other two terms converge to 0, using (6.1.6), so that we get

lim
ε→0

sup
t∈[0,T ]

W1(g̃ε, g) = 0.

We thus focus on the first term of the right hand side of (6.4.2). First we use Lemma

6.4.1 to see that

W1(f̃ε, g̃ε) ≤ (1 + ‖DxCε(t, x)‖L∞)W1(fε, gε).

Observe from the definition of the corrector Cε, there is CT > 0 independent from ε such

that for all t ∈ [0, T ],

‖DxCε(t, ·)‖L∞ ≤ CT .

We therefore have to study W1(fε, gε). We first use the rough bound

W1(fε, gε) ≤ W2(fε, gε),

then use Theorem 6.3.1 to get the estimate

sup
t∈[0,T ]

W2(fε, gε) ≤ 16 d exp

{
log

(
ϕ(ε)

16 d

)
exp

[
C0T

1

ε2

(
1 + ‖ρfε‖L∞([0,T ];L∞x ) + ‖ρgε‖L∞([0,T ];L∞x )

)]}
,

where

ρfε :=

∫

Rd
fε dv, ρgε =

∫

M
ρθε dµ(θ).

Recalling (6.1.6), we have for some C > 0 independent of ε that

‖ρgε‖L∞([0,T ];L∞x ) ≤ C.

For what concerns ρfε we apply
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• in two dimensions, (6.3.10) in Proposition 6.3.3 to infer that for all β > 2, there is

some Cβ > 0 independent of ε such that

‖ρε‖∞ ≤
Cβ

ε2 max{β,γ} ;

• in three dimensions, (6.3.23) in Proposition 6.3.8 to infer that for some C > 0

independent of ε such that

‖ρε‖∞ ≤
C

εmax{38,3γ} .

We deduce that choosing

• in two dimensions, ϕ(ε) = exp
[
exp

(
− K
ε2(1+max(β,γ))

)]
, for some constant K > 0;

• in three dimensions, ϕ(ε) = exp
[
exp

(
− K
ε2+max(38,3γ))

)]
, for some constant K > 0,

up to take a smaller time interval of convergence [0, T ],

lim
ε→0

sup
t∈[0,T ]

W2(fε, gε) = 0.

We conclude that

lim
ε→0

sup
t∈[0,T ]

W1(f̃ε, g) = 0

and the proof of Theorem 6.1.3 is complete.



Appendix A

Jacobi fields

Given an n-dimensional C∞ differentiable manifolds M, for each x ∈ M we denote

by TxM the tangent space to M at x, and by TM := ∪x∈M({x} × TxM) the whole

tangent bundle ofM. On each tangent space TxM, we assume that is given a symmetric

positive definite quadratic form gx : TxM× TxM → R which depends smoothly on x;

g = (gx)x∈M is called a Riemannian metric, and (M, g) is a Riemannian manifold.

A Riemannian metric defines a scalar product and a norm on each tangent space: for

each v, w ∈ TxM
〈v, w〉x := gx(v, w), |v|x :=

√
gx(v, v).

Let U be an open subset of Rn and Φ : U → Φ(U) = V ⊂ M a chart. Given x =

Φ(x1, . . . , xn) ∈ V , the vectors ∂
∂xi

:= ∂Φ
∂xi

(x1, . . . , xn), i = 1, . . . , n, constitute a basis of

TxM: any v ∈ TxM can be written as v =
∑n

i=1 v
i ∂
∂xi

. We can use this chart to write

our metric g in coordinates inside V :

gx(v, v) =
n∑

i,j=1

gx

(
∂

∂xi
,
∂

∂xj

)
vivj =

n∑

i,j=1

gij(x)vivj,

where by definition gij(x) := gx
(
∂
∂xi
, ∂
∂xj

)
. We also denote by gij the coordinates of the

inverse of g: gij = (gij)
−1; more precisely,

∑
j g

ijgjk = δik, where δik denotes Kronecker’s

delta:

δik =

{
1 if i = k,

0 if i 6= k.

In the sequel we will use these coordinates to perform many computations. Ein-

stein’s convention of summation over repeated indices will be used systematically: akb
k =∑

k akb
k, gijv

ivj =
∑

i,j gijv
ivj, etc.

195
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On a Riemannian manifold, constant-speed minimizing geodesics satisfy a second

order differential equation:

γ̈k + Γkij γ̇
iγ̇j = 0, (A.0.1)

where Γkij are the Christoffel symbols defined by

Γkij =
1

2
gk`
(
∂gj`
∂xi

+
∂gi`
∂xj
− ∂gij
∂x`

)
.

Let us consider a family (γθ)−ε≤θ≤ε of constant-speed geodesics γθ : [0, 1] → M.

Then, for each t ∈ [0, 1], we can consider the vector field

J(t) :=
∂

∂θ

∣∣∣∣
θ=0

γθ(t) ∈ Tγ(t)M.

The vector field J is called a Jacobi field along γ = γ0. By differentiating the geodesic

equations with respect to θ, we get a second order differential equation for J :

∂

∂θ

(
γ̈kθ + Γkij(γθ)γ̇

i
θγ̇

j
θ

)
= 0

gives

J̈k +
∂Γkij
∂x`

J `γ̇iγ̇j + 2ΓkijJ̇
iγ̇j = 0.

This complicated equation takes a nicer form if we choose time-dependent coordinates

determined by a moving orthonormal basis {e1(t), . . . , en(t)} of Tγ(t)M, such that

ėk` (t) + Γkij(γ(t))ei`(t)γ̇
j(t) = 0

(in this case, we say that the basis is parallel transported along γ). With this choice of

the basis, defining J i(t) := 〈J(t), ei(t)〉γ(t) we get

J̈i(t) +Rj
i (t)Jj(t) = 0.

For our purposes it suffices to know that Rj
i is a symmetric matrix; in fact one can show

that Rj
i (t) = 〈Riem(γ̇, ei) · γ̇, ej〉, where Riem denotes the Riemann tensor of (M, g).

We now write the Jacobi equation in matrix form: let J(t) = (J1(t), . . . , Jn(t)) be

a matrix of Jacobi fields, and define Jij(t) := 〈Ji(t), ej(t)〉γ(t), with {e1(t), . . . , en(t)}
parallel transported as before. Then

J̈(t) +R(t)J(t) = 0,
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where R(t) is a symmetrix matrix involving derivatives of the metric gij(γ(t)) up to the

second order, and such that (up to identification) R(t)γ̇(t) = 0.

Now, fix a point x0 ∈ M, consider v, w ∈ Sd−1 ⊂ Tx0M with v ⊥ w, and consider

the family of geodesics

γθ(t) := expx0

(
t(v + θw)

)
.

Then

J(t) :=
∂

∂θ

∣∣∣∣
θ=0

γθ(t) = dtv expx0
[tw],

and J(t) solves (in a suitable system of coordinates)





J̈i(t) +Rj
i (t)Jj(t) = 0,

J(0) = 0,

J̇(0) = w.

This fact shows the relation between the differential of the exponential map and the

Jacobi fields, and it is at the basis of the proof of Rauch Comparison Theorem [73,

Theorem 11.9] which was used in Section 3.1 to prove Corollary 3.1.6. Indeed, the rough

idea is that if the sectional curvature ofM is bounded by −K (K ≥ 0) then (since w is

orthogonal to the velocity v of the geodesic γ0(t) = expx0
(tv)) the solutions of the above

system is controlled by the solutions of





J̈Ki (t) +KJKi (t) = 0,

JK(0) = 0,

J̇K(0) = w,

which is simply w sinh(Kt)
K

. More precisely, since |w| = 1, one gets (see for instance [73,

Theorem 11.9])

|J(t)| ≤ |JK(t)| = sinh(Kt)

K
,

which implies the control Ax0(r) ≤ sinh(Kr)
K

, where Ax0 is the quantity defined (3.1.5).
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equations. Ž. Vyčisl. Mat. i Mat. Fiz., 15:136–147, 276, 1975.

[8] J. Batt and G. Rein. Global classical solutions of the periodic Vlasov-Poisson system

in three dimensions. C. R. Acad. Sci. Paris Sér. I Math., 313(6):411–416, 1991.

[9] V. Barbu. Nonlinear differential equations of monotone type in Banach spaces.

Springer Monographs in Mathematics, Springer, New York, 2010.

199



200 Bibliography

[10] J. Binney and S. Tremaine. Galactic Dynamics. Princeton: Princeton University

Press, 1987.

[11] A. Bohun, F. Bouchut, and G. Crippa. Lagrangian solutions to the Vlasov-Poisson

equation with L1 density. Preprint, 2014.

[12] C. Boldrighini. Macroscopic limits of microscopic systems. Rend. Mat. Appl. (7),

16(1):1–107, 1996.

[13] M. Bonforte, J.L. Vazquez, Positivity, local smoothing, and Harnack inequalities for

very fast diffusion equations, Advances in Math. 223 (2010), 529578.
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[15] G. Bouchitté, C. Jimenez, and R. Mahadevan. Asymptotic analysis of a class of

optimal location problems. J. Math. Pures Appl. (9), 95(4):382–419, 2011.

[16] F. Bouchut, F. Golse, and M. Pulvirenti. Kinetic Equations and Asymptotic The-

ory. L. Desvillettes et B. Perthame eds. Series in Applied Mathematics, 4. Gauthier-
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