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ABSTRACT

Vortex Methods are a class of particle approximation of the Euler and the
Navier-Stokes equation written in vorticity formalism. Their main advantages
are the discretization of only the rotational part of the fluid, the use of an
integral representation of the velocity field to exactly enforce the boundary
condition at infinity. The use of a Lagrangian formulation also makes these
methods not influenced by the discretization used.

The weak point of Lagrangian Vortex Methods is the excessive clustering or
rarefaction of the vortex particles during their evolution, caused by Lagrangian
distortion. To compensate this problem several methods have been introduced
in order to redistribute particles over a regular distribution of points.

This work presents a new vortex method called Diffused Vortex Hydrody-
namic (DVH). The DVH is a two dimensional particle vortex method in which
is not necessary the use of any remeshing method tanks to the introduction of
“Regular Point Distribution” (RPD) in the diffusion process. The velocity of
the vortex particles is evaluated using a Fast Multipole Method.

The DVH can be applied to perform high Reynolds simulations of flows
around bodies with arbitrary shapes thanks to the use of RPDs and to the
introduction of a so called visibility mask to perform diffusion in presence of
bodies with edges such as squared cylinders or airfoils.

A RPD is a set of equispaced points without any topological connection.
During the diffusion process each vortex gives its diffusive contribution to
RPDs nodes using the fundamental solution of the heat equation, after the
diffusion of all vortices a new set of regularly spaced particles is generated at
the RPDs nodes location, substituting the former one. This procedure avoids
the formation of holes and accumulations in the vorticity distribution without
the use of any remeshing method.

In the region close to solid bodies RPDs are generated using the packing
algorithm described in Colagrossi et al. (2012), this algorithm adapt the dis-
tribution of points to the body contour allowing to treat flows around bodies
with complex geometry. Far from the solid surfaces simple Cartesian lattices,
with different size according to the distance from the body, can be used with
the same function of RPDs. In the DVH model, all the different RPDs can
overlap each other and can be characterized by different spatial resolutions. In
this way it is possible to reduce the number of vortices generated during the
evolution while maintaining high resolution where necessary.
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The DVH method is tested on a series of different problems ranging from
the evolution of vorticity distribution in free space to flows in presence of bluff
bodies with different shapes.

The evolution of vorticity distribution in free space is simulated to better con-
trol the errors made in the diffusive and in the advective step respectively. Two
classical problems are considered: the Lamb-Oseen problem and the merger
of a pair of co-rotating vortices. The results are compared with that obtained
with a SPH solver.

A large series of flows around bluff bodies is simulated, ranging from cir-
cular and elliptical cylinders to body with edges such as airfoils. The results
obtained will be compared with the ones present in the literature.

An example of the ability of DVH to perform high Reynolds simulations is
given by the simulations of he flow past an impulsively started cylinder up to
Re = 50000 and Re = 100000. These last results are, to our knowledge, the
cylinder wakes with the highest Reynolds number simulated without using
any turbulence models.

As an example of the use of the packing algorithm to generate RPDs around
bodies with complex geometry, the flow around a smooth body with a cavity
is also simulated for various angles of attack, in such a way to study the effect
of the cavity on the lift and drag coefficient of the body and on the wake
formation.

The DVH is suitable to simulate fluid flows around non-smooth bodies. In
this case flow around squares, rectangles and airfoils with various angles of at-
tack is simulated and the results are compared with those found in literature.
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1 INTRODUCT ION

1.1 MOTIVATIONS AND BACKGROUNDS
Particle models is a generic term for the class of simulation models based on
a discrete representation of a physical system involving the use of interacting
particles. Each particle carries its own physical attributes such as position,
mass, charge, velocity and/or vorticity. The state of the physical system is
defined by the attributes of a finite ensemble of particles and the evolution
of the whole system is determined by the laws of interactions of the particles.
These methods can be applied to a wide range of physical problems, from
astrophysics to naval engineering, from the physics of plasma to chemistry.

One of the major fields of application of the particle models is the study of
hydrodynamical problems. The Lagrangian form of the Navier-Stokes equa-
tion allows the use of particle methods, replacing differential operators with
integral one discretized over the particle locations.

Over the years two particle methods have become popular to simulate fluid
flows: the Vortex Methods (VMs) and the Smoothed Particle Hydrodynamics
(SPH).

The Smoothed Particle Hydrodynamics is a particle method that has been
introduced by Lucy (1977) to simulate astronomical problems and then devel-
oped by Monaghan (see e.g Monaghan (1992)) whom first applied it to fluid
mechanics to simulate free-surface inviscid flows (Monaghan (1994)).

The basic idea of the method is to discretize the whole fluid domain into
(smooth) particles where each particle is associated to a symmetric, regular,
non-negative function that emulate its mass distribution. This method simu-
lates the motion of the considered fluid and can solve problems related to free
surfaces or multi-phase flows, such as breaking and fragmentation phenom-
ena.

VM is a particle approximation of the Euler and the Navier-Stokes equation
written in vorticity formalism. First used by Rosenhead (1931) in his study of
vortex sheet motion in a constant density inviscid fluid, was then developed
by researchers such as Chorin (1978), Leonard (1980), Liu and Doorly (2000),
Mas-Gallic (1987), Shankar and Dommelen (1996).

The main advantages of VM are:

• discretizing only the rotational part of the fluid, reserving computational
resources where ω , 0;
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2 INTRODUCTION

• using an integral representation of the velocity field to exactly enforce
the boundary condition at infinity;

• using a Lagrangian formulation, the method is not influenced by the
discretization used.

The weak point of Lagrangian Vortex Methods is the excessive clustering or
rarefaction of the vortex particles during their evolution, caused by Lagrangian
distortion. To compensate this problem several methods have been introduced
in order to redistribute particles over a regular distribution of points, such as
interpolating the vorticity distribution over a regular mesh. All these methods
introduced an artificial viscosity into the fluid.

This work presents a new vortex method called Diffused Vortex Hydrody-
namic (DVH). The DVH is a two dimensional particle vortex method in which
is not necessary the use of any remeshing method tanks to the introduction of
“Regular Point Distribution” (RPD) in the diffusion process. The DVH can be
applied to perform high Reynolds simulations of flows around bodies with ar-
bitrary shapes thanks to the use of RPDs and to the introduction of a so called
visibility mask to perform diffusion in presence of bodies with edges such as
squared cylinders or airfoils.

A RPD is a set of equispaced points without any topological connection.
During the diffusion process each vortex gives its diffusive contribution to
RPDs nodes using the fundamental solution of the heat equation, after the
diffusion of all vortices a new set of regularly spaced particles is generated at
the RPDs nodes location, substituting the former one. This procedure avoids
the formation of holes and accumulations in the vorticity distribution without
the use of any remeshing method.

In the region close to solid bodies RPDs are generated using the packing
algorithm described in Colagrossi et al. (2012), this algorithm adapt the dis-
tribution of points to the body contour allowing to treat flows around bodies
with complex geometry. This algorithm is very fast and efficient, and, since it
is based on particle-dynamic interactions, it can be directly embedded in the
same code.

Far from the solid surfaces simple Cartesian lattices, with different size ac-
cording to the distance from the body, can be used with the same function
of RPDs. In the DVH model, all the different RPDs can overlap each other
and can be characterized by different spatial resolutions, starting from the
highest resolution one placed in the boundary layer region, to the coarser one
placed far away from the body. In this way it is possible to reduce the number
of vortices generated during the evolution while maintaining high resolution
where necessary allowing for the simulations of long complex wakes at high
Reynolds number.

An example of the ability of DVH to perform high Reynolds simulations is
given by the simulations of he flow past an impulsively started cylinder up to
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Re = 50000 and Re = 100000. These last results are, to our knowledge, the
cylinder wakes with the highest Reynolds number simulated without using
any turbulence models.

As an example of the use of the packing algorithm to generate RPDs around
bodies with complex geometry, the flow around a smooth body with a cavity
is also simulated for various angles of attack, in such a way to study the effect
of the cavity on the lift and drag coefficient of the body and on the wake
formation.

The DVH is suitable to simulate fluid flows around non-smooth bodies. In
this case flow around squares, rectangles and airfoils with various angles of
attack is simulated and the results are compared with those found in literature.

The evolution of vorticity distribution in free space is also simulated to bet-
ter control the errors made in the diffusive and in the advective step respec-
tively. Two classical problems are considered: the Lamb-Oseen problem and
the merger of a pair of co-rotating vortices and the results are compared with
that obtained with a SPH solver.

1.2 STRUCTURE OF THE THESIS
The thesis is formally divided into three parts. In the first one a comprehensive
state-of-the art regarding Vortex Methods in terms of the vorticity discretiza-
tion and the methods used to evaluate advection and diffusion of the vortices
is presented (chapter 2), toghether with a brief description of the Diffused
Vortex Hydrodynamics (chapter 3).

In the second part a detailed description of the computational methods used
in the present work is given. In chapter 4 a detailed description of the DVH
method is given, starting from the governing equation to the discretized one.
Because also SPH is used in some simulations, chapter 5 is devoted to the
description of the theory of this method. Because a wide use of RPDs is made
through all the simualtions presented, a description of the generation of these
ensemble of points is given in chapter 6.

The last part of the thesis contains all the numerical results obtained and
is divided into three sections. In the first part (section 7) are presented the
simulations of vorticity distribution in free space with the comparison with the
SPH solver. Section 8 contains the results obtained simulating the flow past
smooth bodies with various geometries at various Reynolds numbers, while
in section 9 the simulations of flow past bodies with edges are presented.
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1.3 MAJOR FINDINGS
In this work the Diffused Vortex Method is tested against various problem
and compared with SPH simulations and results present in literature. The
problems can be divided in two categories: the evolution of vorticity distribu-
tions in free space and the flow past bluff bodies. The latter category is divided
into two main parts: the study of the flow past regular bluff bodies (circular,
elliptic and C-shaped cylinders) and the study of the flow past bodies with
edges (squares, rectangles and airfoils).

Vorticity distribution in free space: Lamb-Oseen problem
The evolution of a Gaussian distribution of vorticity is studied, the results are
compared with the exact solution available for the problem and the error on
the vorticity and velocity distribution are evaluated.

A first series of simulations without advection is performed so to better
control the error coming from the solution of the diffusive step, this test corre-
sponds to the limit Re→ 0. The errors on the vorticity distributions shows that
varying the spatial resolution is possible to find two distinct regimes: a first
one for low spatial resolutions where the error reduces and a second one, for
higher resolutions, where the error remains constant. This behaviour is typical
of meshless methods.

A second series of simulations is performed for various Reynolds number
considering also advection. The error on the vorticity field increases with the
Reynolds number, as expected, while the error on the velocity field shows an
almost constant convergence ratio.

The same simulations were also performed with a SPH solver and the results
were compared.

Figure 1.1: Left: Maximum relative maximum error over vorticity as function of L/Rd
for various ratio Rd/∆r and ξ = 10−5. Center: Maximum relative error
over vorticity as function of L/Rd for various Reynolds numbers and fixed
ratio Rd/∆r. Right: Relative maximum error over velocity as function of
L/Rd for various Reynolds numbers and fixed ratio Rd/∆r.
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Vorticity distribution in free space: Merger of a pair of co-rotating vortices
The evolution of a pair of co-rotating vortices is studied for various Reynolds
numbers. A convergence result is shown for Re = 18850 evaluating errors
on the second momentum of the vorticity field and the excess energy show-
ing an almost constant rate of convergence. The same simulations were also
performed with a SPH solver and the results were compared.

Figure 1.2: Merging of a pair of co-rotating vorticity patches. Left: Errors on the
second momentum of vorticity field and the excess energy. Right: Vorticity
field at time tω0 = 50.0.

Regular bluff bodies: circular cylinders
The flow past circular cylinder at Re = 9500 is simulated and the results
obtained (drag coefficients) are compared with Koumoutsakos and Leonard
(1995) showing good agreement. Due to the computational resources now
available we are able to simulate a much longer evolution respect to Koumout-
sakos and Leonard (1995). The evolution of the flow at higher Reynolds num-
bers, up to Re = 100000, is also simulated. We were not able to find in the liter-
ature numerical solutions at the two highest Reynolds numbers presented here
(without using any turbulence models). Therefore we think that the presented
results can be useful also for other readers who need to test numerical solvers
at these viscosity levels. Covering a such wide range of Reynolds numbers a
plot of the time averaged drag coefficient at various Re is possible showing
good agreement with the results in Singh and Mittal (2005).

Regular bluff bodies: elliptic cylinders up to Re = 10000
The flow past an inclined elliptic thin cylinder (axis ratio 0.1) is simulated for
Reynolds numbers up to 3000 to show the variations in the wake formation.
For Re = 3000 a comparison with results present in literature is also possible
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Figure 1.3: Flow around an impulsively started circular cylinder: vorticity field at
time tU/D = 4.Left: Re = 50000. Right: Re = 100000.

(Nair and Sengupta (1997) and Huang and Huang (2013)). The flow past an
inclined elliptic cylinder (axis ratio 0.25) at Re = 10000 is also simulated and
the results are compared with Nair and Sengupta (1997). A convergence result
is obtained with an inclined elliptic cylinder (axis ratio 0.4) at Re = 500. The
convergence is evaluated on the drag coefficient evaluating a convergence ratio
of about 2. For this case a comparison with SPH is also possible.

Regular bluff bodies: C-shaped cylinders

To test the DVH method with body of more general shape a smooth body
composed by four semicircles (resembling a “C”) is used. The simulations are
performed at Re = 2000 with various angle of attack, showing the effect of a
body with cavity in the wake formation and on the lift and drag coefficient.

Figure 1.4: Evolution of the vorticity field for c/∆r = 1000 for an elliptical cylinder
(axis ratio 0.25, α = 30◦) at Re = 10000. Left: enlarged view close to the
body. Right: wake field.
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Figure 1.5: Flow around a C-Shape body at Re = 2000 with α = 0◦: evolution of the
vorticity field past the body

Bluff bodies with edges: squares and rectangles
A series of simulations at Re = 200 using squares and rectangles at various
angle of attack is performed to test the new diffusion algorithm in presence of
bodies with edges. The results are compared with Steggel (1998).

Figure 1.6: Vorticity field for a squared cylinder at Re = 200

Bluff bodies with edges: airfoils
The flow past an inclined (angle of attack alpha = 4◦) NACA0008 profile
is simulated for two different Reynolds numbers Re = 2000 and RE = 6000,
comparing the results with those present in literature (Mittal et al. (2008)).

Figure 1.7: Vorticity field for NACA0008 profile with angle of attack α = 4◦ and
Re = 2000
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Bluff bodies with edges: waterline of a DDG51 hull
A two dimensional simulation of the water line of a hull DDG51 has been
performed at Re = 100000. The ship is supposed to advance with a steady
drift angle α = 30◦, with a low Froude number Fr = 0.01 in order to guarantee
that the free surface remains unperturbed (no ship waves generation) as may
happen for a ship maneuvering in a harbour.

This case is of great interest as an example of the complex vorticity field
generated by norrow object at an high Reynolds number.

Figure 1.8: Vorticity field generated by the waterline of a DDG51 shiphull advancing
with a steady drift angle α = 30◦ at a low Froude number Fr = 0.01
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VORTEX PART IC LE METHODS





2 VORTEX METHOD STATE OF ART

The first simulation made using a particle vortex method was made by Rosen-
head (1931). He studied the motion of a vortex sheet at the interface of discon-
tinuity in the velocity field inside an inviscid fluid of given density. A great
improvement in the development of the method was given by Chorin (1973)
with the introduction of the operator splitting technique in which the evolution
of the vorticity field described by the Navier-Stokes equation, is divided into
two steps. In the first step the fluid is considered inviscid and the evolution
of the vorticity field is governed by the Euler equation. In the second step the
velocity of the fluid is neglected and the vorticity undergo a diffusion process
governed by the heat equation.

Since then a great number of different vortex methods have been used and
they can be described using three main categories:

• vorticity field discretization;

• velocity field evaluation;

• solution of the heat eqaution.

A brief description of the existing vortex methods will be given in the fol-
lowing sections using the above categories. Since vortex methods are based on
a Lagrangian formulation, he vorticity distribution is affected by a spatial dete-
rioration in which the vortex elements (composing the discrete vorticity field)
are brought afar from each other during the simulation, creating rarefaction
and clusterization in the vorticity distribution. To avoid this problem

in such a way to describe DVH using the existing categories and giving a
short explanation of the method itself. Detailed description of DVH method
will be given in section 4.

Because the DVH will be also used to study vorticity generation and wake
evolution in flow past bluff bodies, section 3.2.4 is dedicated to the explanation
of the enforcement of the no slip boundary condition and the vorticity genera-
tion at boundaries. To avoid this problem many different methods,depending
on the discretization technique adopted, have been introduced. In section 2.4
will be given a description of the most used methods.

A more detailed work regarding the state of art about vortex methods can
be found in Stock (2007).

11



12 VORTEX METHOD STATE OF ART

2.1 VORTICITY DISCRETIZATION
2.1.1 Vortex particle method
The first simulation made using a particle vortex method was made by Rosen-
head (1931) to study the motion of a vortex sheet at the interface of disconti-
nuity in the velocity field inside an inviscid fluid of given density.

In the method proposed by Rosenhead the vorticity distribution is described
as:

ω =

N∑

i=1

Γiδri(dr)

where δ is the two dimensional Dirac delta distribution and Γi is the circulation
of each vortex.

In absence of boundaries the velocity field, for an inviscid flow in a 2D
framework, can be calculated using the Biot-Savart equation:

u(ri, t) = −
1

2π

N∑

j=1

Γj(t)
e3 × (ri − rj)

|ri − rj|2

then the evolution of the vorticity field is obtained by displacing the vortex
particles by:

dri
dt

= u(ri, t).

being ri the position of the i-th vortex particle.
The singular nature of both the point vortex discretization and of the Biot-

Savart kernel may lead to chaotic behaviours in the vortex evolution and, in
general, such a scheme may not lead to a convergent solution.

To solve this problem one can either desingularize the point vortex distibu-
tion using the so called vortex blob method, or desingularize the Biot-Savart
kernel. Although these two methods use different assumptions, they lead to
the same result: the well posedness of the vortex sheet.

Following Leonard (1980), in the vortex blob method the vorticity is de-
scribed as follows

ω(r) =
N∑

i=1

Γi

∫
W

(i)
ε (r − z)δri(dz) =

N∑

i=1

ΓiW
(i)
ε (r − ri)

where W(i)
ε is the normalized distribution of a vortex located in ri:

W
(i)
ε (y) =

1

ε2i
W

(
|y|
εi

)

where f is a function common to all vortices. Clearly the factor ε can be
regarded as the core radius of the blob.
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Thus the velocity field can be calculated in the following way

u(ri, t) =
N∑

j=1

ΓjKε(ri, rj)

where
Kε(ri, rj) =

∫
K(ri, z)W(j)

ε (z − rj)dz.

A comprehensive discussion about vortex particle and vortex blob method
can be found in Leonard (1980).

2.1.2 Vortex sheet method
Following Cottet and Koumoutsakos (2000) and Agishtein and Migdal (1989),
a vortex sheet is a distribution of vorticity concentrated on a surface for a three
dimensional flow (or a curve for a two dimensional flow). Consider now the
surface γ(ξ) with ξ = (ξ1, ξ2) ∈ Π, Π ⊂ R2 on which is defined the normal
vector n(ξ, t). We can then consider a distribution of vorticity concentrated on
the surface γ(ξ), i.e. ω(ξ) = α(ξ)δ(γ(ξ)), where α(ξ) is the intensity of the
vortex distribution and δ is the three dimensional Dirac delta function.

The evolution of the vortex distribution is then determined by the motion of
the surface γ(ξ)

∂γ

∂t
= u(γ(ξ), t).

On the vortex sheet surface the velocity field presents a discontinuity in the
component tangent to the vortex sheet itself. Calling u(r+, t) and u(r−, t) the
tangent components of the velocity field evaluated on the two side of the vortex
sheet itself (r+ and r− respectively), it is possible to define the discontinuity in
the velocity field of the following way

δu = u(r+, t) − u(r−, t).

It is now easy to see that the function α(ξ) gives a measure of this disconti-
nuity, in fact:

α(ξ) =

∫ξ

ξ0

δu(ξ ′)dξ ′ (2.1)

where ξ0 and ξ are two points on the vortex sheet. The shape of the contour
used in the integral of eq- (2.1) is no relevant because the curl of the integrand
vanishes. In fact because the vorticity is present only on the surface γ every
integral

∮
udξ on every closed curve not intersecting the surface vanishes, thus

the above expression represents the circulation along a loop intersecting the
surface γ. It is possible deform this loop as long as it does not intersect the
surface in more than two points, making the loop integral a function of the
intersection points only rather than a functional of the loop.
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The vortex sheet can be discretized in various ways. Many researchers rep-
resented it as a collection of filaments or particles but the first to use a three
dimensional vortex method based on vortex sheets were Agishtein and Migdal
Agishtein and Migdal (1989) where they discretize the vortex sheet using flat
triangles.

In both particle and sheet vortex method one must discretize a distribution
of vorticity into points, each carrying its own circulation, but while in the first
one there is no topological connection between points, in the latter one these
connections must be preserved during the motion of the vortex sheet.

Many authors also used discretized vortex sheet elements in the computa-
tion of two and three dimensional boundary-layer flows to track vorticity dif-
fusion into the fluid, the first being Chorin (1978) followed by Bernard (1995),
Bernard (1996) and Gharakhani and Ghoniem (1997).

2.1.3 Vortex filament method
A possible generalization of the two dimensional vortex blob method to three
dimensions is the use of a collection of vortex tubes or filaments to discretize
the vorticity field.

By Kelvin’s theorem the circulation of the i-th filament is given by

Γi =

∫
ωdA (2.2)

where the integral is extended over the core of the filament. If the fluid is
considered inviscid and with constant density the circulation Γi is constant in
time and the filament moves as a material line.

Following Cottet and Koumoutsakos (2000) and Leonard (1980) a vortex
filament is then a vorticity field that is concentrated on a curve that is either
closed or extending to infinity. Its direction is given by the local tangent on
each point of the curve and its strength is given by the vorticity flux across a
cross section of the filament. For a collection of vortex filaments one can think
in terms of centerlines of vortex tubes, with longitudinal walls parallel to the
vorticity field and centered around each filament.

For a single space curve Ci a vorticity field concentrated on it takes the
following form

ωi(r) = Γi
∫

Ci

Wε(r − ri(s))
∂ri
∂s
ds, ∀r ∈ R3

where Γ is the circulation of the filament, ri(s) is the space curve parametrized
by the arc length s andWε is a smooth approximation of the three dimensional
Dirac delta function such that

∫
Wε(r)dr = 1 (2.3)
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and

Wε(|r − r ′|) =
1

ε3
W

(
|r − r ′|
ε

)
. (2.4)

The vorticity field generated by a set of N vortex filaments is given by

ω(r) =
N∑

i=1

ωi(r) =
N∑

i=1

Γi

∫
Wε(r − ri(s))

∂ri
∂s
ds. (2.5)

and the velocity field induced by this vorticity distribution can be calculated
as

u(r) = −
1

4π

∫
[r − r ′]×ω(r ′, t)

|r − r ′|3
dr ′ +∇φ (2.6)

where φ is the velocity potential induced by the presence of solid walls within
the fluid domain.

Substituting now the eq. (2.5) in the Biot-Savart integral of eq. (2.6) is
possible to obtain the following expression:

u(r) = −
1

4π

N∑

i=1

Γi

∫
|r − ri(s, t)|× (∂ri/∂s)q(|r − ri|/ε)

|r − ri(s, t)|3
ds (2.7)

where
q(x) = 4π

∫x

0

f(z)z2dz. (2.8)

As for the vortex sheet, the vortex filaments are discretized into connected
points. Early filamnets methods used straight lines to connect these points but
higher order splines have been used like the third order splines introduced by
Ashurst and Meiburg (1988).

A particular problem arises in filament methods when a number of closely
packed filaments are used to represent large vorticity distributions, in this case
in finite time these structures will thin in the direction normal to the filament
axes (see e.g. Martin and Meiburg (1991), Sakajo (2001)). Solution to this
problem involves remeshing techniques that will be briefly treated in section
2.4.

2.2 VELOCITY FIELD EVALUATION
As we have seen in the previous sections the vorticity field for a vortex method
is represented by a collection of vorticity elements (particles, filaments or
sheets) that are moved according to the velocity field generated by the dis-
tribution of vorticity itself and by the presence of solid boundaries within the
fluid domain, namely

u(r) =
∫

K(r, r ′)ω(r ′, t)dr ′ +∇φ
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where φ is the velocity potential induced by the presence of solid walls within
the fluid domain and K(r, r ′) is given by

K(r, r ′) = ∇⊥G(r, r ′); G(r, r ′) =
1

2π
ln |r − r ′|.

In the following sections we will briefly describe the most used methods to
evaluate the Biot-Savart integrals: direct evaluation of the Biot-Savart integral,
Fast Multiple Method and Vortex-in-Cell method.

2.2.1 Biot-Savart integral and Fast Multipole Method
The velocity field quantified by the Biot-Savart law is:

u(r, t) =
∫

K(r, r ′)ω(r ′, t)dr ′.

If, for example, we are using a vortex particle method to describe the vorticity
field, i.e.

ω =

N∑

j=1

Γjδrj(dr) (2.9)

the discretized Biot-Savart law then reads

u(ri, t) =
N∑

j=1

ΓjK(ri, rj) (2.10)

where ri is the position of the i-th vortex.
Using directly eq. (2.10) to evaluate the velocity field would lead, for ev-

ery time step, to an operation count of order O(N2), being N the number of
vortices in the computational domain.

The speed up of this summation is one of the major issue in creating an
efficient and accurate vortex method. A simple way to increase the efficiency
of the Biot-Savart velocity evaluation is to use parallel algorithms (Sethian et al.
(1992), Gharakhani and Ghoniem (1996)) but it would only produce a linear
speed-up.

Other methods to speed up the evaluation of the velocity field are the use of
long range cut-off to ignore the influence of far vortices on the velocity of the
considered one (see e.g. Chorin (1981)).

Another common method used to increase the computational efficiency of
the evaluation of the Biot-Savart integral is the use of treecode/fast multipole
methods. In this case the computational domain is recursively divided into
panels, until every panel contains, at most, a fixed number of vortices. While
constructing the domain subdivisions, the panels are given a hyerarchical tree
structure.
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Running through the panels the velocity of each vortex will be calculated
using the Biot-Savart integrals to account for the interaction with the vortices
in the nearest neighbours of the actual panel, while the effect of the other
vortices will be approximated using a multipole expansion.

2.2.2 Vortex Particle-in-Cell method
The first Particle-In-Cell (PIC) method was used for hydrodynamic problems
by Evans et al. (1957), since then PIC methods have been widely used by many
researchers giving birth to the Cloud-In-Cell, introduced by Birdsall and Fuss
(1997) for plasma particle flows.

Following Liu and Doorly (2000), in PIC method the vorticity distribution is
discretized into particles and placed inside a temporary Eulerian mesh. The
strength of each particle is then interpolated on the mesh points and the con-
tribution summed to obtain the vorticity distribution on the grid nodes. At
this step the velocity field is evaluated on the Eulerian mesh by solving the
following Poisson equation:

∆u = −∇×ω (2.11)

where ω = (ω1,ω2,ω3) in 3D or ω = ωe3 for 2D problems.
The velocity field on the Eulerian mesh ug is then interpolated over the

particles to find the velocity of each vortex ui then each vortex is displaced
according to the following equation

dri
dt

= ui (2.12)

where ri is the position of the i-th vortex.
After the advection, the particle strength of each vortex is again interpolated

over the Eulerian grid to obtain a new distribution of vorticity over the mesh
nodes and solve the following equation

∂ω

∂t
= ω · ∇u + ν∆ω. (2.13)

For 2D problems the previous equation reduces to the heat equation for the
vorticity field

∂ω

∂t
= ν∆ω. (2.14)

The solution obtained for the vorticity field must now be back interpolated
over the particles to obtain the updated vorticity distribution.

The advantage of this method is that the only requirement needed is that
the velocity must be divergence free, on the other and other than the errors
coming from the solution of the Poissons equations there is another source of
errors that is the interpolation procedure.



18 VORTEX METHOD STATE OF ART

2.3 DIFFUSION
Using the operator splitting scheme introduced by Chorin (1973) the advection
and the diffusion of the vorticity field are treated separately. During the diffu-
sion the fluid velocity is neglected while the diffusion of the vorticity field is
accounted by solving the following equation

∂ω

∂t
(r, t) = ν∆ω

where ν is the cinematic viscosity of the fluid.
In this section we will briefly describe the most used methods adopted to

solve the heat eqaution.

2.3.1 Random walk
The random vortex method was introduced by Chorin (1978) and is based on
the use of the operator splitting technique together with a solution of the heat
equation obtained using a stochastic interpretation of the diffusion process.

In fact beingω a weak solution of the Navier-Stokes equation it is possible to
define a stochastic process r as a solution of the following stochastic differential
equation

dr(t) = u(r(t), t)dt+
√
2νdwt (2.15)

where u is the velocity field given by the Biot-Savart integral

u(r, t) =
∫

K(r, r ′)ω(r ′, t)dr ′ (2.16)

and wt is a Wiener process.
Discretizing the vorticity field into particles gives a stochastic equation for

the motion of each vortex

dri(t) =
N∑

j=1

ΓjK(ri, rj) +
√
2νdwi(t) (2.17)

where ri is the position of the i-th vortex and N is the total number of vortices
in the computational domain.

Using the operator splitting technique it is possible to evaluate the velocity
field u using, for example, one of the methods described in section 2.2, while
the diffusion is accounted in the diffusive step giving to each vortex particle a
random displacement.

Although of very simple implementation, this method needs a great number
of particles compared to the Reynolds number to reach convergence (see e.g.
Leonard (1980) and Milinazzo and Saffman (1977)) while the convergence of
the diffusion method using Wiener processes was proven to converge to the
heat equation by several authors as Hald (1986), Puckett (1989) and Mortazavi
et al. (1996).
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2.3.2 Core-spreading
The Core-Spreading technique was first used by Kuwahara and Takami (1973)
and later on used by several researchers (see for example Leonard (1980)) to
solve the viscous part of the Navier-Stokes equation.

This technique derives from the solution to the two-dimensional heat equa-
tion with initial condition a single point vortex

ω0(r) = Γ0δ(r − r0) (2.18)

where Γ0 is the initial circulation concentrated at point r0. In this case the
solution of the heat equation for the total circulation of the system gives

Γ(t) = Γ0

(
1− exp

{
−

|r − r0|2

4ν(t− t0)

})
. (2.19)

This means that one can approximate the viscous decay of a 2D vortex par-
ticle by reducing the circulation associated to the particle or increasing its
effective radius. The same technique can be applied to 3D vortex filament
also.

Although Greengard (1985) showed that this method approximates the wrong
equation, this problem can be corrected by an instantaneous reconfiguration
of the large vortex blobs to thinner ones (Rossi (1996) and Benson et al. (1989)).
Advantages of the method are shown in Rossi (1996) like its fully deterministic
character or the freedom from flow geometry considerations.

2.3.3 Particle Strength Exchange (PSE)
The particle strength exchange is a method to solve the diffusive part of the
Navier-Stokes equation first proposed by Mas-Gallic (1987) in his Phd thesis
and then studied in details for isotropic and anisotropic diffusion in Degond
and Mas-Gallic (1989b) and Degond and Mas-Gallic (1989a).

Following the description made by Winckelmans and Leonard (1993) In the
particle strength exchange (PSE) the Laplacian operator in the heat equation is
substituted by

∆f(r) =
2

ε2

∫
(f(r ′) − f(r))gε(r − r ′)dr ′ (2.20)

where gε(r) = (1/ε3)g(|r|/ε) is a smoothing function.
Considering now a general convection-diffusion problem the Navier-Stokes

equation with the PSE approximation of the Laplacian operator is

∂ω

∂t
+∇ · (uω) =

2ν

ε2

∫
(ω(r ′) −ω(r))gε(r − r ′)dr ′. (2.21)
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Consider now the following discretization of the vorticity field

ω(r, t) =
N∑

i=1

Vi(t)ωi(t)gε(r − ri) (2.22)

where ωi(t) and Vi(t) are the vorticity and the volume of the vortex with
position ri a time t, the equations to solve to determine the evolution of the N
vortices now read




dri
dt

= u(ri, t)

dVi
dt

= Vi(t)∇ · u(ri, t)

d

dt
(Vi(t)ωi(t)) =

2ν

ε2
Vi(t)

N∑

j=1

Vj(t)(ωj(t) −ωi(t))gε(rj − ri)

(2.23)

The last equation of system (2.23) gives the approximated solution to the dif-
fusion of the vortices governing the exchange of vorton strength Vω between
neighbours based on the cinematic viscosity ν.

This also means that the PSE rely on effective search strategy to efficiently
identify every vortex within a given distance from a point, this can be done by
properly dividing the computational domain and using search tree algorithm
to speed-up this process.

2.3.4 Vorticity Redistribution Method (VRM)
Another deterministic method to solve the diffusive step is the Vorticity Redis-
tribution Method (VRM). In this method, following Shankar and Dommelen
(1996), the vorticity of each vortex is redistributed among the vortices inside a
radius Rhν from the considered vortex, where R is a parameter to be setted at
the start of the simulation and hν is the typical diffusive length:

hν =
√
ν∆t

and ∆t is the diffusive time step.
Calling fnij the fraction of vorticity moved from vortex i to vortex j at the

n-th step, di vorticity distribution changes from

ωn(r, t) =
∑

i

Γni φδ(r − ri)

to
ωn+1(r, t) =

∑

i

∑

j

fnijΓ
n
i φδ(r − rj),
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where Gammani is the circulation of the i-th vortex and φδ(r) is a vortex core
function with the following form

φδ(r) =
1

δ2
φδ

( r
δ

)
. (2.24)

Taking the Fourier transform of equation (2.24) is possible to obtain the
following expression

ω̂n+1 = φ̂(δk)
∑

i

Γni e
−ik·ri

∑

j

fnije
−ik·(ri−rj), (2.25)

comparing this expression with the Fourier transform of the exact diffusion of
the vorticity field

ω̂n+1exact = φ̂(δk)
∑

i

Γni e
−ik·rie−i|k|

2ν∆t

and equating the same order coefficient up to the desired order is it possible
to obtain a system of equations for the redistribution fractions fnij.

However the system of equations obtained not always has a solution as, for
example, in the case in which the number of vortex inside the radius Rhν
is less than the number of equations chosen to determine the redistribution
coefficients. In this case vortices with zero circulation are added until the
system has a positive solution.

Although similar to PSE the Vorticity Redistribution Method can conserve
circulation and vorticity moments up to an arbitrarily high order (depending
on the order of the system of equations solved), can fill holes in the vorticity
distribution caused by Lagrangian distortion in the motion of the particles and
therefore does not need remeshing procedures. However, as for PSE, it relies
on effective search strategy to efficiently identify every vortex within a given
distance from a point.

2.4 REMESHING
Due to the Lagrangian motion of the vortex particles, the vorticity distribution
is affected by a spatial deterioration in which the vortices are brought afar
from each other during the simulation, creating rarefaction and clusterization
in the vorticity distribution. To avoid this problem many different methods
have been introduced by several researchers depending on the discretization
technique adopted for the vorticity field. In what follows a brief description of
the most used methods will be given.

Using particle discretization of the vorticity field the velocity of the vortices
can be evaluated by use of the Biot-Savart law:

u(ri, t) =
N∑

j=1

Γj(t)Kε(ri, rj) =
N∑

j=1

ω(rj, t)Kε(ri, rj)Aj (2.26)
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where Kε is a regularization of the Biot-Savart integral kernel and Γj is the
circulation of the j-th vortex. In equation (2.26) it has been used the fact that
it is possible, in general, to associate to every vortex an occupied volume Aj
allowing to rewrite the circulation of each particle as Γj = ωjAj.

One way to avoid the excessive clustering or rarefaction of the vortex particle
due to the Lagrangian nature of their motion is to evaluate at each time steps
the quadrature weights Aj (see e.g. Marshall and Grant (1996) and Strain
(1996)).

Another possibility is to set a specific and fixed time interval to redistribute
the vorticity distribution on a regular grid, generating a new set of particles
with regular spatial distribution that substitute the former one. The strength
of the new set of particles is set in such a way to recreate as accurately as
possible the original vorticity distribution.

In general (see e.g. Nordmark (1991)) during the advective step the fluid is
considered inviscid and an error on the evolution of the vorticity field can be
defined as follows

Eω(t) =


A
∑

j

Γj(t) − Γj(t0)



1/2

(2.27)

where Γj(t0) and Γj(t) are the circulation at the initial time t0 and at a generic
time t > t0 respectively and A is the area occupied by the the j-th vortex at
t0 (for simplicity it has been assumed an initial distribution in which every
vortex occupy the same area).

It is possible to evaluate the error (2.27) at the end of each time step. If the
ratio Eω(t)/Eω(t0) exceed a fixed threshold η > 1, a new set of vortex particles
is generated on the positions of a regular mesh nodes. The circulations of the
new vortices are found interpolating that of the former one on the nodes of the
regular mesh. After this process the former vorticity distribution is substituted
by the new one.

The use of an opportune interpolating function is critical to the correct im-
plementation of this procedure: interpolating the circulation on a regular grid
introduce in fact a numerical diffusion whose effects can be reduced by using
interpolating functions that preserves vorticity momentums up to the desired
order. Example of interpolating functions are the M4’ kernel, described in
Hockney and J.W. (1988), (see e.g. Eldredge (2005)) or the Radial Basis Func-
tions (see e.g. Barba et al. (2003)).

Other researchers used grid with varying cell size to better resolve the vortic-
ity field near shedding object (see e.g. Cottet et al. (2000) and Ploumhans et al.
(2004)) or introducing a methods that uses high order redistribution schemes
to correctly redistribute particles in presence of solid bodies (Ploumhans and
Winckelmans (2000) and Ploumhans et al. (2002)).
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In section 2 has been presented a short review of the main characteristics of
the most used vortex methods present in literature.

In this chapter will be presented, after a briefly recall of the equation gov-
erning the motion of a two dimensional incompressible viscous fluid (section
3.1), the main features of the new vortex method presented in this work, called
Diffused Vortex Hydrodynamic (DVH in what follows), dividing them using
the categories introduced in section 2:

• vorticity discretization (section 3.2.1),

• velocity field evaluation (section 3.2.2),

• solution of the heat eqaution (section 3.2.3),

in such a way to describe DVH using the existing categories and giving a short
explanation of the method itself. Detailed description of DVH method will be
given in section 4.

Because the DVH will be also used to study vorticity generation and wake
evolution in flow past bluff bodies, section 3.2.4 is dedicated to the explana-
tion of the enforcement of the no slip boundary condition and the vorticity
generation at boundaries.

3.1 GOVERNING EQUATIONS
The equations governing the motion of a viscous fluid confined inside the
portion of space Ω are:





D

Dt
ρ(r, t) = − ρ(r, t)∇ · u(r, t)

ρ(r, t)
D

Dt
u(r, t) = − ∇p(r, t) + µ∆u(r, t)+

+ (λ+ µ)∇(∇ · u(r, t)) + ρ(r, t)F(r, t)

(3.1)

where ρ(r, t) is the density of the fluid, u(r, t) is its velocity, p(r, t) the pressure
field and F(r, t) are the external forces acting on the fluid. λ and µ are the
volume and friction viscous coefficient respectively, while D

Dt is the material
deriveative defined as

D

Dt
f(r, t) :=

∂

∂t
f(r, t) + u(r, t) · ∇f(r, t).

23
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In our analysis we will consider only incompressible fluids, i.e. fluids for
which the the material derivative of the density is identically zero

D

Dt
ρ(r, t) = 0

so that the continuity equation reduces to

∇ · u(r, t) = 0. (3.2)

For simplicity we will consider only fluids with constant density ρ(r, t) = ρ.
Thus the equations for a viscous incompressible fluids are:





∇ · u(r, t) = 0

Du
Dt

(r, t) = −
1

ρ
∇p(r, t) + ν∆u(r, t) + F(r, t)

(3.3)

where ν = µ/ρ is the kinematic viscosity.
Equations (3.3) alone are not sufficient to describe the motion of the fluid.

It is necessary to specify the boundary conditions for the velocity field on
boundaries of the fluid domain Ω. Calling ∂Ωb and ∂Ω∞ the boundaries on
a solid surface of a body immersed in the fluid and the boundaries at infinity
respectively, the boundary conditions can be written as





u(r, t) = ub(r, t), ∀t > t0, ∀r ∈ ∂Ωb

u(r, t) = u∞(r, t), ∀t > t0, ∀r ∈ ∂Ω∞
(3.4)

where the first equation express the no slip boundary condition on the solid
boundaries ∂Ωb, while the second equation reflect the condition of unper-
turbed flow at infinity. In eq. (3.4) t0 is the initial time.

If we now consider the vorticity ω(r, t) = ∇× u(r, t) and for F(r, t) only
gradient forces, equation (3.3) can be written as

D

Dt
ω(r, t) = ω(r, t) · u(r, t) + ν∆ω(r, t). (3.5)

Because we are interested in two dimensional flows, equation (3.5) in 2D
became:

D

Dt
ω(r, t) = ν∆ω(r, t). (3.6)

where ω(r, t) is now a scalar field.
Using the vorticity formulation of the Navier-Stokes equation has the advan-

tage of eliminating the pressure field from the unknown variables allowing us
to solve one less equation. On the other hand it is impossible to write a bound-
ary condition on the vorticity variables or on its derivative in normal direction
with respect to the body contour. It is possible to overcome this problem by
introducing approximated boundary conditions on the velocity field such that
u(r, t) satisfies the no slip condition on the body contour.
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3.2 OPERATOR SPLITTING AND VORTEX PARTICLE DIS-
CRETIZATION

The Navier-Stokes equation (3.6) simultaneously accounts for the advection
and the diffusion of the vorticity field, according to the operator splitting
scheme (Chorin 1973, Chorin 1978) these to step can be separately solved in
the numerical procedure. Thus the numerical solution is obtained by solving,
for each time step, an inviscid advection step governed by the Euler equation

∂ω

∂t
+ u · ∇ω = 0

followed by a purely diffusive one governed by the heat equation

∂ω

∂t
= ν∆ω.

To take into account the presence of solid boundaries, a procedure to enforce
the no slip boundary condition must be added between the two previous steps.

3.2.1 Particle discretization of the vorticity field
Following Chorin (1973) the vorticity field ω(r, t) can be discretized in the
following way

ωε(r, t) =
N∑

i=1

Γi(t)Wε(|r − ri|) (3.7)

where Wε is a smooth approximation of the Dirac delta function such that
Wε → δ as ε→ 0. An example of mollifier function is the following Gaussian
kernel:

Wε(|r − ri|) :=
1

4πε2
exp

[
|r − ri|2

4ε2

]
. (3.8)

With a purely Lagrangian description of the velocity field there is the possi-
bility of an excessive clustering or rarefaction of the vortex particles, leading
to a poor evaluation of the vorticity field through eq. (3.7). To avoid this prob-
lem particle redistribution (or remeshing) procedure have been introduced by
many researchers (see section 2.4 for a short review of the most used meth-
ods). These procedures, somewhat non-physical, have the advange to restore
the consistency of equation (3.7) but, on the other hand, they introduce another
font of errors in the form of a numerical dissipation of vorticity.

The DVH method avoids the use of such remeshing procedures because,
following the the deterministic diffusion scheme proposed by Benson et al.
(1989), the particles are given a new regular distribution during the diffusive
step itself.
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3.2.2 Advection
During the advective step the fluid is considered inviscid, so that the governing
equation is the Euler equation





∇ · u(r, t) = 0

D
Dtω(r, t) = 0

∆ψ(r, t) = −ω(r, t), u(r, t) = −∇⊥ψ

(3.9)

together with the incompressible condition and the no slip boundary condition
on the solid boundaries ∂Ωb. The velocity of the vorticity field can then be
decomposed in the following way:

u = u∞ + uω + u ′ (3.10)

where u∞ is the unperturbed flow velocity, uω is the velocity induced by the
vorticity field itself

uω(r) =
∫

Ω

K(r, r?)ω(r?)dr?,

and u ′ is the velocity due to the presence of solid boundaries

u ′(r) = −

∫

∂Ωb

σ(r?)K⊥(r, r?)dr? +
∫

∂Ωb

γ(r?)K(r, r?)dr?

where it has been introduced a description of the body using an inderect in-
tegral representation of the velocity field using distributions of sources σ and
circulations γ (details about these last two terms will be given in section 4.2).
In the previous equations the integral kernel K is given by:

K(r, r ′) = ∇⊥G(r, r ′); G(r, r ′) =
1

2π
ln |r − r ′|.

The velocity field for a discrete set of vortex particles can be evaluated using
the following equation

u(ri, t) = u∞ +

Nv∑

j=1

Γj(t)Kε(ri, rj)+

+

Nb∑

k=1

[Kε(ri, rk)γk(t) − e3 ×Kε(ri, rk)σk(t)] ∆s

(3.11)

where Nv is the total number of vortices inside the computational domain, Nb
is the total number of points on the body contour with uniform spacing ∆s
and Kε is a regularization of the integral kernel K.
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Due to the high computational cost of the direct use of eq. (3.11), the velocity
evaluation has been performed using a Fast Multipole Method.

Obtained the velocity field u, the position of every single vortex will be
displaced according to the following equation:

d

dt
ri(t) = u(ri, t) (3.12)

where ri(t) is the position of the i-th vortex at time t.

3.2.3 Diffusion
In the diffusive step the velocity of the vortices is neglected and the viscous
effects are considered by solving the following heat equation:

∂

∂t
ω(r, t) = ν∆ω(r, t), ω(r, 0) = Γiδ(r) (3.13)

Eq. (3.13) is solved for every vortex in the computational domain and,
thanks to the linearity of this equation, the solution can be approximated as a
sum of elementary solutions of the form

ω(r − r0, t− t0) =
Γ0

4πν(t− t0)
exp
{
−

|r − r0|2

4ν(t− t0)

}

where r0 and Γ0 are the position and the circulation respectively of a point
vortex at the initial time t0.

“Regular Point Distributions” (RPDs) are used during the diffusive step. All
the points belonging to the same RPD have a reciprocal distance close to a
mean value ∆r which characterizes the spatial resolution of the considered
RPD. Each particle is associated with a given RPD and gives its diffusive con-
tribution, using an elementary solution of the heat eqaution, to points of the
associated RPD taking into accounts the effects of the presence of solid bound-
aries when necessary. After every vortex had given its diffusive contribution,
the former vorticity distribution is substituted by a new one whose positions
are the positions of the RPDs nodes and whose circulation is given by the dif-
fusion process. Details on the approximation used in the diffusive step and on
the solution of the heat equation in presence of general shaped boudnaries are
given in section 4.6.

The use of RPDs to solve the diffusive step also prevents the eccesive clus-
tering or rarefaction of the vortex particles without introducing, somewhat
un-physical, redistribution procedures. At the end of the diffusive step infact
the new set of vortices have a regular spatial distribution given by the RPDs
nodes positions.
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3.2.4 No slip boundary condition and body contribution to the velocity field
The use of the operator splitting scheme requires the introduction, between the
advective and the diffusive step, of a procedure to enforce the no slip boundary
conditions.

During the advective step in fact the solution of eq. (3.9) produces a velocity
field which only satisfy a free slip boundary condition, violating the no slip
boundary condition of the full problem.

Being the fluid incompressible and given the perfect adherence conditions
on the solid boundaries, one may imagine that the only production of vorticity
may happen only on these boundaries on which the velocity of the fluid must
be zero. To enforce the no slip boundary condition it is possible to introduce,
right after the advective step, a vortex sheet on the body surface with circula-
tion density equal to the tangential velocity of the fluid on the body contour.

The introduction of this vortex sheet means the creation of a set of vortices
on the solid boundaries with given circulation such to modify the velocity field
in order to re-enforce the no-slip boundary condition.

Details on the generation of vortices on solid boundaries and on the enforce-
ment of the no slip boundary conditions will be given in sections 4.5.
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In this section a detailed description of the DVH method will be given. As
already said in section 3.2, the DVH method makes use of the operator split-
ting scheme (Chorin 1973, Chorin 1978) to account for the advection and the
diffusion of the vorticity field. According to this scheme the advection and the
diffusion are accounted for, for each time step, separately. The numerical so-
lution is obtained by solving an inviscid advective step governed by the Euler
equation

∂ω

∂t
+ u · ∇ω = 0

followed by a purely diffusive one governed by the heat equation

∂ω

∂t
= ν∆ω.

The vorticity field is discretized into particles (see section 4.1 for the details
about the discretization) and the evolution of the vorticity field is then com-
puted by the advection and the diffusion of these particles.

Section 4.2 contains the details of the evaluation of the velocity field. To
speed up the evaluation of the velocity of the vortex particles a Fast Multiple
Method is used (see section 4.4 for details).

If are present solid boundaries within the fluid domain a procedure to en-
force the no-slip boundary condition on these boundaries must be introduced,
the details of this procedure are given in section 4.5.

Section 4.6 contains the details about the diffusion process giving particular
attention to both diffusion in free space and in presence of solid boundaries.

Because the operator splitting scheme introduce two different steps to ac-
count for the advection and the diffusion of the vorticity field, the numerical
method is governed by two different time steps: an advectice time step ∆ta
and a diffusive one ∆td. The details and the relations between ∆ta and ∆td
will be given in section 4.7.

31
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4.1 VORTEX PARTICLE DISCRETIZATION AND DESINGU-
LARIZED KERNELS

In the framework of vortex method the vorticity field ω should be considered
a measure, i.e.

ωt(f) =

∫
f(r)ω(dr, t) (4.1)

where f is a regular test function. In this case discretizing the vorticity field
into point vortices means to use the following approximation for ω

ωt(f) =

Nv∑

i=1

∫
f(r) Γi δri(t)(dr) , (4.2)

where Nv is the total number of point vortices. Each is characterized by its
circulation Γi and position ri(t). δri(t)(dx) is the two dimensional Dirac delta
measure ∫

f(r)δr0(dr) = f(r0) . (4.3)

As proposed by Chorin (1973) the Dirac delta distribution in (4.2) can be sub-
stituted whit a mollifier function Wε(|r|)

ωε(r, t) =

N∑

i=1

Γi(t)Wε(|r − ri(t)|) (4.4)

with the following properties (see e.g. Majda and Beale (1982)):

• Wε(z) = ε−2W(z/ε);

• W(z) ∈ C2(R2);

•
∫
W(z)dz = 1 and

∫
W(z)zλdz = 0, where λ is any multi-index such that

1 6 λ 6 p− 1, i.e. all the moments W(z) must be zero to an order of
p− 1 with p integer greater than one;

• if L is a positive number and β is a multi-index, than the Fourier trans-
form of W(z) satisfies

sup
z<R2

|Dβz Ŵ(z)| 6 Cβ(1+ |z|)−(L+β)

The function W =W(z) with z = |r| can be taken of various form: Beale and
Majda (1985) suggest the use of functions of the form

W(z) = P(z)e−z
2

(4.5)

where P(z) is a polynomial containing only the even powers of z, while Rosen-
head and Rosenhead (1963) suggests the use for W(z) of rational functions
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containing only even powers of z. This last choice is the one that will be used
in the present work. Following Ranucci (1995) we will use for W the following
rational function

W(z) =
2(2− z2)

π(1+ z2)4
. (4.6)

Note that using expression (4.4) is equivalent to
Using this expression, the Biot-Savart law become

u(r, t) =

∫
K(r, r ′)ωε(r ′, t)dr ′ =

=

N∑

i=1

Γi(t)

∫
K(r, r ′)Wε(r ′ − ri)dr ′ =

=

N∑

i=1

Γi(t)

"

K(r, r ′)Wε(r ′ − r ′′)δri(dr ′′)dr ′ =

=

∫
Kε(r, r ′′)ω(dr ′′, t)

(4.7)

where the desingularized kernel Kε is the convolution of the kernel K whit the
mollifier function Wε

Kε(r, r ′) =
∫
K(r, r ′′)Wε(r ′′ − r ′)dr ′′ (4.8)

and ω(dr, t) is the distribution of vorticity as deifined in (??).
The functionW(z) will then be used to evaluate Kε, Gε and ψε, the desingu-

larized version of the kernel K, the Green function G and the stream function
ψ respectively.

To evaluate the functions Kε, ψε and Gε it is possible to solve the following
Poisson equation

∆ψε(r) =Wε(|r|) (4.9)

with

Wε(z) =
2ε4(2ε2 − z2)

π(ε2 + z2)4
. (4.10)

The expression for Kε is easily obtained by writing eq. (4.9) in polar coordi-
nates and integrating it

Kε(r) = −
r⊥

2π

[
|r|4 + 3ε2|r|2 + 4ε4

(ε2 + |r|2)3

]
. (4.11)

Another integration lead to the stream function ψε

ψε(r) =
1

4π

[
2|r|4 + 3ε2|r|2

(ε2 + |r|2)2
+ log

(
1+

|r|2

ε2

)]
+
1

2π
(1− log ε). (4.12)
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The Green function Gε is recovered from the following convolution integral

Gε(r, r ′) =
∫
G(r, r ′′)Wε(r ′′ − r ′)dr ′′ (4.13)

from which we have that
Gε(r) = −ψε(r). (4.14)

4.2 VELOCITY FIELD EVALUATION
During the advective step the fluid is considered inviscid and the evolution of
the vorticity field is governed by the Euler equation

∂ω

∂t
+ u · ∇ω = 0.

The velocity field can be written as a sum of three fundamental contributions

u = u∞ + uω + u ′ (4.15)

where u∞ is the free stream velocity, uω is the velocity contribution due to
the vorticity field itself and, finally, u ′ is the velocity field contribution which
allows for the enforcement of the boundary condition on the solid surfaces.

In this section two ways to evaluate the velocity field will be presented: in
section 4.2.1 the direct integral representation of the velocity field is described
while section 4.2.2 deals with the indirect integral representation, the latter
being the one used in the DVH scheme.

4.2.1 Direct integral representation of the velocity field
One way to evaluate a solenoidal and rotational velocity field is to use (see e.g.
Bassanini et al. (1991) and Di Salvo (1996)) the Poincarè integral representation:

u(r) − u∞ = − ∇
∫

∂Ωb

(u(r?) − u∞) · n(r?)G(r, r?)dr?+

+ ∇×
∫

∂Ωb

n(r?)× (u(r?) − u∞)G(r, r?)dr?+

− ∇×
∫

Ω

ω(r?)ezG(r, r?)dr?.

(4.16)

where r ∈ Ω, n is the outgoing unit normal vector from the fluid, ∂Ωb is
boundary of the body and G(r, r?) is the Green function for a fluid whose
domain Ω = R2:

G(r, r?) =
1

2π
ln |r − r?|. (4.17)
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Noting that

n(r)× (u(r) − u∞) = −(u(r) − u∞) · τ(r)ez

and calling uτ = (u − u∞) · τ and un = (u − u∞) · n (being τ the tangent unit
vector to the body contour), eq. (4.16) become

u(r) − u∞ =

∫

∂Ωb

un(r?)∇G(r, r?)dr?+

−

∫

∂Ωb

uτ(r?)∇× ezG(r, r?)dr?+

−

∫

Ω

ω(r?)∇× ezG(r, r?)dr?.

(4.18)

Noting that in a 2D framework

∇× ezG = −∇⊥G (4.19)

equation (4.18) can be written as:

u(r) − u∞ = − ∇
∫

∂Ωb

un(r?)G(r, r?)dr?+

+ ∇⊥
[∫

∂Ωb

uτ(r?)G(r, r?)dr?+

+

∫

Ω

ω(r?)G(r, r?)dr?
]

.

(4.20)

Writing the no slip boundary condition in the following way

(u − u∞) · n = −u∞ · n (4.21)

it is possible to write the following relations:

−∇
∫

∂Ωb

[u(r?) − u∞] · nG(r, r?)dr? = ∇
∫

∂Ωb

u∞ · n(r?)G(r, r?)dr? =

= ∇⊥
∫

∂Ωb

u∞ · τ(r?)G(r, r?)dr?.

(4.22)
Using eq. (4.22), eq. (4.20) become

u(r) − u∞ = ∇⊥
[∫

∂Ωb

u(r?) · τ(r?)G(r, r?)dr? +
∫

Ω

ω(r?)G(r, r?)dr?
]

. (4.23)
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The skew gradient of the Green function G can be written in terms of the
tangent and normal derivatives along the body contour

∇⊥G =
∂G

∂τ
n −

∂G

∂n
τ. (4.24)

Using eq. (4.24), eq.(4.23) become

u(r) − u∞ =

∫

∂Ωb

[u(r?) · τ(r?)]∂G
∂τ

(r, r?)n(r?)dr?+

−

∫

∂Ωb

[u(r?) · τ(r?)]∂G
∂n

(r, r?)τ(r?)dr?+

+

∫

Ω

ω(r?)
∂G

∂n
(r, r?)τ(r?)dr?

(4.25)

obtaining the expression of the velocity field for every point r ∈ Ω.
The velocity field of eq. (4.25) only satisfy the free slip boundary condition

introduced in (4.21). To enforce the no-slip boundary condition a vortex sheet
concentrated on ∂Ωb must be introduced in order to have u · τ = 0 on ∂Ωb.

It is possible to write an equation for u · τ on ∂Ωb taking the limit for r→ r ′

with r ′ ∈ ∂Ω in eq. (4.25) and taking the projection on the tangent direction to
the body

[
u(r ′) − u∞

]
· τ(r ′) =

(
− lim

r→r ′

∫

∂Ωb

u(r?) · τ(r?)∂G
∂n

(r, r?)dr?
)
+

−

∫

Ω

ω(r?)
∂G

∂n
(r ′, r?)dr?.

(4.26)

The first term in the previous equation needs particular attentions. Writing
explicitly the derivatives along the normal direction of the Green function

∂G

∂n
(r, r?) =

1

2π

(r − r?) · n
|r − r?|2

, r? ∈ ∂Ω (4.27)

it is straightforward to note that in the limit for r→ r ′ with r ′ ∈ ∂Ω this term
may become singular.

To avoid this problem the following relation for a closed domain can be
proved:

lim
r ′→r

∫

∂Ω

u(r?) · τ(r?)∂G
∂n

(r ′, r?)dr? = −
1

2
u(r ′) · τ(r ′)+

+ /

∫

∂Ω

u(r?) · τ(r?)∂G
∂n

(r ′, r?)dr?

(4.28)
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where /
∫

is the principal value of the integral.

Using expression (4.28), equation (4.26) become

[
u(r ′) − u∞

]
· τ(r ′) = − /

∫

∂Ω

u(r?) · τ(r?)∂G
∂n

(r ′, r?)dr?+

−

∫

Ω

ω(r?)
∂G

∂n
(r ′, r?)dr?+

+
1

2
u(r ′) · τ(r ′).

(4.29)

Thus the Fredholm integral equation of the second kind has been found

1

2
u(r ′) · τ(r ′) + /

∫

∂Ω

u(r?) · τ(r?)∂G
∂n

(r ′, r?)dr? = u∞(r ′) · τ(r ′) − uω(r ′) · τ(r ′)
(4.30)

where r ′ ∈ ∂Ω and
uω(r) =

∫
ω(r?)K(r?, r)dr?. (4.31)

In equation (4.31) the kernel K is given by

K(r?, r) = ∇⊥G(r?, r) (4.32)

where G is defined in eq. (4.17).
Knowing the right hand side of eq. (4.30) one must discretize the principal

value integral and the whole equation on the points of the body surface to
obtain a a system of Nbody equations that in matricial form has the following
expression

[A]{uτ} = {u∞τ}+ {uωτ}. (4.33)

The solution of this system of equations gives the values of the tangential
velocity on the body points that can be used to generate a vortex sheet on the
body itself so to modify the velocity field in such a way to enforce the no slip
boundary condition, in particular it is possible to generate a set of vortices on
the body points each with circulation given by

Γi = uτ(ri)∆s, i = 1, ...,Nbody (4.34)

where ∆s is the body discretization.
It is possible to prove that (4.33), in case of multiply connected domains, has

as many eigensolutions as the number of holes in the domain Ω, meaning that
the matrix A is a singular and that Singular Value Decomposition techniques
see e.g. Press (2007)) are needed to solve (4.33).

Due to the high computational cost of these techniques we will use an in-
direct integral representation of the velocity field that will be described in the
next section.
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4.2.2 Indirect integral representation of the velocity field
Using an indirect integral representation, the velocity field can be written as

u(r) − u∞ = −

∫

∂Ωb

σ(r?)K⊥(r, r?)dr?+

+

∫

∂Ωb

γ(r?)K(r, r?)dr?+

+ uω(r)

(4.35)

where the body contribution to the velocity field is described in terms of
sources σ(r) and circulation γ(r) distributions and r ∈ Ω ∪ ∂Ω. Also in this
case the integral kernel K is given by

K(r?, r) = ∇⊥G(r?, r); G(r?, r) =
1

2π
ln |r?, r|. (4.36)

Consider now only the contributions to the velocity field due to the presence
of a body

u ′(r) = −

∫

∂Ωb

σ(r?)K⊥(r, r?)dr? +

∫

∂Ωb

γ(r?)K(r, r?)dr? , (4.37)

it is useful to introduce a complex formulation of eq. (4.37) that will be used
in section 4.5 to enforce the no slip boundary condition.

Calling q(z) the complex velocity field

q(z) := ux(x,y) − iuy(x,y) , (4.38)

where ux and uy are the two velocity components of the vector u, equation
(4.37) can be written as

q ′(z) =
1

2πi

∫

∂Ωb

iσ(z?) + γ(z?)

τ(z?)

dz?

z− z?
, ∀z ∈ Ω. (4.39)

where τ = τx + iτy is the complex tangent to the body contour.
Consider now the integral singular kernel

K(z, z?) =
1

z− z?
, (4.40)

it is straightforward to note that eq. (4.39) become singular when z? ∈ ∂Ωb
and z → z?. Using Plemelji formulas (Landrini (1993)) it is possible to obtain
an expression of eq. (4.39) when z ∈ ∂Ωb:

q ′(z) =
iσ(z) + γ(z)

2τ
+

1

2πi
/

∫

∂Ωb

iσ(z?) + γ(z?)

τ(z?)

dz?

z− z?
, ∀z ∈ ∂Ωb. (4.41)
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Thus the representation of eq. (4.37) in complex notation is given by





f(z) :=
iσ(z) + γ(z)

τ(z)
, K(z, z?) :=

1

z− z?

q ′(z) =
1

2πi

∫

∂Ωb

f(z?)K(z, z?)dz?, ∀ z ∈ Ω

q ′(z) =
1

2
f(z) +

1

2πi
/

∫

∂Ωb

f(z?)K(z, z?)dz?, ∀ z ∈ ∂Ωb

(4.42)

It is easy to obtain a solution of (4.42) if the distributions of σ and γ on the
body contour are known. The way to evaluate σ and γ, together with the
enforcement of the no slip boundary condition will be presented in the next
section 4.5

4.3 DISCRETE VELOCITY FIELD AND PARTICLE ADVEC-
TION

The use of the indirect integral representation (4.35) has a great advantage, the
possibility to discretize the velocity field induced by the vorticity distribution
and by the presence of the body in a similar way.

In fact beingNvortex the number of vortices in the fluid domain, the velocity
field induced by the discrete distribution of vorticity (??)

ω(r, t) =
Nvortex∑

i=1

Γi(t)δε(r, ri) (4.43)

is given by

uω(r, t) =
Nvortex∑

i=1

Γi(t)Kε(r, ri). (4.44)

If the body boundary is discretized into Nbody points with uniform spacing
∆s, equation (4.42) can be written in the following discrete form:

u ′(r, t) =
Nbody∑

k=1

[Kε(r, rk)γk(t) − e3 ×Kε(r, rk)σk(t)] ∆s (4.45)

where rk is the position of the k-th generic body element and σk and γk are the
distribution of sorgents and circulations respectively, discretized on the body
contour.
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Using equations (4.44) and (4.45) into eq. (4.15) it is possible to write an
expression for the velocity of each vortex particle in the following way





u(ri, t) = u∞ +

Nvortex∑

j=1

Γj(t)Kε(ri, rj)+

+

Nbody∑

k=1

[Kε(ri, rk)γk(t) − e3 ×Kε(ri, rk)σk(t)] ∆s

Dri(t)
Dt

= u(ri, t)

DΓi(t)

Dt
= 0.

(4.46)
After evaluating the velocity of each vortex using the first equation of system
(4.46), the vortices are displaced according to the second equation using a
fourth order Runge-Kutta algorithm using a specific time step, ∆ta, for all the
vortex particles (see section 4.7). Finally each vortex carries its own circulation
during the advective step.

The direct use of the first equation of system (4.46) would lead to a com-
putation count of order N2vortex. To decrease the computational cost of the
evaluation of the velocity field a Fast Multipole Method is adopted (see sec-
tion 4.4).

4.4 FAST MULTIPOLE METHOD
Consider now only the first equation of system (4.46)

u(ri, t) = u∞ +

Nv∑

j=1

Γj(t)Kε(ri, rj)+

+

Nb∑

k=1

Kε(ri, rk)γk(t)∆s+

−

Nb∑

k=1

e3 ×Kε(ri, rk)σk(t) ∆s

(4.47)

it is easy to see that increasing the number of vortices and adopting finer
discretizations for the description of the body contour, the evaluation of the
velocity field can reach a computation count of order N2vortex operations for
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the velocity field induced by the vorticity distribution and of order Nvortex ×
Nbody in case of the velocity field induced by the presence of a solid body.

Due to these high computational cost various method to speed up the eval-
uation of the velocity field have been developed by many researchers. In the
present work a Fast Multipole Method, originally proposed by Appel (1985)
and Barnes and Hut (1986), will be used, in particular the method introduced
by Ranucci (1995) will be followed.

In Ranucci (1995) the computational domain is recursively divided into pan-
els each containing at mos a fixed number of vortices Nmax. Using an oct-tree
structure it is possible to find for each panel its nearest neighbours.

Starting from the panels at the lowest level (highest number of subdivision),
the velocity of each vortex is evaluated using the Biot-Savart law to account for
the interactions with the vortices in the present panel and in its neighborhood,
while the contributions of the vortices contained in panels outside the neigh-
borhood of the selected panel are approximated using a multipole expansion.
Details about the domain subdivision and the construction of the tree structure
are given in section 4.4.1, while details about the multipole expansion will be
given in section 4.4.2.

4.4.1 Tree-code structure
Given a distribution of Nvortex vortices, it can be arranged in an oct-tree struc-
ture by subdividing the domain into panels and linking each vortex to the
appropriate panels. An example of recursive subdivision of the computational
domain is given in Fig. 4.1.

Figure 4.1: Example of recursive subdivision of the computational domain. Left: do-
main subdivision at the end of the simulation of an impulsively started
inclined elliptic cylinder at Re = 3000. Right: Zoom on the computational
domain near the body
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To recursively divide the domain two parameters must be fixed: the max-
imum number of vortices contained in each panel Nmax and the maximum
number of subdivision Lmax that each panel can undergo. Typical numbers
for the maximum number of vortices and subdivisions used in the simulations
presented in this work are Nmax = 200 and Lmax = 15.

The computational domain is defined by circumscribing the vortices with a
square box with size is given by the maximum distance between the vortices
themselves, then this box is divided into four panels and the information about
the vortices contained in each panel are stored. Then each panel, starting
from the upper left, is recursively divided into four new panels, if the number
of vortices is greater than a fixed threshold Nmax. The subdivision process
ends when the number of vortices in each panel is lower than Nmax or the
maximum number of subdivision is reached. An example of subdivision in
three levels with the corresponding numeration of each panel is given in figure
4.2.

4.4.2 Multipole expansion of the velocity field
Consider now for simplicity only the velocity induced by the rotational part of
the fluid

uω(ri, t) =
Nv∑

j=1

Γj(t)Kε(ri, rj) (4.48)

consideration and results that will be obtained for uω are easily extendable to
the velocity field induced by the presence of the body.

Consider the computational domain divided into Np panels, then the veloc-
ity field of a vortex with position ri can be written as

uω(ri, t) =
Np∑

k=1

Nk∑

j=1

Γj(t)Kε(ri, rj) (4.49)

where Nk are the number of vortices contained in each of the Np panels.
Using the tree structure described in the previous section it is possible to

define a neighborhood of the considered panel as the nearest panels with the
same order of subdivision as shown in figure 4.3.

The vortices in the neighboring panels shown in figure 4.3 gives contribution
to the velocity of the vortex under consideration through the Biot-Savart law.

The vortices contained in all the other panels gives approximated contribu-
tion to the velocity of the considered vortex through a multipole expansion,
i.e.

uω(ri, t) =
n∑

k=1

Nk∑

j=1

Γj(t)Kε(ri, rj) +multipole expansion (4.50)
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Figure 4.2: Example of domain subdiviosion in three levels

Figure 4.3: Definition of the neighborhood of a panel and of its father panel.
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where n is the number of panels over which the direct summation can be done.
To reduce the CPU cost it is possible to evaluate the multipole expansion only
for those panels not contained in the neighborhood of the selected one but
contained in the neighborhood of the father panel.

Consider now the set of vortices contained in a single panel, the velocity
induced by these vortices can be written in complex variables in the following
way

qω(z) =
1

2πi

N∑

j=1

Γi
z− zj

. (4.51)

It is now possible to inscribe the vortices contained in the selected panel in
a circle of radius R and center the center of the panel z0, allowing to write
expression (4.51) in the following form

qω(z) =
i

2π(z− z0)

Nv∑

j=1

Γj

1−
zj−z0
z−z0

. (4.52)

Remembering that the geometric series
∞∑

k=1

pk is absolutely convergent if

|p| < 1 and that the following relation holds

∞∑

k=1

pk =
1

1− p
, (4.53)

the velocity qω(z) can be written using a Laurent series expansion in the fol-
lowing way

qω(z) =

∞∑

k=1

Ck
(z− z0)k

; Ck = −
1

2πi

Nv∑

j=1

Γj(zj − z0)
k−1. (4.54)

From eq. (4.54) it is possible to obtain an approximated solution of the
velocity field induced by the vorticity distribution considering only the first
Kmax terms of the Laurent series

qω(z) =

Kmax∑

k=1

Ck
(z− z0)k

, (4.55)

detail about the errors made using this approximation can be found in Ranucci
(1995).

Note that if Kmax = 1 the velocity has the following expression

qω(z) =
C1

(z− z0)
, C1 = −

1

2πi

Nv∑

j=1

Γj. (4.56)
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meaning that the distribution of vorticity ω has been replaced by a single vor-

tex with complex position z0 and circulation
Nv∑

j=1

Γj. Thus the number Kmax

must be finite and greater than one in order to guarantee a good approxima-
tion of the velocity field. A typical value for the number of coefficients of the
Laurent series used in the present work is Kmax = 20.

Given a vorticity distribution, each vortex is contained in a number of panels
equal to the maximum number of subdivision reached. Consider for example
a vortex contained in panel 9 of Figure 4.2 it is also contained in panels 5 and
1, each of these panels containing a different number of vortices N9, N5 and
N1. In this case to evaluate the coefficients C1k, C5k and C9k using eq. (4.54), the
k-th momentum of the selected vortex must be computed with respect to the
center of the three panels, possibly limiting the efficiency of the algorithm.

One way to speed up this procedure is given by the possibility to evaluate
the coefficients of the Laurent series of a father panel using the coefficients of
the son panels.

Thus consider a panel of level l divided into four son panels of level l+ 1. If
the father panels has center z0 it is possible to use the Taylor series expansion
in eq. (4.54) around a point ẑ , z0

q(z) =

∞∑

m=0

1

l!

(
∂

∂z0

)l
q(z, ẑ)(z0 − ẑ)l (4.57)

obtaining the following expression

q(z) =

∞∑

m=1

∞∑

k=1

(z0 − ẑ)
m−k

(z0 − ẑ)m
k(k+ 1)(k+ 2)...(k+ l− 1)

l!
Ck

=

∞∑

m=1

m∑

k=1

(z0 − ẑ)
m−k

(z0 − ẑ)m



m− 1

k− 1


Ck

(4.58)

where m = k+ l, l > 0 and thus k 6 m.
Thus it is possible to write the following expression

q(z) =

∞∑

m=1

C ′m
(z− ẑ)m

, C ′m =

m∑

k=1



m− 1

k− 1


 (z0 − ẑ)

m−kCk (4.59)

linking the moments of the vorticity field evaluated respect to the center z0 to
the ones evaluated using the center ẑ.
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4.5 ENFORCEMENT OF THE NO SLIP BOUNDARY CONDI-
TIONS

The velocity field evaluated during the advective step only satisfies a free slip
boundary condition, violating the no slip boundary condition of the full prob-
lem.

To restore the correct boundary condition a vortex sheet is generated on the
solid boundaries right after the advective step with circulation density equal
to the tangential velocity on the solid boundaries. During this process the
distribution of σ and γ on the boundaries are also evaluated.

The enforcement of the no-slip boundary condition can be divided into two
steps: in the first step the free slip boundary condition is used to evaluate the
distribution of σ while in the second step the vortex sheet is generated right
after the evaluation of the tangential velocity on the body contour.

Consider now the last equation of system (4.42):

q ′(z) =
1

2
f(z) +

1

2πi
/

∫

∂Ωb

f(z?)K(z, z?)dz? , ∀ z < ∂Ωb (4.60)

to obtain the integral equations for the normal and tangent component of
the velocity field u it is sufficient to multiply this equation by the complex
tangent and the take the imaginary and real part respectively

q · τ = uτ − iun (4.61)

obtaining the following expression for the normal component u ′n and the tan-
gential component u ′τ

u ′n(z) = −=

[
iσ(z) + γ(z)

2
+
τ(z)

2πi
/

∫

∂Ωb

iσ(z?) + γ(z?)

2τ(z?)
K(z, z?)dz?

]
(4.62)

u ′τ(z) = <

[
iσ(z) + γ(z)

2
+
τ(z)

2πi
/

∫

∂Ωb

iσ(z?) + γ(z?)

2τ(z?)
K(z, z?)dz?

]
. (4.63)

The free slip boundary condition on ∂Ωb can be written as

(u∞ + uω + u ′) · n = ubody · n (4.64)

using (4.62) it is possible to obtain the following equation

1

2
σ(z) + =

[
τ(z)

2πi
/

∫

∂Ωb

iσ(z?)

τ(z?)
K(z, z?)dz?

]
=

= (−ubody + u∞ + uω) · n + =

[
τ(z)

2πi
/

∫

∂Ωb

γ(z?)

τ(z?)
K(z, z?)dz?

]
.

(4.65)
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If the right hand side is known eq. (4.65) is an integral equation whose solution
is the distribution of σ on ∂Ωb.

At this stage the distribution of circulations is also an unknown of the prob-
lem, however a constant distribution for γ can be considered and the value can
be set using the Kelvin theorem:

γ(z) =
Γ(t0) − Γ(t)

P
, ∀z ∈ ∂Ωb (4.66)

where Γ(t0) is the circulation around the body at the initial time t0, Γ(t) is the
total circulation at time t, i.e. Γ(t) =

∫
Ωω(r)dr, and P is the total perimeter of

the body.
Knowing the σ and γ distribution it is now possible to evaluate the velocity

field in every points of the fluid domain Ω but also to enforce the no slip
boundary condition. However the velocity field that would be generated this
way only satisfies the free slip boundary condition (4.64).

To enforce the no-slip boundary condition on ∂Ωb the following condition
must be considered

(u∞ + uω + u ′) · τ = ubody · τ (4.67)

Using eq. (4.63) in (4.67) it is possible to obtain the following equation for
u ′τ

u ′τ =
γ(z)

2
+ <

[
τ(z)

2πi
/

∫

∂Ωb

iσ(z?) + γ(z?)

2τ(z?)
K(z, z?)dz?

]

+ (−ubody + u∞ + uω) · τ.

(4.68)

u ′τ can now be used to introduce a vortex sheet with total circulation

Γ =

∫

∂Ωb

u ′τds (4.69)

in such a way to make zero the total velocity on ∂Ωb, enforcing the no-slip
boundary condition.

4.5.1 Discretization of the integral equations
Once the body contour is discretized in Nbody points with uniform spacing
∆s, the equations (4.62) and (4.63) must be written for this set of points.

To discretize the integrals in equations (4.62) and (4.63) a quadrature rule
formula (Landrini (1993) and Di Salvo (1996)), in particular the generalized
trapezoidal rule, is used. For a generic function f

∫

∂Ω

f(z?(s))K(z, z?(s))ds = ∆s
N−1∑

i=2

f(z?(si))K(z, z?(si))+

+
1

2
[f(z?(s1))K(z, z?(s1) + f(z?(sN))K(z, z?(sN)]

(4.70)
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where ∆s is the body constant discretization. Eq. (4.70) holds for every z <
∂Ωb, infact when z→ z(zi) with z(si) ∈ ∂Ωb con i = 1, ...,Nbody the integral
kernel K(z, z(si)) become singular.

In this case the following expression can be used:

f(z?(s))K(z(s), z?(s)) = f(s?)K(s, s?) =
Φ(s?)

s− s?
+ Φ̃(s) (4.71)

where Φ is a function such that

Φ(s) , 0, ∀s ∈ ∂Ωb (4.72)

and Φ̃ is a regular function ∀s ∈ [0,P]. Thus the only integral to be evaluated
is the principal value integral of the singular part of expression (4.71), it is
possible to prove the following formula:

/

∫

∂Ωb

Φ(s?)

s− s?
ds? = ∆s

Nbody−1∑

i=2

Φ(si)

s− si
+
1

2

[
Φ(s1)

s− s1
+
Φ(sN)

s− sN

]
−∆s

dΦ

ds
(s). (4.73)

Using expression (4.73) it is possible to discretize the integrals in eq.s (4.62)
and (4.63) in the following way

1

2π
/

∫

∂Ωb

σ(z(s))K(z, z(s))ds =
1

2π

Nbody∑

i=1

σ(z(si))

z− z(si)
∆s+

+
1

2π

(
−
σ(z)

2

d2z

ds2

∣∣∣∣∣
z

−
1

τ

dσ

ds

)
∆s z ∈ ∂Ωb

1

2πi
/

∫

∂Ωb

γ(z(s))K(z, z(s))ds =
1

2πi

Nbody∑

i=1

γ(z(si))

z− z(si)
∆s+

+
1

2πi

(
−
γ(z)

2

d2z

ds2

∣∣∣∣∣
z

−
1

τ

dγ

ds

)
∆s z ∈ ∂Ωb

Substituting the previous formulas in eq.s (4.65) and (4.68) and defining the
complex matrix F as

Fij =





1

2π

τ

zi − zj
i , j

i, j ∈ [1,Nb]

−
1

2π

[
(d2z/ds2)

2(dz/ds)

]
i = j

(4.74)
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it is possible to obtain the following equations for σ and uτ on the points of
the body contour
[
1

2
I + =(F)∆s

]
{σ} = − {ubody · n} + {u∞ · n} + {uω · n} + [<(F)∆s] {γ} ,

(4.75)

{uτ} =

[
1

2
I + =(F)∆s

]
{γ}+ [<(F)∆s] {σ}−

∆s

2π

{
dσ

ds

}
+

−{ubody · τ}+ {u∞ · τ}+ {uω · τ} .
(4.76)

where I is the identity matrix, {·} and [·] indicates a vector of dimension Nb
and a matrix of dimension Nb×Nb evaluated on the body points respectively.

Using eq. (4.66), the right hand side of (4.75) is a known quantity. Solving
eq. (4.75) gives the σ distribution on the points of the body contour. Once the
σ distribution is known, it is possible to solve eq. (4.76) to obtain the tangent
velocity on the body contour uτ.

To enforce the no slip boundary condition it is now possible to generate a
set of vortices on the body contour with positions the positions of the Nb body
points and with circulations given by

Γi = uτ(ri)∆s, i = 1, ...,Nb.

4.6 DIFFUSION
During the diffusive step the velocity of the vortices is neglected and the dif-
fusive effect are accounted by solving the following heat equation

∂ω

∂t
= ν∆ω. (4.77)

To represent the solution of this equation for a fluid confined in a domain Ω
with boundaries ∂Ω it is possible to use the fundamental solution of the heat
equation

F(r? − r, t− t ′) =
1

4πν(t− t ′)
exp
{
−

|r? − r|2

4ν(t− t ′)

}
(4.78)

to write a general solution for the heat equation in the following way

ω(r, t) = −ν

∫t

t0

∫

∂Ω

[
F(r? − r, t− t ′)

∂ω

∂n
(r?) −ω

∂F

∂n
(r? − r, t− t ′)

]
dr?dt ′+

+

∫

Ω

ω(r?, t0)F(r? − r, t− t0)dr?

(4.79)
where ω(r?, t0) is the initial vorticity distribution.

A discrete version of eq. (4.79) is presented in the following sections to solve
diffusion both in free space and in presence of solid boundaries, the discrete
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versions of eq.(4.79) are used to give the diffusive contribution of each point
vortex to the RPD nodes, after the diffusion process the former distribution
of vorticity is substituted by a new one whose vortices are placed on the RPD
nodes involved in the diffusion process.

4.6.1 Diffusion of a single vortex particle in free-space
Equation (4.79) takes a very simple form when dealing with free space prob-
lems

ω(r, t) =
∫

Ω

ω(r?, t0)F(r? − r, t− t0)dr? (4.80)

where F(r?− r, t− t0) is the fundamental solution of the heat equation defined
in eq. (4.78).

Consider now a single point vortex with position ri and strength Γi, the
solution of the heat equation for this initial condition is given by:

ω(r, t) = Γi
1

4πν(t− t0)
exp
{
−

|r? − r|2

4ν(t− t0)

}
. (4.81)

Therefore, even starting with all the circulation concentrated at time t0 on a
single point vortex, for t = t0 +∆td we have a distribution of vorticity on all
R2, leading to a situation that is not possible to deal with numerically. To solve
this problem we define a finite support for equation (4.80):




ω(r, t0 +∆td) = Γi

1

4πν∆td
exp

[
−

(r− ri)
2

4 ν∆td

]
if |r − ri| 6 Rd

ω(r, t0 +∆td) = 0 otherwise
(4.82)

where the gaussian distribution has been truncated at distance Rd for nu-
merical purpose. Rd is called “diffusive radius” and it is a key parameter of
the convergence properties of the DVH scheme (see Rossi et al. (2014a)). The
relative error in the conservation of circulation introduced by this truncation
is:

ξ =

∣∣∣∣
Γ(t0 +∆td) − Γ(t0)

Γ(t0)

∣∣∣∣ = exp
(
−

R2d
4ν∆td

)
(4.83)

This expression is used in the next section to determine the diffusive time step
∆td.

Following Benson et al. (1989), eq. (4.82) can be used to distribute the vor-
ticity of each vortex over its associated RPD which is characterized by a res-
olution length ∆r (see sketch in figure 4.4).The vorticity field afterdiffusion is
then lumped into point vortices located at the nodes of the lattice.

To preserve the conservation of the circulation of each vortex we must un-
dergo a renormalization procedure of the diffused vorticity. Call rj the position
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Figure 4.4: Sketch of the vorticity diffusion of two vortex particles in free space using
the two associated RPDs

of a generic RPD node, the contribution to the circulation of the node rj of the
vortex with position rk and circulation Γk in the time interval ∆td using eq.
(4.82) and the Stokes’ theorem, is:

Γ
(k)
j =

Γk
4πν∆t

exp
{
−
|rj − rk|2

4ν∆td

}
∆r2 . (4.84)

Thus to normalize this circulation in rj the following formula can be used:

Γ
(k) ′

j =
Γk∑
l Γ

(k)
l

Γ
(k)
j (4.85)

where the sum over l is made over set of RPD points with distance from rk
less than or equal to Rd. It is easy to see that a sum over j of the normalized
circulations gives exactly the circulation Γk.

After all the vortices have spread their diffusive contributions to the circula-
tions of the points, to reduce the number of vortices generated in this diffusive
process the nodes with circulation lower than a fixed cut-off Γcutoff can be
eventually removed.

4.6.2 Diffusion in the presence of a solid boundary
If the vortex particle is at a distance from a solid surface that is less than Rd,
the presence of the boundaries needs to be taken into account in the solution
of the heat equation. Consider now the solution of the heat equation (4.79)

ω(r, t) = −ν

∫t

t0

∫

∂Ω

[
F(r? − r, t− t ′)

∂ω

∂n
(r?) −ω

∂F

∂n
(r? − r, t− t ′)

]
dr?dt ′+

+

∫

Ω

ω(r?, t0)F(r? − r, t− t0)dr?
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to solve this equation both the vorticity field ω and its normal derivative on
the body contour ∂ω/∂n must be known on ∂Ωb.

In what follows an homogeneous Neumann condition for the vorticity field
will be considered (

∂ω

∂n

)

∂Ω

= 0 (4.86)

describing the reflection of the vorticity field inside the fluid domain in pres-
ence of solid boundaries.

Using equation (4.86) in (4.79) gives

ω(r, t) = ν

∫t

t0

∫

∂Ω

ω
∂F

∂n
(r? − r, t− t ′)dr?dt ′+

+

∫

Ω

ω(r?, t0)F(r? − r, t− t0)dr?
(4.87)

where the unknown value of ω on ∂Ω must be found by solving the following
equation

1

2
ω(r ′, t) = ν

∫t

t0

∫

∂Ω

ω
∂F

∂n
(r? − r ′, t− t ′)dr?dt ′+

+

∫

Ω

ω(r?, t0)F(r? − r ′, t− t0)dr?
(4.88)

where r ′ ∈ ∂Ω.
Another way to find a solution of equation (4.87) is to use a Green func-

tion FΩ, instead of F, dependent on the particular choice of the fluid domain
domain Ω, such that: (

∂FΩ
∂n

)

∂Ω

= 0 (4.89)

where n is the normal unit vector on ∂Ω.
With this choice eq. (4.87) reduces to

ω(r, t) =
∫

Ω

ω(r?, t0)FΩ(r? − r, t− t0)dr?. (4.90)

If, on one hand, this choice eliminates all the boundary integrals from the
expression of the solution of the heat equation, on the other hand introduces
the Green function FΩ dependent on the geometry of the fluid domain Ω.

A particular case in which FΩ can be easily evaluated is in the case of an
infinite flat plate. In this case the images method can be used and the diffusion
of a single point vortex of position ri and strength Γi is accounted by substitut-
ing to the flat plate an image vortex with the strength Γ (im) = Γi and placed
symmetrically to the vortex with respect to the plate.
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The diffusion of a single point vortex in presence of a flat plate is therefore
solved by diffusing two point vortices in free space, meaning that the Green
function FΩ for this problem is

FΩ(ri − r, t− t ′) =
1

4πν(t− t ′)
exp
{
−

|ri − r|2

4ν(t− t ′)

}
+

+
1

4πν(t− t ′)
exp

{
−
|r(im)
i − r|2

4ν(t− t ′)

} (4.91)

where r(im)
i is the position of the image vortex.

The same approximation (4.82) introduced in the previous section for the
diffusion of a single point vortex in free space can be used for the diffusion
in presence of a flat plate, writing the solution of the heat equation in the
following way





ω(r, t0 +∆td) = Γi
1

4πν∆td

[
exp
{
−
|ri − r|2

4 ν∆td

}
+

∀|ri − r| 6 Rd

+ exp

{
−
|r(im)
i − r|2

4 ν∆td

}]

ω(r, t0 +∆td) = 0 otherwise

(4.92)

where the image vortex gives contribution only on those points r of the fluid
domain such that

{
r : (|ri − r| 6 Rd)∩ (|r(im)

i − r|) 6 Rd
}

.

If the vortex particle is at a distance from a solid surface that is less than
Rd equation (4.92) can be used, otherwise the diffusion can be solved using
equation (4.82), neglecting the effects of the body for vortices that are at a
distance greater or equal to Rd from the solid surface.

Equation (4.92) is strictly valid only for flat plate problems, however when
dealing with solid surfaces with generic shapes if the diffusive radius Rd is
small enough to make the body curvature not relevant it is possible to locally
approximate the body with a straight line. In this case it is possible to solve
the diffusion near the body using the method just described.

Once the image vortex has been constructed, both the image and the vortex
gives their diffusive contribution to the RPD nodes at a distance lower or equal
to Rd by the use of eq. (4.92). To preserve the conservation of the circulation of
each vortex we must undergo the same renormalization procedure described
in the previous section.
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(a) (b)

Figure 4.5: Diffusion in the presence of a solid boundary:(a) construction of the image
vortex, (b) Points of the RPD influenced by diffusion

4.6.3 Diffusion in presence of geometrical singularities
If the body has a complex geometrical shape with edges, like for example the
one represented in fig. 6.1(a), the flat wall approximation described in the
previous section is no longer true: in fact there will always be a set of vortices
near the edges for which, no matter how near to the body they are, the will
always see the geometrical singularities of the body.

Near an edge of the body three different zones S1, S2 and S3 can be defined
using the normal vectors n1 and n2 on the two side of the edge as depicted in
figure 4.6(a).

One way to perform diffusion near the edges is to use the flat plate approx-
imation for all the vortices in zone S1 (S2) using the formulas described in
section 4.6.2 while when a vortex is in zone S3 it diffuses as if it is in free
space, i.e. using the formulas of section 4.6.1 without the construction of the
image vortex.

Figure 4.6(b) depicts the diffusion of a vortex in zone S1 as described in
section 4.6.2 using the flat plate approximation. The flat plate approximation
is also used if the vortex is at a distance lower than Rd from the edge, figure
4.6(c) depicts this case showing the extension of the body used for the flat plate
approximation. The same things are true if the vortex is in zone S2.

Figure 4.6(d) depicts the diffusion of a vortex in zone S3, it diffuses as if it
is in free space giving diffusive contribution to the RPD nodes using formulas
of section 4.6.1.

This method is, on one hand, rather simple to implement but, on the other
hand, introduces a discontinuity in the treatment of the diffusion process when
changing zone from S1 (or S2) to S3.
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(a) Near body zone subdivision: n1 and n2
are the normal vectors on the two side of
the edge

(b) Diffusion of a vortex in zone S1 with
flat plate approximation far from the edge

(c) Diffusion of a vortex in zone S1 with
flat plate approximation near the edge

(d) Diffusion of a vortex in zone S3

Figure 4.6: Diffusion in presence of a body with edges: near body zone subdivision
and diffusion scheme using flat plate approximation. The red zones high-
light the RPD node that takes diffusive contributions only from the vortex
(red point) while the blue zone highlight the RPD node that takes diffusive
contributions from both the vortex and the image (blue point).

For this reason the diffusion algorithm has been modified to make the diffu-
sion process continuous when changing zone. The equation used to diffuse a
single vortex is the following
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



ω(r, t0 +∆td) = Γi
1

4πν∆td

[
exp
{
−
|ri − r|2

4 ν∆td

}
+

∀r ∈ Bi

+ exp

{
−
|r(im)
i − r|2

4 ν∆td

}]

ω(r, t0 +∆td) = 0 otherwise

(4.93)

where Bi is a subset of RPD nodes contained in the circle of radius Rd cen-
tered on the vortex position. The image vortex, whose position is r(im)

i , gives
contribution only on those points r of the fluid domain such that

{
r : Bi ∩ (|r(im)

i − r|) 6 Rd
}

. (4.94)

The set of points Bi must be determined in such a way to make the diffusion
process continuous when changing zone from S1 (or S2) to S3.

To determine the RPD nodes inside the support Bi an algorithm, called visi-
bility mask, has been introduced. The action of the visibility mask is depicted
in Fig. 4.7: a vortex near an edge of the body is allowed to diffuse only on
those RPD points at a distance less or equal to the diffusive radius from the
vortex for which a line passing through the vortex and the RPD point under
consideration do not intersect the body.

Figure 4.7: Action of the visibility mask algorithm. Left: example of a rejected RPD
node. Right: example of a selected RPD node.

Figure 4.8 depicts the RPD points selected (the points inside the red zone) us-
ing the visibility mask algorithm in four different situations. Note that chang-
ing the position of the vortex through the different zones S1, S2 and S3 the
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support Bi changes with continuity. During the diffusion process each vor-
tex gives its diffusive contribution to the RPD points selected this way using
equation (4.93).

The effect of the body on the diffusion process is accounted using an image
vortex giving diffusive contribution on the RPD points inside the intersection
of expression (4.94). Figure 4.9 depicts the position of the image, together with
its influence area, for different positions of the vortex. In particular figure
4.9(a) depicts the case of a vortex in zone S1 at a distance greater than Rd

(a) Vortex in zone S1 at a distance greater
than Rd from the edge

(b) Vortex in zone S1 at a distance lower
than Rd from the edge

(c) Vortex in zone S3 at a distance lower
than Rd from the edge and on its side

(d) Vortex in zone S3 at a distance lower
than Rd from the edge and in front of it

Figure 4.8: Construction of the support Bi for different position of the vortex using
the visibility mask algorithm. The black dashed lines highlights the zone
right in front of the edge.
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from the edge, in this case the position of the image vortex is constructed as in
section 4.6.2. Figure 4.9(b) depicts the case of a vortex in zone S1 at a distance
lower than Rd from the edge, also in this case the the position of the image
is constructed by reflection of the vortex position with respect to the body

(a) Vortex in zone S1 at a distance greater
then Rd from the edge image position
taken as the reflection with respect to the
body tangent

(b) Vortex in zone S1 at a distance lower
then Rd from the edge image position
taken as the reflection with respect to the
body tangent

(c) Vortex in zone S3 at a distance lower
then Rd from the edge image position
taken as the reflection with respect to the
edge position

(d) Vortex in zone S3 at a distance lower
then Rd from the edge image position
taken as the reflection with respect to the
edge position

Figure 4.9: Image vortex position and diffusive influence zones. The red zones are
the points on which only the vortex gives diffusive contribution. The ble
zones are the points on which only both the vortex and its image give
diffusive contribution.
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tangent. Figures 4.9(c) and 4.9(d) depict two cases of a vortex in zone S3, in
this case the image position is constructed by reflection of the vortex position
with respect to the edge position.

4.7 CHOICE OF TIME STEPS
Considering U and L as the reference velocity and length of the problem, the
Reynolds number is defined as Re = UL/ν. For the sake of simplicity a single
RPD is considered with the linked spatial resolution equal to L/∆r.

Using (4.83) it is possible to define the diffusive time step in the following
way

∆td
U

L
=

(Rd/∆r)
2

4 ln(1/ξ)
1

(L/∆r)2
Re, (4.95)

(4.95) allows for the evaluation of the diffusion time step from the spatial res-
olution L/∆r, the ratio Rd/∆r and the Reynolds number, once the error ξ has
been fixed. The parameter used in this work are: ξ = 10−5, Rd/∆r = 4 and
therefore the expression (4.95) can be rewritten as:

∆td
U

L
' 0.34

Re
(L/∆r)2

(4.96)

The advection time step ∆ta can be chosen by considering the flow velocity
U and the discretization ∆r used during the diffusive step. A first evaluation
of ∆ta can be chosen as:

∆ta
U

L
= Co

1

(L/∆r)
(4.97)

where Co is the Courant number. In the present work Co is maintained close
to 1 to avoid that the vortex particles move with large displacements inducing
particle disorder during the advective steps. Indeed, for the Reynolds number
analysed in this work and for the ratios L/∆r possible with the CPU resource
available, this second constraint is always less restrictive than that related to
the diffusion process (i.e. ∆ta < ∆td, this inequality reverses when considering
highly viscous flow or very high spatial resolutions).

This means that during a time interval ∆td one or more advective step can
be performed. In order to synchronize diffusion and advection, once ∆ta has
been evaluated, it has to be rearranged to get ∆td and ∆ta in an integer ratio:

N∆t =

[
∆td
∆ta

]
→ ∆ta =

∆td
N∆t

(4.98)

resulting in a correction to the real Courant number used in the simulations
with respect to that initially imposed (see also Rossi et al. (2014b)).

To contain the growth of the number of vortex particles during the diffusive
step, different RDPs with decreasing resolutions are adopted for increasing



60 DVH SCHEME DETAILS

distance from the body. It means that vortex particles are characterized by
different diffusive time steps while all of them are moved with the same ∆ta.
To synchronize the diffusion process the ∆td for each RDPs must be chosen
such that they are in integer ratio with each other (see sketch of figure 4.4).



5 SMOOTHED PART IC LE
HYDRODYNAM ICS THEORY RECALL

Another meshless particle method of great interest is the Smoothed Particle
Hydrodynamic (SPH), it relies on a Lagrangian approach, that is, the fluid
motion is described as a fluid-particle system and the derivatives of the flow
quantities are computed along the trajectory of each particle. This leads to an
intrinsic meshless character of the solver. The latter implies that the numerical
grid points have no predetermined topological connections as in the case of
mesh-based methods. The derivatives of the fluid quantities are evaluated for
each particle through an interpolation procedure over its neighbouring parti-
cles. Thanks to these features the SPH method can naturally treat breaking
waves and fragmentation that generally are not easily handled by standard
methods.

SPH was first introduced by Lucy (1977) and further developed by Mon-
aghan (1992) to study self-gravitating fluids and for many years SPH was used
for astronomical problems; later, it was applied to several physics and engi-
neering problems, ranging from solid mechanics to multiphase flows. Mon-
aghan (1994) first applied it for simulating free-surface inviscid flows.

In the following section it will be given a brief recall of the theory concerning
the SPH method starting with a description of the governing equation (section
5.1). In section 5.2 will be presented the discretized equation of the set of fluid
particles while in sections 5.3 and 5.4 will be given a short descriptions of the
choice made for the smoothing kernel and state equation respectively. Section
5.5 will be devoted to the description of the enforcement of the boundary
conditions in the SPH model.

5.1 SPH GOVERNING EQUATIONS
Let us consider the Navier-Stokes equation for a barotropic weakly compress-
ible fluid





Dρ

Dt
+ ρ∇ · u = 0

ρ
Du
Dt

= −
1

ρ
∇p+∇ ·V

p = p(ρ)

(5.1)
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where p = p(ρ) is the pressure state equation to be specified (see section 5.4)
and V is the viscous part of the stress tensor

∇ ·V = (λ+ µ)∇(∇ · u) + µ∆u,

where λ and µ are the and the dynamic viscosity respectively.
In meshless method a generic scalar quantity is interpolated using the fol-

lowing convolution integral

〈f〉(r) =
∫

Ω

f(r ′)W(r − r ′;h)dr ′. (5.2)

where Ω is the portion of space occupied by the fluid.
The smoothing function W(r − r ′;h) must be positive and it must decrease

monotonously with ‖r − r ′‖ to zero on ∂Ω, practically the function W has a
compact support of radius h, also called smoothing length.

The kernel is assumed symmetric and with radial symmetry such that it is
a function of the distance ‖r − r ′‖ and of the smoothing length h that, for our
purposes, will be considered constant.

Moreover the kernel W is considered normalized to unity on the domain Ω
∫

Ω

W(|r|)dr = 1

and W → δ as h→ 0 where δ is the Dirac delta function.
The same interpolation can be applied to the evaluation of the derivatives of

the generic scalar field f

〈∇f〉 =

∫

Ω

∇r ′f(r ′)W(r − r ′;h)dr ′ =

=

∫

Ω

f(r ′)∇r ′W(r − r ′;h)dr ′ +
∫

∂Ω

f(r ′)W(r − r ′;h)n(r ′)dr ′
(5.3)

where n(r ′) is the normal versor on the boundaries ∂Ω pointing outside Ω.
Note that the boundary integral in (5.3) vanishes if the compact support of

the kernel W does not intersect any boundaries, in our case these boundary
integrals are not zero only near the body contour and cannot be neglected
because it is, in general, of the same order of magnitude of the volume integral.

It is possible now to introduce the smoothed Navier-Stokes equation




Dρ

Dt
+ ρ〈∇ · u〉 = 0

ρ
Du
Dt

= −〈∇p〉+ 〈∇ ·V〉

p = p(ρ)

(5.4)
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here the smoothed viscous term is modelled through the one introduced by
Monghan and Gingold

〈∇ ·V〉(r) = µK
∫

Ω

(r ′ − r) · [u(r ′) − u(r)]
|r ′ − r|2

∇W(r ′ − r)dr ′ (5.5)

where K is a parameter depending on the spatial dimension (K = 6, 8, 10 in 1D,
2D and 3D respectively).

It has been proved (see e.g. Colagrossi et al. (2011)) that the viscous term
converges to

lim
h→0
〈∇ ·V〉 = 2µ∇(∇ · u) + µ∆u (5.6)

meaning that this term converges to the right equation only in the case λ = µ

meaning that it does not satisfy the Stokes hypothesis λ = −2µ/3.

5.2 SPH MODEL
In the present section a SPH scheme is briefly described. The fluid is assumed
to be barotropic and weakly-compressible and the reference equations are the
Navier-Stokes equations. As discussed in Molteni et al. (2007) and Colagrossi
et al. (2009) different state equations, p = f(ρ), can be used in the SPH scheme
to model weakly-compressible fluids. Here, a simple linear state equation is
used to match the pressure and density field:

p = c20
(
ρ− ρ0

)
(5.7)

where, c0, ρ0 and p0 are the sound speed, the density and the pressure with
the fluid at rest respectively. The speed of sound c0 is set smaller than 0.01ρ0
in order to guarantee density variation. This is ensured through the following
inequality:

c0 > 10 max
t

[
max
Ω

√
p/ρ , max

Ω
|u|
]

. (5.8)

Given a set of particles each characterized by its own mass mi, the particle
densities can be expressed through the distribution:

ρi =
∑

j

mj δε(ri − rj) (5.9)

where δε = δε(ri− rj) is a positive, smooth approximation of the δ function as
already introduced for the DVH (see section 3.2.1). In this work a C2 Wendland
kernel (see e.g. Colagrossi et al. 2013) has been used. δε has a compact support
of radius 2ε, where in the SPH literature ε is referred to as the smoothing length.

By time differentiation of equation (5.9) we get the continuity equation in
the SPH formalism:

ρ̇i =
∑

j

mj (ui − uj) · ∇iδε(ri − rj) (5.10)
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Symbol ∇i indicates the differentiation with respect to the position of the i-
th particle, for the sake of simplicity in what follows ∇iδε(ri − rj) will be
shortened to∇iδε. From the numerical point of view, evaluation of the density
through time integration of (5.10) is preferable with respect to the direct use
of (5.9) and becomes crucial when dealing with free-surface flows (see e.g.
Colagrossi et al. (2013)).

For an isentropic fluid the sum the time variation of kinetic energy Ek and
internal energy Ei of the particles system reads as:

Ėk + Ėi =
∑

i

mi ui · u̇i +
∑

i

mi
pi

ρ2i
ρ̇i = 0. (5.11)

By substituing equation (5.10) in (5.11) and by using the kernel property

∇iδε = −∇jδε

the acceleration of the i-th particle is given by:

u̇i = −
∑

j

mj

(
pi

ρ2i
+
pj

ρ2j

)
∇iδε. (5.12)

The acceleration given in equation (5.12) is due to the pressure forces, while
the viscous one can be modelled through the viscous formula of Monaghan
and Gingold (1983) that preserves both linear and angular momenta.

Using the above equation for ρ̇i and u̇i the SPH scheme reads:




ρ̇i(t) = −
∑

j

mj (uj − ui) · ∇iδε

u̇i(t) = −
∑

j

mj

(
pi

ρ2i
+
pj

ρ2j

)
∇iδε +

ν

ρ0

∑

j

mj πij∇iδε

ẋi(t) = ui(t)

(5.13)

where ρi, pi, ui and mi are density, pressure, velocity and mass of the i-th
particle respectively, ν denotes the fluid kinematic viscosity while πij is the
Monaghan & Gingold formula to model viscous forces:

πij = 2 (n + 2)
(uj − ui) · (rj − ri)
‖rj − ri‖2

(5.14)

where n is the spatial dimension of the problem at hand.
Thanks to the use of equation (5.11) the exact momentum conservation in

(5.13) is guaranteed regardless of the state equation adopted.
The fluid particles are initially placed using the algorithm described in Cola-

grossi et al. (2012). Thanks to this procedure, at the initial instant all particles
have approximately the same volume, namely V0, which is equal to the fluid
domain volume divided by the number of fluid particles. Consistently, the
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particle mean spacing is denoted by ∆r = V
1/n
0 . The average number of par-

ticles in the kernel support is set by choosing the ratio ε/∆r. In the present
work ε/∆r is set equal to 2 which in two dimensions corresponds to about 50
interacting particles. For ε → 0 and ∆x/ε → 0 the system (5.13) converges to
the Navier-Stokes equations (see e.g. Di Lisio et al. (1998) and Colagrossi et al.
(2011)).

Along with the volume distribution, the initial pressure and the velocity
fields are prescribed as well. The initial density distribution ρi(t0) is evaluated
by means of the state equation and the particle masses are computed through
the equation mi = V0 ρi(t0). The mass of the i-th particle remains constant
during the time evolution ensuring the total mass conservation of the particles
system.

5.3 CHOICE OF THE SMOOTHING KERNEL
To correctly integrate system (5.13) over time it is necessary to select a proper
kernel function. In literature it is possible to find various possible choices
for the smoothing function, one possibility is to use a Gaussina kernel with
compact support

W(r) =





e−(|r|/h)2 −C0
2πC1

, if |r| 6 Rh

0 , otherwise

C0 = e
−(Rh/h)

2

; C1 =

∫Rh
0

r
[
e−(r/h)2 − e−(Rh/h)

2
]
dr

(5.15)

Here Rh is the cut-off radius for compact support of the smoothing kernel and
it is usually set as Rh = 3h (for further details see Monaghan (1992)).

Another possible kernel to be used in (??) is the following Wendland kernel
that is positive defined and has continuous second derivatives

W(r) = C





(
2−

|r|
h

)4(
1+ 2

|r|
h

)
, if |r| 6 Rh

0 , otherwise

C =
7

64π

(5.16)

In this case a usual choice for the cut-off radius is Rh = 2h.
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5.4 CHOICE OF THE STATE EQUATION
Although various choice for the state equation are possible, the Tait equation
is generally used to model weakly compressible fluids (see Monaghan Mon-
aghan (1994))

p = B

[(
ρ

ρ0

)α
− 1

]
+ p0 (5.17)

where B is linked to the speed of sound in the fluid, α is a constant set equal
to 7 and p0 is the pressure with the fluid at rest.

Usually the value of p0 is set to zero however this choice may lead to nega-
tive pressures in the downstream flow inducing the generation of un-physical
cavitation inside the fluid. It is possible to avoid this problem simply choosing
a non-zero positive value for the background pressure p0 (Morris ).

In eq. 5.17 the pressure p only depends on variation of the density ρ and
not of the specific entropy S. The speed of sound in the fluid is defined as:

c2 =
∂p

∂ρ

∣∣∣∣
S=const.

(5.18)

and it follows from the Tait equation (5.17)

c2 = c20

(
ρ

ρ0

)α−1
; c20 =

Bα

ρ0
(5.19)

thus the speed of sound is subjected to a polytropic law.
In SPH simulations the speed of sound at rest c0 is fixed at the start of the

simulations and it is chosen such that it follow the constrain

c0 > 10max
t

(‖u‖); Ma :=
maxt(‖u‖)

c0
6 0.1 (5.20)

where maxt(‖u‖) is the maximum expected velocity in the flui and Ma is the
Mach number.

Under this assumptions it is possible to consider that the fluid is weakly
compressible since these conditions implies a variation of the density of the
fluid ∆ρ/ρ0 ∼ 0.01, where ∆ρ is the variation of the density with respect of the
reference density ρ0, ∆ρ = ρ− ρ0.

Under this assumption it is possible to use another state equation obtained
by linearization of the Tait equation

p = B

[(
ρ0 +∆ρ

ρ0

)α
− 1

]
+ p0 ' Bα

∆ρ

ρ0
+ p0 = c

2
0(ρ− ρ0) + p0 (5.21)

where terms of order O[(∆ρ/ρ0)2] have been neglected.
In the same way eq. (5.19) can be linerized

c = c0

(
ρ0 +∆ρ

ρ0

)α−1
2

' c0
(
1+

α− 1

2

∆ρ

ρ0

)
(5.22)
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where terms of order O[(∆ρ/ρ0)2] have been neglected.
From eq. (5.21) and (5.22) it is possible to see that the parameter α does not

affect the pressure field while induces small variations in the speed of sound
through fluctuations of the density field. This means that under the weakly
compressible assumptions the pressure can be described using eq. (5.21) in-
stead of the Tait equation (5.17) and the speed of sound can be considered
constant c = c0.

5.5 BOUNDARY CONDITIONS IN SPH MODEL
The definition of the correct boundary conditions on solid surfaces in a SPH
framework is a complex matter. The problem arises when the support of the
smoothing kernel W is truncated by the presence of solid boundaries leading
to a decrease of the accuracy of the interpolation itself.

During the years various methods have been proposed by different researchers
to overcome the loss of accuracy due to the reduced support of the kernel and
to enforce the correct boundary condition. Two are the most used approach:
ghost particle (see e.g. Libersky et al. (1993); Takeda et al. (1994); Morris et al.
(1997)) and repulsive-type particles (see e.g. Monaghan (1994); Monaghan and
Kajtar (2009)).

Both the methods have significant drawbacks that do not allow a general
and accurate modelling of solid boundaries. Indeed, in the standard ghost
method, ad hoc tuning for curves and angles are needed to avoid local excess
(or lack) of ghost mass (see e.g. Oger et al. (2006); Yildiz et al. (2009)). On the
other hand, the use of repulsive particles produces an unphysical numerical
noise into the pressure field.

In the present work it has been adopted the fixed ghost particle technique
described in Bouscasse et al. (2013) and Marrone et al. (2013).

The ghost particle are generated starting from the body discretization points
spaced with distance ∆s (see Marrone et al. (2011)). To every body points is
associated a normal unit vector pointing inside the body (outside the fluid),
every body point is displaced along the normal direction of a quantity ∆s/2
and the new points generated this way are used to approximate a new profile
thet will be discretized into equispaced particles with spacing ∆s. These new
particles represents an extension of the body profile, repeating this procedure
until a whole radius Rh of the support of the smoothing kernel is covered
lead to the fixed ghost particles. The same procedure is repeated using a
normal unit vector pointing towards the fluid to create the interpolation point
associated to the ghost particles

The ghost particles are fixed in the frame of reference of the body and the
values attributed to those particles are calculated in their mirror point inside
the fluid. Then, the interpolated quantities are evaluated through a Moving-
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Least Square (MLS) interpolation (see e.g. Fries and Matthies (2004)) of the
fluid particle values.

To enforce the no-slip boundary condition the velocity field has to be mir-
rored on the ghost particles (see Marrone et al. (2013)). Denoting by u(g)

k the
mirrored field at the position of the k-th ghost particle





u(g)
k · τ =

[(
u(b) − ui

) d
(b)
k

d
(b)
i + η∆r

+ u(b)

]
· τ

u(g)
k · n = ui · n

(5.23)

where τ and n are the tangent and normal unit vectors on the body contour
respectively, ui is the velocity of the i-th fluid particle and u(b) is the velocity
of the body. d(b)k and d(b)i denotes the distance of the k-th ghost particle and
of the i-th fluid particle from the body contour respectively, while η is a non
dimensional parameter used to avoid singularities in the mirroring technique
when the fluid particle moves too close to the body surface.



6 RPD GENERAT ION US ING A
PACK ING ALGOR ITHM

In SPH scheme the way to initialize the particle positions plays an important
role. If particles are not initially set in “equilibrium” positions they may re-
settle generating non-physical currents and/or vorticity. Thus an equilibrium
configuration must be thought as the set of particle positions that do not lead
to particle resettlement.

As proved in Colagrossi et al. (2012), the spurious particle motion is caused
by inaccuracies in the SPH representation of the pressure gradient, in partic-
ular it is due to the lack of the zero-th order consistency of the momentum
equation, that is the ability in maintaining an exactly constant pressure field,
when particles are arbitrarily distributed.

Thus a solution to this problem is to initialize the particles positions in an
equilibrium configuration.

In section 6.1 the algorithm proposed, called packing algorithm, in Cola-
grossi et al. (2012) to attain a regular particle distribution is briefly discussed.

This algorithm is of great interest not only for the SPH method but also for
the DVH. In fact the ability of the packing algorithm to arrange equispaced
points around bodies of arbitrary geometry can be used to create RPDs. The
generation of these RPD will be discussed in section 6.2.

6.1 PACKING ALGORITHM
The normalization of the smoothing kernel W (defined in section 5.3) in dis-
cretized form can be written as

Zi =
∑

j

WijVj. (6.1)

where the summation is extended over the points inside the compact support
of W, Vj is the volume associated to the j-th particle and

Wij =W(ri − rj). (6.2)

Due to possible univeness of the particle distribution the normalization may
not be exactly satisfied inside the fluid domain. To measure the univeness of
the particle distribution, together with eq. (6.1), it is useful to introduce the
following quantity

∇Zi =
∑

j

∇iWijVj. (6.3)
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In fact in case of a uniform particle distribution the normalization of the
smoothing kernel would be exactly satisfied giving Zi = 1 and ∇Zi = 0,
otherwise Zi < 1 and ∇Zi , 0. This means that it is possible to initialize the
particle distribution on a regular set of points minimizing the functional ‖∇Z.
This may be realized noting that the quantity

w = −∇Z (6.4)

has always the direction of the maximum lack of mass (points towards the
“holes” in the particle distributions). For this reason it is possible to use the
quantity w as a repulsive force between particles to adjust their initial position
in order to have a uniform initial distribution.

If there is a body in the fluid domain (see e.g. fig. 6.1(a)) a repulsive force
between the body and the particles must be added, in order to adjust the
particles initial position to the body contour. In this case the force that the
body exerts on the i-th particle can be written as

Fi =
Nb∑

j=1

Wijnj∆s (6.5)

where Nb is the total number of points on the body contour with uniform
spacing ∆s, nj = n(rj) is the normal unit vector on the point rj of the body
contour.

Thus the evolution equation are given by




Dui
Dt

= −β (∇Zi + Fi) + Ti

Dri
Dt

= ui

(6.6)

Here Ti is a damping force that can be chosen independently from the adopted
SPH scheme since it is just used to ensure the convergence of the Particle
Packing Algorithmm and β = 2p0/ρ0. A typical value used for β is β = 2.

It is possible to prove that this dynamical system converges to a static and
stable solution for which ui = 0 and ∇Zi = 0. Where the evolution of the
particles is sufficiently near to this state, the evolution itself is stopped and
the distribution obtained is used as the initial position for the fluid particle
distribution (more details are given in Colagrossi et al. (2012)). The volume
used for the initialization of the SPH is then given by V = V0, the initial parti-
cle pressure pi is assigned using the analytical expression for the hydrostatic
pressure and the particle positions. Then, inverting the state equation, the ini-
tial density ρ is computed and, finally, the particle mass is obtained through
mi = ρiV . During the SPH simulations the particle masses are kept constant
while the densities and the volumes are updated using the continuity equation
and the relation Vi = mi/ρi.
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To ensure a uniform particle spacing, the number of points inside the com-
pact support of the kernel W in eq. (6.1) must be kept as small as possible. A
typical values for this number of points is about 6.

6.2 RPD GENERATION AROUND BODY OF ARBITRARY GE-
OMETRY

The “Regular Point Distributions”(RPDs) around the body are generated using
a packing algorithm described in section 6.1 (for more details on the packing al-
gorithm see Colagrossi et al. (2012)). This algorithm permits to arrange points
around complex contours almost preserving the volume around each point.
The computational cost of the packing algorithm is negligible with respect to
the cost of the flow simulation. Furthermore, this algorithm is based on a sim-
ple particle-interactions model, and, therefore, it can be embedded easily in
the DVH code.

(a) (b)

Figure 6.1: RPD generation around a body of general shape: (a) before packing, (b)
after packing

The body contour points are read by the code as an external file, then a
spline representation is used in order to change the discretization with a de-
sired spacing ∆s. As a second step, points are placed around the body on a
regular lattice with spacing ∆r (see figure 6.1(a)) then the packing algorithm
starts producing the new RPD (see figure 6.1(b)) which will be used for the
viscous diffusion process in the DVH scheme. From figure 6.1(b) it is possible
to see that at a certain distance the points are left on the Cartesian lattice.

The symmetries of the body geometry needs to be explicitly enforced around
it during the packing algorithm. Otherwise, small asymmetries in the packed
distribution will rise. These asymmetries reduce for decreasing ∆r. These
small asymmetries induce wake perturbations and vortex shedding takes place
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(a) (b)

Figure 6.2: Multiple RPDs around a solid surface (enlarged view): (a) Points distribu-
tion close and far from the body, (b) vorticity contour and velocity profiles
in a region close to a flow separation.

without the necessity of using other perturbation techniques (see sections 8
and 9).

Once the RPD is generated around the solid body, it is possible to use sim-
ple Cartesian distributions far from it. An example is given in figure 6.2(a).
There, close to the solid surface a packed configuration is used as a first RPD;
far enough from the body a second RPD is used with points set on a Cartesian
lattice and using a coarser spatial resolution. Figure 6.2(b) shows the vortic-
ity field in the boundary layer region evaluated through eq. (4.4) and three
velocity profiles are computed through a second convolution summation (see
eq. (4.46)). From the results depicted in this figure it can be noticed that the
overlapping of the two RPDs does not create problems when convolution sum-
mations are used to evaluate vorticity and velocity fields. Considering a body
moving with an arbitrary motion, only the closest RPD needs to be moved
while the other RDPs, being a simple Cartesian lattice, can be easily updated.
The latter situation is not treated in the present work.
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7 EVOLUT ION OF VORT IC I TY F IE LD IN
FREE SPACE

In this section both the DVH and the SPH methods are tested by studying free
vorticity dynamic in two dimension to heuristically measure the convergence
of both methods.

In section 7.1 both methods are used to simulate the evolution of a vorticity
distribution with the following initial conditions expressed in radial coordi-
nates:

ω(r, 0) = ω0 e
−(r/L)2 ; u0(r) = ω0

L2

2r

[
1 − e−(r/L)2

]
.

Although this test case present a very simple evolution, it is of great interest
because there exist an exact solution for both the vorticity ωexact and the
velocity uexact. The errors and the convergence rate of the two numerical
methods are then computed against this exact solution.

In section 7.2 behaviour of a merger of a pair of co-rotating vorticity patches
is considered. In this case a large Reynolds number is used so that the dynamic
of the merging process is not significantly influenced by the vorticity diffusion,
the phenomenon is almost driven by the advection term while the diffusion
process has a secondary role and could be relevant only for very low Reynolds
numbers.

The results described in this section are also presented in Rossi et al. (2013)
and Rossi et al. (2014a).

7.1 LAMB-OSEEN VORTEX TEST CASE
In this section an infinite fluid subjected to a radial force field: fr = −β2 r r̂ is
studied. β is a constant parameter, r is the radial coordinate and r̂ is the radial
unit vector. A velocity field merely tangential to circumferences centered in
r = 0 is considered. An incompressible isotropic solution is searched and
under these hypotheses the Navier-Stokes equations reduces to:





−
u2

r
=−

1

ρ0

∂p

∂r
− β2 r ,

∂u

∂t
=ν

[
1

r

∂

∂r

(
r
∂u

∂r

)
−
u

r2

]
.

(7.1)

where u is the tangential velocity while the radial one is identically null. In
this framework the two equations are decoupled and it is possible to integrate

75



76 EVOLUTION OF VORTICITY FIELD IN FREE SPACE

u by the second equation and evaluate the pressure field by the first one. Fur-
thermore, we underline that the solution of u is not affected at all by the radial
force field which only enters in the solution of the pressure field. Therefore,
the DVH solutions are not affected by the parameter β, while this is not the
case for the SPH method, we come back on this point at the end of this section.

The Lamb-Oseen vortex is characterized by an initial velocity field equal to:

u0(r) = ω0
L2

2r

[
1 − e−(r/L)2

]
, (7.2)

where L is the length scale of the problem. The corresponding vorticity contri-
bution is a gaussian distribution:

ω(r, 0) = ω0 e
−(r/L)2 , (7.3)

therefore ω0 is the vorticity in r = 0 at t = 0.
The exact solution of eq. (7.1) with initial datum given by eq.s (7.2) and (7.3)

is:

uexact(r, t) = ω0
L2

2r

[
1 − exp

(
−

Re
4πtω0 + Re

r2

L2

)]
, (7.4)

(see figure 7.1(b)) where the Reynolds number is defined as Re = πω0 L
2/ν.

The vorticity is then:

ωexact(r, t) = ω0
Re

4πtω0 + Re
exp

(
−

Re
4πtω0 + Re

r2

L2

)
, (7.5)

a gaussian vorticity shape is therefore maintained for all the time evolution
(see figure 7.1(a)).

Such a simple problem is used to measure heuristically the convergence
of DVH and SPH varying the Reynolds number. Indeed, the exact solution
can be used to evaluate the relative errors over vorticity and velocity during
simulations. In particular the relative error Ef for the function f(r, t) is defined
using a combination of L1 norm in space and L∞ in time:

Ef = max
t∈(0,tend]

∫
Ω |fexact(r, t) − f(r, t)|dr∫

Ω |fexact(r, t)|dr
, (7.6)

where Ω is the computational fluid domain. The latter is defined as a circular
domain with radius R = 20L, in this way Ω is large enough to ensure that the
vorticity field is almost negligible on ∂Ω. The final time, tend, is set equal to
Re/ω0, in this time range the maximum vorticity in Ω is reduced to about the
7% of the initial value ω0.

In the analytical solution Re simply changes the time scale, however, in the
next sections it is shown that increasing the Reynolds number the advection
step becomes more and more important introducing errors both in the DVH
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(a)

(b)

Figure 7.1: Vorticity (top) and Velocity (bottom) profiles for the Lamb Oseen Vortex
at t = 0 and t = Re/ω0.

as well as in the SPH numerical scheme. Therefore, different error levels are
expected upon changing the fluid viscosity.

Since in the DVH the boundary condition at infinity is automatically satis-
fied there is not any need to confine the fluid domain Ω. The vorticity field
is discretized only for r 6 20L while beyond this distance the vorticity is ne-
glected because of its small values.

Conversely, this is not the case for the SPH method which requires a closed
domain. This is realized considering an annular region r ∈ (20L , 20L + 2ε)
where fictitious equispaced particles are positioned and where analytical val-
ues for u and p are imposed. The pressure is evaluated with the first equation
of (7.1) where β2 is set equal to 0.1ω20 and a constant pressure value is set in
order to get positive pressure inside Ω. This is done to avoid the excitation of
the so called tensile instability (Swegle et al. (1995)) in the SPH method.

Numerical Results for the DVH
In this section the DVH model is tested on the Lamb-Oseen vortex problem.
The test has been made in two steps: a set of simulations without advection has
been performed to better control the error coming from the diffusive step. This
test corresponds to the limit Re → 0, then a new set of simulations has been
made taking advection into account and considering increasing Re numbers.

As discussed in section 4.6, the diffusion of each point vortex is evaluated by
discretizing eq. (4.82) on a regular distribution of points. Thus to reduce the
errors made in this process we can either increase the number of points con-
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tained in the support of radius Rd (i.e. increase the ratio Rd/∆r) or decrease
the fixed relative error ξ (see eq. (4.83)) for the diffusion of each vortex. This
second choice implies a reduction of the diffusive time step (see eq. (4.95)),
which means that the diffusion equation is resolved with higher accuracy in
time, while increasing the ratio Rd/∆r implies higher accuracy in space. We
call Eω and Eu the relative error over vorticity and velocity, respectively, mea-
sured according to formula (7.6).

(a) (b)

Figure 7.2: Left: Relative maximum error over vorticity as function of L/Rd for various
ratio Rd/∆r and ξ = 10−5. Right: Relative maximum error over vorticity
as function of L/Rd for various ξ and fixed ratio Rd/∆r.

Figure 7.2(a) shows the relative errors Eω obtained for the Lamb-Oseen prob-
lem for the case Re → 0, changing the spatial resolution L/Rd. Four different
ratios Rd/∆r are considered: 3, 4, 5 and 6 and ξ is set equal to 10−5.

From this plot it is possible to see that there are essentially two regimes
varying the spatial resolution L/Rd: (i) a first regime, for low spatial resolu-
tions, where the errors reduce (i.e. the numerical solver is convergent) and (ii)
a second regime where Eω saturates. The convergence steepness in the first
regime depends on the ratio Rd/∆r in particular a convergence rate equal to 5
for Rd/∆r = 3 up to 10 for Rd/∆r = 6 are measured. On the second regime the
solution is no more affected by the number of vortices used to discretize the
fluid domain; the only way to reduce the errors is to increase the ratio Rd/∆r
or to reduce ξ. This kind of convergence behaviour is typical of the meshless
methods where the convergence requires the reduction of some parameters, in
this case ∆r/L, the ratio ∆r/Rd and ξ (see e.g. Mas-Gallic and Raviart (1987)
). In the next section we show that also the convergence of the SPH method
depends on an analogous requirement. For the highest ratios Rd/∆r = 6 the
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saturation level of about 10−4 is reached very soon and the error Eω is mainly
dominated by the factor ξ. Figures 7.2(b) shows Eω for three different values

(a) (b)

Figure 7.3: Maximum relative error over vorticity (7.3(a)) and over velocity (7.3(b)) as
functions of L/Rd for various Reynolds numbers and fixed ratio Rd/∆r.

of ξ: 10−3, 10−5 and 10−7 with fixed Rd/∆r = 5. It is straightforward to note
that the saturation level decrease with ξ so that we can expect a convergence
to the exact solution if we simultaneously decrease ∆r/Rd and ξ.

Figure 7.3(a) and 7.3(b) shows the relative errors Eω and Eu for Re numbers:
10, 100, 1000 with fixed Rd/∆r = 4 and ξ = 10−5. For Eω the case without
advection (Re � 1) is also shown for comparison. As expected Eω increases
with Re, due to the errors linked to the advection steps, in particular for Re
equal 10 the errors are practically the same of the case Re � 1 (convergence
rate equal about to 8) while for Re equal to 1000, the saturation of Eω is no
more visible in the adopted spatial resolution range and the convergence rate
reduces to about 4. Furthermore, for Re=1000, the L/∆r range covered by the
first regime become quite wider with respect to the low Reynolds number
cases, this means that a large number of vortices is now needed (about 105) to
reach an error level Eω < 10−3. Regarding the errors on the velocity field, Eu,
these are higher than Eω, however Eu shows an almost constant convergence
ratio of about 1.8 for all the three Re numbers, without any reduction due to
saturation error level.

Using equations (4.95), (4.97) and (4.98) a link between the ratio N∆t and
Reynolds number can be derived:

N∆t =

[
(Rd/∆r)

2

4Co ln(1/ξ)
1

L/∆r

]
Re , (7.7)
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therefore, fixing Rd/∆r and the resolution L/∆r, we must perform, for every
diffusive step, N∆t advection steps cumulating errors as N∆t increases. In-
deed, if N∆t is large enough, as in the case Re = 1000, where N∆t is equal to
30 for the lowest resolution, irregularities in the vortex particles distribution
become quite visible.

(a) (b)

Figure 7.4: Maximum relative error over vorticity (7.4(a)) and over velocity (7.4(b)) as
functions of L/Rd for various ratio Rd/∆r and fixed Reynolds numbers

Figure 7.4(a) and 7.4(b) show Eω and Eu for three different values of Rd/∆r:
3, 4 and 5, fixed Re = 100 and ξ = 10−5. As previously shown for the case
Re � 1, convergence with Rd/∆r is obtained also here in the presence of
advection steps. For the lowest ratio Rd/∆r = 3 saturation is visible for both
Eω and Eu.

Summarizing, given the Reynolds number, accurate results require the right
combination between spatial resolution L/∆r and Rd/∆r (linked to the number
of nodes inside the diffusive support). A good combination can be obtained
through equation (7.7) by reducing N∆t as much as possible.

Numerical Results for SPH
In this section the SPH model is tested on the Lamb-Oseen vortex problem.
This problem can be demanding for this particle method since it is mainly
dominated by the viscous forces. Since SPH is based on low order integral
interpolation formula (see e.g. Quinlan et al. (2006)) the error on second order
operators is quite sensitive to the particle disorder. To limit this error, the
number of particles inside the support of δε, needs to be large enough (see
Quinlan et al. (2006), Colagrossi et al. (2013), Fatehi and Manzari (2011)). We
underline that, in the SPH model, the smoothed length 2ε is equivalent to the
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radius Rd used in the DVH. Therefore to check the accuracy of the numerical
solution as well as the convergence of the SPH scheme different tests changing
the spatial resolution L/(2ε) and the ratio 2ε/∆r are performed.

(a) (b) (c)

Figure 7.5: SPH simualations: Error on the velocity field Eu for the Lamb-Oseen prob-
lem for three different Reynolds numbers and using three different ratios
2ε/∆r.

(a) (b) (c)

Figure 7.6: SPH simualations: Error on the vorticity field Eω for the Lamb-Oseen
problem for three different Reynolds numbers and using three different
ratios 2ε/∆r.

Figure 7.5(a) shows the relative errors Eu (see eq. (7.6) ) on the velocity field
for the smallest Reynolds number (Re=10). For this case a relative error of
order 10−2 is measured using 2ε/∆r = 4 and 8 while, using only 9 interacting
particle neighbours (i.e. 2ε/∆r = 2), the error is 10−1. Further, a small con-
vergence rate is always obtained and a saturation level is quite visible for the
two highest ratio 2ε/∆r. The results are in line with the analysis performed
in Quinlan et al. (2006) indeed, as it is well known in the SPH literature, the
method converges when both ∆r as well as ∆r/ε simultaneously go to zero
(see e.g. Di Lisio et al. (1998)). However, the results show also that a reduction
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of both ∆r and ∆r/ε is not enough to get convergence to the analytical solu-
tion. This can be related to the shape of the kernel δε, as showed for the DVH;
however this aspect has not been investigated in this work. With respect to
DVH, considering the same spatial resolution L/∆r and the same Nnode (i.e.
Rd = 2ε), the SPH errors on Eu are almost two order of magnitude greater.

Increasing the Reynolds number, Eu increases, and for Re=1000 (see figure
7.5(c)), this error is always greater than 10−2 for all the simulations performed,
while with DVH this error still remains of order 10−4 for the highest resolu-
tion.

In the SPH method vorticity is not a primary variable and to evaluate this
field a further integral interpolation is needed through the formula:

ρω(ri) =
∑

j

(uj − ui) × ∇Wj (ri)mj (7.8)

Therefore, larger errors on ω are expected with respect to that on velocity.
This is confirmed by the results depicted in figures 7.6(a), 7.6(b) and 7.6(c)
where Eω is one order of magnitude larger that Eu (see figures 7.5(a), 7.5(b)
and 7.5(c)). In particular for Re=100 and 1000 the error Eω is even always
divergent when using the smallest ratio 2ε/∆r.

(a) (b) (c)

Figure 7.7: SPH simualations: Vorticity field at time t = ω0/Re for the Lamb-Oseen
problem for three different Reynolds numbers.

Figure 7.7 shows the vorticity field at the end of the simulations for the high-
est spatial resolution L/(2ε) and the highest 2ε/∆r ratio, for the three Reynolds
numbers analysed: 10, 100, 1000. From those plots it is quite visible that in-
creasing Re spurious numerical vorticity starts to form inducing errors in the
numerical solution. The development of this “numerical turbulence” and its
connection to extra-dissipation mechanism has been already commented in
Colagrossi et al. (2013) in the context of viscous gravity waves. In figure 7.8(a)
the time history of the SPH kinetic energy for Re=1000 is compared with the
analytical one; at the end of the simulation SPH has dissipated about 10%
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(a) (b)

Figure 7.8: SPH simualations: Time histories of the kinetic energy Ek and the total
circulation Γ for the Lamb-Oseen problem for three different Reynolds
numbers.

more energy than one expected. Figure 7.8(b) displays the time history of total
circulation, Γ , for Re=1000 the errors on the conservation of Γ starts to become
non-negligible going beyond 0.5% (regarding the conservation of circulation
in SPH method see also Antuono et al. (2013)).

Despite this drawback on the evaluation of the vorticity field, the SPH
method has the advantage of a direct evaluation of the fluid deformation due
its pure lagrangian nature. Figure 7.9 shows the fluid deformation at the end
of the simulation tω0 = Re for the three Reynolds number considered. In all
the three cases the same amount of vorticity is damped, however, from these
snapshots, it is quite visible the increasing relevance of the advection transport
with the Reynolds number. The direct control of the fluid deformation can be
quite useful for many applications. For example, on the two particle sets high-
lighted in figure 7.9 it is easy to give different fluid properties (few changes
are needed) with SPH; while this operation it is generally not straightforward
using vortex methods.

For example, the results showed in figure 7.10 refers to a case where two
different fluids are used. The Reynolds number of the first fluid is Re1 =

πω0L
2/ν1 = 10

4 while the second fluid has a Reynolds number which change
in time, starting with the same Re2(t = 0) = Re1 and decreasing linearly in
time reaching a value one thousand time lower at a fixed time t0, Re2(t0) =

πω0L
2/ν2 = 10:

Re(t) =





Re1 + (Re2 − Re1)
t

t0
t < t0

Re2 t > t0
t0 = 2Re2 /ω0; Re1 = 104, Re2 = 10

(7.9)
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(a) (b) (c)

Figure 7.9: SPH simualations: Fluid deformation for the Lamb-Oseen problem for
three different Reynolds numbers. Particles coloured in blue were initially
positioned on x < 0 semi-plane while red particle belonged to x > 0 at
t = 0.

Because of this change in the viscosity of the second fluid the vorticity field be-
comes more complicated than the one presented for the Lamb-Oseen problem.
Indeed, vorticity is generated by the interaction between the fluids and also
negative values develop (see right plot of figure 7.10). This is just an example
to show the flexibility of the SPH respect to a Vortex Method. Even if the DVH
allows to get more accurate results with lower CPU costs it is important to
underline the advantages of the SPH method like in this simple example just
discussed, for which the DVH scheme requires complex changes in the model
while for the SPH the modifications are practically trivial (for SPH simulations
of multi-fluids dynamics see also Tofighi and Yildiz (2013)).

7.2 MERGER OF A PAIR OF CO-ROTATING VORTICES
After the simple dynamics of an isolated vorticity patch discussed in the pre-
vious section, the more complex behaviour of a merger of a pair of co-rotating
vorticity patches in considered here. At large Reynolds numbers, the dynamics
of the merging process is not significantly influenced by the vorticity diffusion,
the phenomenon is almost driven by the advection term while the diffusion
process has a secondary role and could be relevant only for very low Reynolds
numbers.

In the first snapshot of figure 7.11 the initial conditions of the problem are
shown. The vorticity is equal to ω0 inside two circular regions of radius R and
zero elsewhere. The total circulation of each patch at t = 0 is equal to Γ0 =

πR2ω0, the Reynolds number for this problem is defined as Re = Γ0/ν and it is
set equal to 18850, in order to get a low-viscosity evolution (for more details see
Graziani et al. (1995)). The results presented in figure 7.11 show the vorticity
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Figure 7.10: SPH simulations: Mixing of two fluids with different viscosity initialized
with the Lamb-Oseen velocity-pressure fields. Left: Fluid Deformations:
in blue Fluid-1 initially positioned on x < 0 semi-plane. In red Fluid-2
particles initially positioned on to x > 0 semi-plane. Right: Vorticity field
at time tω0 /Re2 = 20.

evolution obtained by DVH model using a spatial discretization R/Rd = 50

(Rd/∆r = 4, ξ = 10−5) which corresponds to a number of vortex particles
equal to about 251.000. At the end of the simulation, because of the diffusion
process, the number of the vortex particles is about 2 millions. The two initial
vortical regions are highly stretched while rotating around the origin of the

Figure 7.11: Merging of a pair of co-rotating vorticity patches: Vorticity field evolution
using DVH solver
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axis. At time tω0 = 30 the two patches are almost merged while two thin
vortical structures are shed. To capture the latter the spatial resolution needs
to be properly selected. For such complex evolution an analytical solution
is not possible to be obtained, however, in order to assess the validity of the
DVH model and to monitor the accuracy of the solutions, some first integrals
of motion involving global quantities can be computed:

• total circulation: Γ =
∫
Ω ωdx,

• second vorticity moment: I =
∫
Ω r2ωdx,

• enstrophy: S = 1/2
∫
Ω ω2 dx,

• excess energy E = 1/2
∫
Ω ωψdx,

being ψ the stream function. For the present DVH the conservation of the total
circulation Γ is in practice always preserved (relative errors less than 10−6 since
we use a non null Γcutoff, see section 4.6). For the problem studied here (2D
unbounded without free-stream velocity), the following relations between Γ , I,
S and E hold (see e.g. Riccardi and Durante (2006)):

dI

dt
=
4 Γ0
Re
Γ(t) ,

dE

dt
= −

2 Γ0
Re

S(t) (7.10)

Figure 7.12: Merging of a pair of co-rotating vorticity patches. Left: errors EI and
EE (see eq. (7.11)) as a function of the spatial discretization R/∆r. Right:
errors EE comparison between DVH and SPH results
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Therefore, the accuracy of the numerical models (DVH and SPH) can be in-
ferred by computing the relative errors:





EI = max
t∈(0,tend]

I(t) − I0 −
4Γ0
Re

∫t
0 Γ(τ)dτ

I0

EE = max
t∈(0,tend]

E(t) − E0 +
2Γ0
Re

∫t
0 S(τ)dτ

E0
.

(7.11)

Left plot of figure 7.12 shows the convergence trend of the errors EI and EE
obtained by DVH model. An almost second order convergence is achieved for
both the errors as a function of the spatial discretization R/Rd. On the right
plot of the same figure the SPH results for EE are shown as a function of the
spatial discretization R/(2ε). Since the two ratios Rd/∆r and 2ε/∆r are both
equal to 4, the two different resolutions, R/Rd for the DVH model, and R/(2ε)
for the SPH, can be considered equivalent (same R/∆r). As expected the SPH
error level is higher than the DVH one, however the second order convergence
is achieved also by this solver.

Regarding EI, the SPH presents a larger error without any reduction for
increasing resolution R/(2ε), as reported in the left plot of figure 7.13. This
is mainly due to development of spurious vorticity in the whole domain (see
right plot of figure 7.13). Even if this vorticity amount is very limited the r2

factor inside the definition of I amplifies its effect. The development of this
numerical vorticity by the SPH method is widely documented in the literature
(see e.g. Colagrossi et al. (2013) and Ellero et al. (2010)) and can be controlled
by increasing the ratio ε/∆r.

Figure 7.13: Merging of a pair of co-rotating vorticity patches Left: errors EI compar-
ison between DVH and SPH results. Right: vorticity field at tω0 = 50

using the SPH solver.

We underline that in order to solve this problem with the SPH, a couple of
Poisson problems have been solved using a semi-analytical approach, to get,
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from the initial conditions on the vorticity field, the velocity-pressure fields at
t = 0 needed by the SPH solver. A circular domain of radius 10R has been
discretized for the SPH method using the same technique discussed in section
7.1 for handling the outer boundary. The highest adopted spatial resolution
was R/(2ε) = 25 corresponding to a number of particles of about 3 millions.
When using DVH model simulations up to a spatial resolution R/(2ε) = 50

were possible, thanks to the discretization of the rotational portion of the fluid
domain only, allowing also to simulate a last case with Reynolds number equal
to 100000 (see last plot in figure 7.14).

Figure 7.14: Merging of a pair of co-rotating vorticity patches. Effect of the Reynolds
number on the vorticity field at tω0 = 36 using the DVH solver.

Finally, figure 7.14 shows the vorticity field at time tω0 = 36 obtained
with the DVH method, using four different Reynolds number starting from
Re=188.5 up to Re=100000. It is just an example to show the ability of the
DVH in simulating problems for a wide range of the viscosity scales. For the
most viscous case the vorticity has been diffused over a big portion of the
computational domain already at tω0 = 36 while for the highest Reynolds
number the enstrophy is still close to 90% of its initial value. The two branch
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filaments originated during the merging process become thinner and thinner
as the Reynolds increase and the vorticity maintains values very close to the
initial one inside these regions which become more persistent during the time
evolution.

A plot of the enstrophy for the Reynolds number starting from Re=188.5 up
to Re=100000 is showed in figure 7.15. As expected the enstrophy decays faster
for the lowest Reynolds number.

Figure 7.15: Merging of a pair of co-rotating vorticity patches. Effect of the Reynolds
number on the enstrophy.





8 VORT IC I TY FLOW IN PRESENCE OF
BLUFF BOD IES

In this section the DVH model is tested by studying flows past solid bodies of
various shapes at different Reynolds numbers.

The simulations are performed using a multi resolution approach: the spa-
tial resolution is decreased for increasing distance from the body in the flow
direction, in particular this is done using several RPDs with decreasing values
of L/∆r as shown in Fig. 8.1. The first RPD (i.e. the one nearest to the body) is

Figure 8.1: Example of a multi-domain simulation using 6 different RPDs.

generated using the procedure described in section 6.
A first series of simulation is made (section 8.1) to study the flow past a thick

elliptical cylinder at Re = 500, in this case a convergence test is shown. The
DVH solution is then compared with another particle method, the Smoothed
Particle Hydrodynamics (SPH), using the numerical model described in Mar-
rone et al. 2013 and in Macià et al. 2011.

In section 8.2 the flow past a thin (axis ratio 0.1) elliptical cylinder with angle
of attack α = 30◦ is studied using Reynolds numbers ranging from 100 to 1000.

In section 8.3 and 8.4 the flow past two different elliptical cylinders with
angle of attack α = 30◦ at Re = 3000 and Re = 10000 respectively is simulated.
The results are compared with those presented in the literature (see Nair and
Sengupta (1997), Huang and Huang (2013)).

Because the present DVH method is able to perform simulations using bod-
ies of general shape, the flow past a body having a C-shape form is simulated
at Re = 2000 for various angles of attack, the results are shown in section 8.5.

91
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In section 8.6 the flow past a circular cylinder is simulated for Re = 9500,
the obtained results are compared with the available data (see Koumoutsakos
and Leonard (1995)).

In section 8.7 the flow past a circular cylinder is simulated for Reynolds
numbers equal to 5× 104 and 105. This last simulation requires a very high
spatial resolution in the boundary layer region, for this purpose eight RPDs
are used. Even if this is a 2D simulation, for our knowledge is, at the time
of writing, the flow around a circular cylinder with highest Reynolds number
simulated in the literature without using any subgrid-scale turbulence model.

The results described in this section are also presented in Rossi et al. (2014b)

8.1 INCLINED ELLIPTICAL CYLINDER Re = 500

A series of simulations of an elliptical cylinder with axis ratio 0.4 and angle of
attack α = 20◦ is performed at Re = 500. An example of the evolution of the
vorticity profile is shown in Fig 8.2(a) for c/∆r = 200 (being c the major axis).
At this Reynolds and for the adopted thickness a regular harmonic shedding
is reached after the transitory stage.

c/∆r Re∆r Co ∆taU/c ∆tdU/c (Dom 1)
50 10 0.88 1.76× 10−2 7.05× 10−2
100 5 0.88 8.81× 10−3 1.76× 10−2
200 2.5 0.44 2.20× 10−3 4.41× 10−2

Table 8.1: Inclined elliptical cylinder Re = 500: main discretization parameters

Figure 8.2(b) shows the time histories for the drag coefficient cd using three
different spatial resolutions c/∆r = 50, 100, 200. Table 8.1 reports for each
value of c/∆r: (i) the cell-Reynolds number Re∆r = U∆r/ν, (ii) the Courant
number Co used for the advection time step. The low Re∆r values reached
with the adopted resolution justify the good accuracy of the simulations per-
formed in this first test-case.

The convergence ratio calculated, using a L1 norm in time, is of about 2.0 in
agreement with the analysis performed in section 7.

The same case is simulated with a Smoothed Particle Hydrodynamics method
(Marrone et al. (2013)). Figures 8.3(a) and 8.3(b) depict respectively the drag
and lift coefficient obtained with both methods with a spatial resolution c/∆r =
200. A good agreement between the two methods is obtained in the periodic
regime. The differences on the transitory stage are mainly due to the weakly
compressible approach of the SPH model where an impulsive start of the body
originates a series of acoustic waves travelling and reflecting in the domain.
The plot 8.3(b) shows that the lift coefficient oscillates around a positive value,
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(a) (b)

Figure 8.2: (a) Evolution of the vorticity field for c/∆r = 200 for an elliptical cylinder
(axis ratio 0.4, α = 20◦) at Re = 500, (b) Drag coefficient for three different
spatial resolutions c/∆r

(a)

(b)

Figure 8.3: Time behaviour of drag (a) and lift (b) coefficient respectively for an ellip-
tical cylinder (axis ratio 0.4, α = 20◦) at Re = 500: comparison between
SPH and DVH.
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as expected because of the small positive angle of incidence. The Strouhal
number evaluated by the two different solvers is slightly different, this can be
related to the confined domain used in the SPH simulation.

8.2 FLOW PAST THIN ELLIPTIC CYLINDER AT VARIOUS Re

The DVH algorithm is used to study the flow past a thin elliptic cylinder at
various Reynolds numbers. The main discretization values are reported in
table 8.2 while in figure 8.4 an example of the vorticity field generated at the
various Re is showed.

Increasing the Reynolds number it is possible to see the transition from
vortex structures resembling a von Karman vortex street for Re = 100 and
Re = 250 to more complex vorticity distribution at the higher Reynolds. At
Re = 500 a more complex behaviour of the vorticity structures appears in
the wake with the formation of couples of vortices trying to travel upstream
towards the body. At Re = 1000 the behaviour of the shed vortices changes
again with the presence of couples of vortices travelling upwards, towards the
limit of the computational domain, until their trajectories lead them back to
interact with the rest of the wake.

Re c/∆r Re∆r Co ∆taU/c ∆tdU/c (Dom 1)
100 200 0.50 0.18 8.81× 10−4 8.81× 10−4
250 200 1.25 0.44 2.20× 10−3 2.20× 10−3
500 200 2.50 0.88 4.40× 10−3 4.40× 10−3

1000 200 5.00 1.76 8.81× 10−3 8.81× 10−3

Table 8.2: Flow around an elliptic cylinder with Reynolds number ranging from 102

to 103: main discretization parameters

The lift and drag coefficients for the various Reynolds numbers and the
power spectrum of the lift coeffcient are showed in figure 8.5 and 8.6 respec-
tively. As it is possible to see, varying Reynolds number, the force coefficients
go from having an almost sinusoidal behaviour (Re=100) to a more complex
one (Re=1000) although maintaining a very regular and periodic behaviour.

Figure 8.6 depict the lift coefficient power spectrum, the main frequency is
related to the shedding of vortices from the body, incresing Reynolds number
results in a variation of the main frequency and in the introduction of side
frequencies related to the increased complexity of the vortex shedding.
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Figure 8.4: Example of the vorticity field generated at the various Reynolds numbers.
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Figure 8.5: Elliptic cylinder (angle of attack α = 30◦ for various Re. Left: Drag coeffi-
cient. Right: Lift coefficient

Figure 8.6: Lift coefficient powers spectrum for the four Reynolds numbers studied
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8.3 FLOW PAST AN ELLIPTIC CYLINDER AT Re = 3000

Following the work of Nair and Sengupta (1997) a DVH simulation of the flow
around a thin elliptical cylinder (thickness to chord ratio 0.1) with angle of
attack α = 30◦ is here discussed. The same test case has been performed more
recently by Huang and Huang (2013) and therefore also the related data are
used to cross validate the DVH model.

In table 8.3 the main parameters of the spatial/time resolution adopted are
shown. The ratio c/∆r (being c the major axis) used close to the body is 800
allowing for an accurate solution of the boundary layer region. Figure 8.7

c/∆r Re∆r Co ∆taU/c ∆tdU/c (Dom 1)
800 3.75 1.32 1.65× 10−3 1.65× 10−3

Table 8.3: Flow around an elliptic cylinder at Re = 3000: main discretization parame-
ters

Figure 8.7: Evolution of the vorticity field for c/∆r = 800 for an elliptical cylinder
(axis ratio 0.1, α = 30◦) at Re = 3000. Left: enlarged view close to the
body. Right: wake field with the different domains used.

depicts the vorticity field in the near (left) and far (right) regions. The angle of
attack used and the small thickness of the body induce a stall regime leading
to a very complex wake dynamics.

Figure 8.8 reports the pressure coefficient around the ellipse for three dif-
ferent time instants. The pressure profiles have been compared with those
evaluated in Nair and Sengupta (1997) showing a good agreement with the
data produced by the DVH model.

A comparison for the drag and lift coefficients with the results reported in
Nair and Sengupta (1997) and in Huang and Huang (2013) is depicted in figure
8.9. Both cd and cl coefficient oscillate around the same range of values for all
the three sets of data, however the complexity of the vorticity field this time
makes impossible to get a fair agreement between the different solutions.

The complexity of the evolution of the vorticity field can be better under-
stood by looking at the power spectrum of the lift coefficient, where, together
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with principal frequency, are present higher frequencies with lower intensities
(up to a frequency of 0.3 Hz) possibly due to the complex detachment of the
vorticity field from the ellipse. An example of the complex dynamic of the
vorticity field near the body surface is given by the fast detachment of small
vorticity structures (see figure 8.10), affecting both the lift and drag coefficient
with fast oscillations.

Figure 8.8: Pressure coefficients for a thin ellipse at Re = 3000 at different times:
comparison between Nair and Sengupta (1997) and present study.

Figure 8.9: Drag (top) and lift (bottom) coefficients respectively for a thin ellipse at
Re = 3000: comparison between Nair and Sengupta (1997), Huang and
Huang (2013) and the present study
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Figure 8.10: Left: Power spectrum of the lift coefficient. Right: Detachment of small
vorticity structures from an elliptic cylinder at Re = 3000

8.4 FLOW PAST AN ELLIPTIC CYLINDER AT Re = 10000

Following the work of Nair and Sengupta (1997) a DVH simulation of the flow
around an elliptic cylinder (thickness to chord ratio 0.25) with angle of attack
α = 30◦ is here discussed.

In table 8.4 the main parameters of the spatial/time resolution adopted are
shown. The ratio c/∆r (being c the major axis) used close to the body is 1000
allowing for an accurate solution of the boundary layer region.

c/∆r Re∆r Co ∆taU/c ∆tdU/c (Dom 1)
1000 10.0 1.76 1.76× 10−3 3.52× 10−3

Table 8.4: Flow around an elliptic cylinder at Re = 10000: main discretization param-
eters

Figure 8.11 depicts the vorticity field in the near (left) and far (right) regions.
The angle of attack used induce also in this case a stall regime leading to a
very complex wake dynamics.

A comparison for the drag and lift coefficients with the results reported in
Nair and Sengupta (1997) is depicted in figure 8.12. Both cd and cl coeffi-
cient oscillate around the same range of values for both sets of data, however
the complexity of the vorticity field this time makes impossible to get a fair
agreement between the different solutions.

Small scale oscillations are clearly visible in the time evolutions of both the
drag and lift coefficient, these oscillations are linked to the fast detachment
of small vorticity structures from the body. This behaviour leads to a power
spectrum for the lift coefficient in which the higher frequencies, although of
small intensity, can not be neglected.
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Figure 8.13 shows the power spectrum (left) of the lift coefficient for an
impulsively started inclined ellipse at Re = 10000 and an example of the de-
tachment (right) of small vorticity structures from the body surface.

Figure 8.11: Evolution of the vorticity field for c/∆r = 1000 for an elliptical cylinder
(axis ratio 0.25, α = 30◦) at Re = 10000. Left: enlarged view close to the
body. Right: wake field.

Figure 8.12: Drag (left) and lift (right) coefficients respectively for an ellipse at Re =

10000: comparison between Nair and Sengupta (1997) and the present
study.
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Figure 8.13: Left: Power spectrum of the lift coefficient. Right: Detachment of small
vorticity structures from an elliptic cylinder at Re = 10000

8.5 FLOW AROUND A C-SHAPE BODY AT Re = 2000

The DVH method, thanks to the packing algorithm used to generate the RPDs
described in section 6, allows for the simulation of viscous flows around body
of general shapes. As an example, the flow around a smooth body composed
by four semicircles with different radius (Fig. 8.14(a)) is here analysed. Differ-
ent orientation changing the angles of attack α (Fig. 8.14(b)) are also consid-
ered.

(a) (b)

Figure 8.14: (a) Sketch of the C-shape body (b) Notation for the different rotations
considered.
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The Reynolds number assumed for this test-case is Re = 2000, while the
angles of attack used are α = −90◦,−45◦, 0◦, 45◦, 90◦. Figures 8.15(a) and
8.15(b) show the time records for the drag and lift coefficients respectively for
the first three angles α = −90◦,−45◦, 0. For α = 0◦ the force reaches a periodic
behaviour after the transition stage. Decreasing α the periodicity is lost and
a quite irregular time behaviour develops, furthermore the level of the mean
drag largely increases. The lift coefficient has a negative mean for α = 0◦, a
positive mean value for α = −45◦ and a zero mean value for α = −90◦ as
expected. The amplitude of the fluctuation on the lift force at α = −90◦ is
comparable to that recorded for a circular cylinder at the same Re.

For positive angles of attack (figures 8.16(a), 8.16(b)) the mean drag increases
with α, however, for α = 90◦ an almost periodic regime is reached again with
a mean drag which is the highest recorded for all the five angles.

D/∆r Re∆r Co ∆taU/D ∆tdU/D (Dom 1)
200 10.0 1.76 8.81× 10−3 1.76× 10−2

Table 8.5: Flow around a C-Shape body at Re = 2000: main discretization parameters

(a)

(b)

Figure 8.15: Drag (a) and lift (b) coefficients for a C-shape body at Re = 2000. Influ-
ence of the orientation: α = 0◦,−45◦,−90◦
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(a)

(b)

Figure 8.16: Drag (a) and lift (b) coefficients for a C-shape body at Re = 2000. Influ-
ence of the orientation: α = 0◦, 45◦, 90◦

What is really non intuitive from the results presented is the negative mean
value of the lift coefficient for α = 0◦ and the high mean value of the drag
coefficient for α = 90◦. Analysing more deeply the case α = 0◦, from the
pressure profile along the body contour it is possible to see that (Fig. 8.17(a))
there is an higher pressure on the upper part of the body than in the lower
part which is everywhere negative. This happens because a driven-cavity like
flow establishes in the lower part of the body in which an almost steady vortex
is entrapped by the flow itself (Fig. 8.17(b)). Conversely the flow in the upper
part of the body behaves like the one generated by a circular cylinder inducing
a quite regular vortex shedding (see figure 8.18).

For the case α = 90◦, in the initial stage of the wake development the vor-
ticity field past the body is similar to that of a circular cylinder at the same
Reynolds (see Fig. 8.19(a), 8.19(b) and 8.19(c)). Once the vortex shedding
starts, at each cycle a vortex is entrapped inside the cavity in the body (see
Fig. 8.19(d), 8.19(e) and 8.19(f)). This process induces a large flow dissipation
which is responsible of the high drag developed in this condition.

Note that the total perimeter of the body is πD so that a comparison of the
drag and lift coefficients with those for a circular cylinder with diameter D
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is possible for the case α = 0◦, 90◦ (the only one where an almost periodic
behaviour is attained), the comparison is depicted in figure 8.20. It is straight-
forward to note that the drag coefficient for the cylinder at Re = 2000 lays
between that of the C-shape at the two different angles, while the lift coeffi-
cient for the cylinder behaves similarly to the one of the C-shape with α = 90◦.

(a) (b)

Figure 8.17: C-shape at Re = 2000, α = 0◦ and tU/D = 98.69471: (a) Pressure co-
efficient, the black line shows the cp zero value. (b) Vorticity field and
streamlines near body. Note the vortex trapped inside the cavity by the
flux itself.

Figure 8.18: Flow around a C-Shape body at Re = 2000 with α = 0◦: evolution of the
vorticity field past the body
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(a) (b) (c)

(d) (e) (f)

Figure 8.19: Flow around a C-Shape body at Re = 2000 with α = 90◦: evolution of
the vorticity field past the body

Figure 8.20: Flow around a C-Shape body at Re = 2000 with α = 0, 90◦. Drag (top)
and lift (bottom) coefficients are compared to that obtained with a circu-
lar cylinder at the same Re.
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8.6 FLOW AROUND AN IMPULSIVELY STARTED CIRCULAR
CYLINDER AT Re = 9500

As a further test-case, the simulation of the flow past a circular cylinder at
Re = 9500 is computed in order to compare the DVH method with results
presented in Koumoutsakos and Leonard (1995). The latter were published
twenty years ago and at that time, due to the CPU resources available, the
authors simulated only the semi-plane y > 0 and stopped the simulation at
time tU/D = 4.0 (being D the cylinder diameter). This test case has been also
used more recently in Rossinelli et al. (2010) and Rasmussen et al. (2011) for
validating two other Vortex Methods.

Figure 8.21(a) shows the comparison with the DVH results for the drag
coefficient.

Figure 8.21(b) displays a longer time history for the drag coefficient. In-
deed, nowadays, with a Vortex Particle method, using a Desktop PC with
OpenMP parallel programming, it is possible to simulate long time evolution,
tendU/D = 100, at this Reynolds recording different wake oscillations and
using a high spatial resolution close to the cylinder surface, D/∆r = 800. This
simulation remains quite critical to perform with a standard mesh-based solver,
since the wake shape changes in time and it is not possible to build a-priori
an optimum mesh for capturing all the vortical structures. Furthermore, the
number of mesh-points involved would be very high because the irrotational
region needs also to be solved. For this reason is quite unusual, even in a

(a) (b)

Figure 8.21: (a) Comparison of the drag coefficient between Koumoutsakos &
Leonard (1995) Koumoutsakos and Leonard (1995) and DVH. (b) time
history of the drag coefficient for a longer time range.
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2D framework, to find in the literature numerical results like the one here
discussed.

Table 8.6 reports for the ratio D/∆r used: (i) the cell-Reynolds number,
(ii) the Courant number used for the advection steps, (iii) the ratio between
the wall distance y+ = 1, measured at distance equal to the cylinder ra-
dius, R, from the stagnation point and ∆r. This last parameter shows that
the adopted resolution is able to well reproduce the boundary layer for the
present Reynolds number.

D/∆r Re∆r Co (y+ = 1)R/∆r ∆taU/D ∆tdU/D (Dom 1)
800 11.88 2.09 1.2 2.62× 10−3 5.23× 10−3

Table 8.6: Flow around a Circular cylinder at Re = 9500: main discretization parame-
ters

Left plot of figure 8.22 shows the vorticity field close to the cylinder while
the right plot displays the vorticity in the wake region also. One of the main
features of the present model is the ability to simulate complex dynamics in
the wake region. For example, in Fig. 8.23(a), after the build up of vorticity in
the recirculation zone, the detachment of a first dipole composed of two large
vortices of opposite signs can be appreciated. After a time interval of tU/D = 4

another dipole, less intense with respect to the previous one, is detached from
the cylinder (Fig. 8.23(b)). These first two dipoles interact in such a way that
the second dipole “steals” the counter-clockwise rotating vortex from the first
dipole (Fig. 8.23(c) and 8.23(d)) creating a new vortical structures which starts
to orbit around the first clockwise shed vortex. After this interaction a third
and a fourth dipole are detached from the cylinder; the first one travelling
downwards towards the limit of the computational domain (Fig. 8.23(e)).

Figure 8.22: DVH vorticity field for the flow past an impulsively started circular cylin-
der at Re = 9500
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(a)

(b)

(c)

(d)

(e)

Figure 8.23: Wake past an impulsively started cylinder at Re 9500
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8.7 FLOW PAST CIRCULAR CYLINDER UP TO Re = 100 000

The flow past an impulsively started cylinder at Re=50 000 and Re=100 000 is
considered as a final test case. For these cases a very high spatial resolution is
required in the boundary layer region. For this purpose eight RPDs are used,
and close to the body the resolutionD/∆r is set equal to 3200. Table 8.7 reports
the main discretization parameters used for four different Reynolds numbers
1000, 9500, 50 000, 100 000. For all the Reynolds numbers the ratio between
the wall distance y+ = 1 (measured at distance equal to the cylinder radius, R
from the stagnation point) and ∆r, is maintained of order of one to guarantee
to have enough vortex particles even in the viscous sublayer region (y+ < 5).

Re D/∆r Re∆r Co (y+ = 1)R/∆r ∆taU/D ∆tdU/D (Dom 1)
1000 200 5 1.74 1.6 8.69× 10−3 8.69× 10−3
9500 800 3.75 1.32 2.8 2.62× 10−3 5.23× 10−3
5× 104 3200 15.63 1.84 1.4 5.74× 10−4 1.72× 10−3
105 3200 31.25 1.84 0.8 5.74× 10−4 3.44× 10−3

Table 8.7: Flow around a circular cylinder at different Reynolds numbers: main dis-
cretization parameters

Figure 8.24 depicts the vorticity field past an impulsively started circular
cylinder at Re=100.000 for four time instants. Around time tU/D = 0.50 the
boundary layer in the rear part of the cylinder starts to destabilize and vortical
dipole structures are released in the wake region. This kind of phenomenon
clearly shows the complexity of the flow field at this Reynolds number.

In order to highlight the complexity of the wake for such high Reynolds
numbers, the vorticity fields have been reported in figure 8.25 at four different
Reynolds numbers. For the two highest Reynolds numbers the symmetry of
the numerical solution is already lost at tU/D = 4.0.

We were not able to find in the literature numerical solutions at the two high-
est Reynolds numbers presented here (without using any turbulence models).
Therefore we think that the presented results can be useful also for other read-
ers who need to test numerical solvers at these viscosity levels.

In figure 8.26 the drag coefficients for the four Reynolds numbers, 1000, 9500,
50 000, 100 000, are reported. It is possible to note that the drag coefficients for
the Reynolds numbers 1000, 9500 and 50000 all fluctuates around similar mean
values, Different is the situation for Re = 100000 in which the drag coefficient
has already experienced a drag crisis phenomenon. Although it is a complete
3D phenomenon, it is possible to experience this effect also in 2D simulations
as reported in Singh and Mittal (2005).

Figure 8.27 depicts time averaged drag coefficient as a function of the Reynolds
number. The 2D simulations of Henderson (1995) and Singh and Mittal (2005)
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are also reported showing good agreement with the mean drag coefficient
evaluated with the DVH algorithm. For completeness the experimental datas
from Wieselsberger (1921) are also shown. The data of Henderson (1995) and
Wieselsberger (1921) are taken from Singh and Mittal (2005).

As expected the 2D simulations can well reproduce the forces on the body
up tu Re ' 200 and also if they show a drag crisis phenomenon it is registered
about an order of magnitude earlier with respect to the experiments of

Figure 8.24: Flow around an impulsively started circular cylinder at Re=100 000. Vor-
ticity field for four times tU/D=0.52, 0.64, 0.80, 0.92.
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Figure 8.25: Flow around an impulsively started circular cylinder at four different
Reynolds numbers. Vorticity field at time tU/D = 4.
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Figure 8.26: Flow around an impulsively started circular cylinder at four different
Reynolds numbers. Evolution of the drag coefficient

Figure 8.27: Mean drag coefficient as function of the Reynolds number. The 2D simu-
lations of Henderson (1995) and Singh and Mittal (2005) and the experi-
mental data of Wieselsberger (1921) are also shown.



9 FLOW IN PRESENCE OF BOD IES
W ITH EDGES

In this section the DVH model is tested by studying flows past solid bodies
with edges, such as squared cylinders or airfoils, to validate the visibility mask
and the diffusion process described in section 4.6.2.

As for the simulations of section 8, a multi resolution approach is used: the
spatial resolution is decreased for increasing distance from the body in the
flow direction, in particular this is done using several RPDs with decreasing
values of L/∆r. The nearest RPD to the body is generated using the procedure
described in section 6.

A first series of simulations using squared and rectangular cylinders at Re =
200 is performed using various angles of attack, the results obtained (lift, drag
and pressure coefficients) are compared with those presented in Steggel (1998).

In section 9.2 the DVH model is tested studying the flow past a NACA0008
airfoil with angle of attack α = 4◦ for the Reynolds numbers 2000 and 6000,
the results are compared with those presented in Mittal et al. (2008).

To show the ability of the DVH model to simulate flows around sharp bodies
at high Reynolds numbers, the flow past the waterline of a DDG51 hull at
Re = 100000 is simulated.

9.1 FLOW PAST SQUARED AND RECTANGULAR CYLINDER
Following the work of Steggel (1998) a series of DVH simulations of the flow
around squared and rectangular cylinders with various angle of attack is here
discussed.

In this section the Reynolds number and the lift and drag coefficient are
made non dimensional using the maximum cross-stream section of the body
d

Re =
Ud

ν
, cd =

2Fx

ρU2d
, cl =

2Fy

ρU2d
. (9.1)

Figure 9.1 depicts the definition of the maximum cross-stream section of the
body d together with the angle of attack α and the side (A and B) of the
rectangle while in table 9.1 the main parameters of the spatial/time resolution
adopted are shown, adopting the same Reynolds number Re = 200 and the
same spatial resolution for all the simulations showed in this section.

A first series of simulations using a squared cylinder (A=B) with angles of
attack α = 0◦ and α = 45◦ have been performed.
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c/∆r Re∆r Co ∆taU/d ∆tdU/cd (Dom 1)
100 2.00 0.70 7.05× 10−3 7.05× 10−3

Table 9.1: Flow around squared and rectangular cylinders at Re = 200: main dis-
cretization parameters

Figure 9.2 depicts the vorticity field in the far regions from the bodies for
the two angles of attack used.

A comparison of the lift and drag coefficient with the results reported in
Steggel (1998) for the cases studied is depicted in figure 9.3 and 9.4 for the
angles of attack α = 0◦ and α = 45◦ respectively and a good agreement is
obtained in the periodic regime.

A second series of simulations using a rectangular cylinder with B = 2A and
angles of attack α = 90◦ have been performed. Figure 9.5 depicts the vorticity
field in the far regions from the bodies.

A comparison of the lift and drag coefficient with the results reported in
Steggel (1998) for the case of figure 9.5 is depicted in figure 9.6 and a good
agreement is obtained in the periodic regime.

It is possible to note for both the squares and the rectangle simulations a
slight difference in the Strouhal number obtained with the DVH with respect
to the one of Steggel (1998). This is possibly due to the low resolution used in
Steggel (1998).

For the rectangular cylinder with angle of attack of 90◦, a comparison of
the pressure coefficient along the body contour has also been made. Figure
9.7 depict the pressure coefficient cp for the rectangular cylinder with angle of
attack α = 90◦, achieving a good comparison with the results of Steggel (1998).

Figure 9.1: Geometrical parameters for a flow simulation around a rectangular cylin-
der
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Figure 9.2: Vorticity field for d/∆r = 100 for a squared cylinder at Re = 200 and
various angles of attack α. From top to bottom α = 0◦, and α = 45◦.

Figure 9.3: Drag (left plot) and lift (right plot) coefficients for a squared cylinder at
Re = 200 and angle of attack α = 0◦. Comparison with Steggel (1998) is
shown

Figure 9.4: Drag (left plot) and lift (right plot) coefficients for a squared cylinder at
Re = 200 and angle of attack α = 45◦. Comparison with Steggel (1998) is
shown
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Figure 9.5: Evolution of the vorticity field for d/∆r = 100 for a rectangular cylinder at
Re = 200 and two angles of attack α.

Figure 9.6: Drag and lift coefficient for an impulsively started rectangular cylinder at
Re = 200 and α = 90◦. Comparison with Steggel (1998) is shown

Figure 9.7: Pressure coefficient for an impulsively started rectangular cylinder at Re =
200 and α = 90◦. Left: cp taken at zero value of cl. Right: cp taken at
maximum value of cl. Comparison with Steggel (1998) is shown.



9.2 FLOW PAST AN AIRFOIL NACA0008 117

9.2 FLOW PAST AN AIRFOIL NACA0008
Following the work of Mittal et al. (2008) the flow around an airfoil NACA0008
with angle of attack α = 4◦ at two different Reynolds numbers 2000 and 6000 is
simulated. Table 9.2 shows the main parameters of the spatial/time resolution
adopted.

Re c/∆r Re∆r Co ∆taU/d ∆tdU/cd (Dom 1)
2000 800 2.50 0.88 1.10× 10−3 1.10× 10−3
6000 1000 6.00 2.11 2.11× 10−3 2.11× 10−3

Table 9.2: Flow around an airfoil NACA0008 at with angle of attack α = 4◦: main
discretization parameters

Figure 9.8 depicts the vorticity field for both Reynolds numbers. In the sim-
ulation with Re = 2000 the vorticity field remains stable throughout the whole
simulation while at Re = 6000 the vorticity field become unstable giving birth
to von Karman vortex street. This instability is possibly due to the presence
of an RPD in the region near the body generated through the algorithm de-
scribed in section 6. In fact while the packing algorithm preserve the volume
occupied by each point of the distribution, it may introduce small asymmetries
in the points distribution the may lead, especially at high Reynolds numbers,
to these behaviours.

Figure 9.9 depicts the lift and drag coefficients for the two Reynolds numbers
studied, together with the data from Mittal et al. (2008).

9.3 FLOW PAST A DDG51 HULL WATERLINE
A two dimensional simulation of the water line of a hull DDG51 has been
performed at Re = 100000. The ship is supposed to advance with a steady
drift angle, the main discretization parameter of the simulation are given in
table 9.3

Re Fr c/∆r Re∆r Co ∆taU/d ∆tdU/cd (Dom 1)
100000 0.01 3200 31.25 1.84 5.74× 10−4 3.44× 10−3

Table 9.3: Flow around the waterline of a DDG51 shiphull advancing with a steady
drift angle: main discretization parameters

A low Froude number Fr = 0.01 is used in order to guarantee that the
free surface remains unperturbed (no ship waves generation) as may happen
for a ship maneuvering in a harbour. In this case it is possible to study the
generation of vorticity along the waterline of the ship.
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At such high Reynolds number the vorticity field generated by a narrow
object become more complicated. An example of the complex shed and evo-
lution of the vorticity field is depicted in figure 9.11 where a series of small
vortices are detached from the ship bow. These vortices interact with a bigger
one starting to orbit around it creating a complex “flower shaped” vorticity
structure.

Another example of the complex evolution of the vorticity field can be found
analysing the behaviour of the vorticity field on the right side of the hull. In
this case, together with the formation of the vorticity structures, also described
in the case of an impulsively starte cylinder at Re = 100000, typical of an high
Reynolds flow, it is possible to note a zone close to the hull in which the
vortices travels upstream, moving from the stern to the bow of the ship.

Figure 9.12 depicts the evolution of an isolated vortex (highlighted by a black
arrow) that, once reached the hull, detaches a portion of the boundary layer,
rebounding on the side of the ship. After this it travels fast towards the bow
where it merges with the other vortices.
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Figure 9.8: Vorticity profile for an airfoil NACA0008 with angle of attack α = 4◦ at
two different Reynolds numbers.

Figure 9.9: Lift and drag coefficients for a flow past a NACA0008 airfoil with angle of
attack α = 4◦ and two different Reynolds numbers. Data from Mittal et al.
(2008) are also shown.
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Figure 9.10: Vorticity field generated by the waterline of a DDG51 shiphull advancing
with a steady drift angle α = 30◦ at a low Froude number fr = 0.01

Figure 9.11: Detachment and evolution of vortices from the ship bow. Left: detach-
ment of small vortices from the ship bow. Right: interaction of the small
vortices with a bigger one to create a “flower shaped” structure.
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(a) Isolated vortex interacting with the bound-
ary layer

(b) Detachment of a portion of the boundary
layer by the highlighted vortex

(c) The highlighted vortex travels upstream to-
wards the bow of the ship

(d) The isolated vortex merges with the vortic-
ity in bow region

Figure 9.12: Evolution of the vorticity field near the right side of the hull. Evolution
of a vortex travelling upstream in this zone.





10 CONCLUS IONS AND
PERSPECT IVES

This work presented a new vortex method called Diffused Vortex Hydrody-
namic (DVH). The DVH is a two dimensional particle vortex method in which
is not necessary the use of any remeshing method tanks to the introduction of
“Regular Point Distribution” (RPD) in the diffusion process. The velocity of
the vortex particles is evaluated using a Fast Multipole Method.

The DVH can be applied to perform high Reynolds simulations of flows
around bodies with arbitrary shapes thanks to the use of RPDs and to the
introduction of a so called visibility mask to perform diffusion in presence of
bodies with edges such as squared cylinders or airfoils.

A RPD is a set of equispaced points without any topological connection.
During the diffusion process each vortex gives its diffusive contribution to
RPDs nodes using the fundamental solution of the heat equation, after the
diffusion of all vortices a new set of regularly spaced particles is generated at
the RPDs nodes location, substituting the former one. This procedure avoids
the formation of holes and accumulations in the vorticity distribution without
the use of any remeshing method.

The DVH method has been tested on a series of different problems ranging
from the evolution of vorticity distribution in free space to flows in presence
of bluff bodies with different shapes.

The evolution of vorticity distribution in free space has been simulated to
better control the errors made in the diffusive and in the advective step re-
spectively. Two classical problems have been considered: the Lamb-Oseen
problem and the merger of a pair of co-rotating vortices. The Lamb-Oseen test
case showed a typical behaviour of the particles methods: the errors on the
vorticity distributions, evaluated against the exact solution, presents two dis-
tinct regimes: a first one, for low spatial resolutions, where the error reduces
and a second one, for higher resolutions, where the error remains constant.
On the other hand the errors on the velocity field presents an almost constant
rate of convergence of about 2. A similar rate of convergence have also been
found for the simulation of the merger of a pair of co-rotating vortices, where
the errors have been evaluated on the evolution of the excess energy and the
second momentum of the vorticity field.

The ability of the DVH to simulate flows in presence of bluff bodies with
different shapes has been tested using various test case found in the literature,
as the circular cylinder at Re = 9500 presented in Koumoutsakos and Leonard
(1995), the inclined elliptic cylinders at Re = 3000 and Re = 10000 presented
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in Nair and Sengupta (1997) or the NACA0008 airfoils with Reynolds number
up to 6000 presented in Mittal et al. (2008). All the simulations made showed
a good agreement with the reference data used.

The ability of the DVH method to simulate flows at high Reynolds numbers
is tested simulating the flow past a circular cylinders with a Reynolds number
up to 100000. We were not able to find in the literature numerical solutions at
a such high Reynolds number (without using any turbulence models). There-
fore we think that the presented results can be useful also for other readers
who need to test numerical solvers at these viscosity levels. Covering a such
wide range of Reynolds numbers a plot of the time averaged drag coefficient
at various Re has been possible showing good agreement with the results in
Singh and Mittal (2005).

As a last test case a two dimensional simulation of the water line of a DDG51
hull has been performed at Re = 100000. The ship is supposed to advance with
a steady drift angle at a low Froude number Fr = 0.01 in order to guarantee
that the free surface remains unperturbed. In this case it has been possible
to study the generation and the detachment of vorticity from a sharp narrow
object at an high Reynolds number.

For future developments the DVH method can be extended in order to solve
problems with multiple moving and/or deformable bodies, or with a free sur-
face.

Moving or deformable bodies are not difficult, in principle, to deal with
because only the RPD attached to the body itself must be changed using the
packing algorithm, while the other RPDs, being simple Cartesian lattices, can
be easily updated.

It is possible to deal with free surface flows using, for example, a BEM solver
as in Graziani et al. (1998). The possibility to couple the DVH method with an
SPH solver for handling breaking waves is also under study.

Finally, the extension to 3D is under construction. In this case the use of
more sophisticated parallel algorithm for solving the velocity field through
Treecode/Fast Multipole Method (FMM) is needed in order to achieve an high
scalability of the code.
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