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Chapter 1

Introduction

The problem of deriving macroscopic evolution equations from the mi-
croscopic laws of motion governed by Newton’s laws of classical mechanics
is one of the most important keystones in mathematical physics. Here we
consider a simple microscopic model, namely a gas of non-interacting parti-
cles in a fixed random configuration of scatterers. This dynamical system is
usually referred to as the Lorentz gas since it was proposed by H. A. Lorentz
in 1905, see [L], to explain the motion of electrons in metals applying the
methods of the kinetic theory of gases. More precisely, at the turn of the
twentieth century, Paul Drude developed a qualitative theory for electrical
conduction in metals. With the purpose of establishing a more solid basis
for the Drude theory, Hendrik Lorentz suggested an idealized model for this
electron transport converting a many-body problem into an effective single-
particle system that consists of a “test” particle and a static background.

Even though this model is quite simple, it is still paradigmatic. It rep-
resents a rare source of exact results in kinetic theory, providing a concrete
example where microscopic reversibility can be reconciled with macroscopic
irreversibility. Indeed complexities and interesting features come up in the
analysis showing new and unexpected macroscopic phenomena.

The Lorentz gas consists of a particle moving through infinitely heavy,
randomly distributed scatterers. The interaction between the Lorentz par-
ticle and the scatterers is specified by a central potential of finite range.
Hence the motion of the Lorentz particle is defined through the solution
of Newton’s equation of motion. Lorentz’s idea was to view electrons as a
gas of light particles colliding with the metallic atoms; neglecting collisions
between electrons, Lorentz described the interaction of electrons with the
metallic atoms by a collision integral analogous to Boltzmann’s. The origi-
nal system is Hamiltonian, the only stochasticity being that of the positions
of the scatterers. This randomness is absolutely necessary to obtain the
correct kinetic description. Indeed, for this system, one can prove, under
suitable scaling limits, a rigorous validation of linear kinetic equations and,



from this, of diffusion equations.

We can argue in terms of stochastic processes. The motion of the Lorentz
particle is a stochastic process which is non Markovian. The scaling limit
procedure can be understood as a Markovian approximation which leads to
a Markov process whose forward equation is a suitable kinetic equation.

The microscopic dynamics is governed by the following system of ordi-
nary differential equations

z(t)=v
{ o(t) = Ezj\il Flx —¢) , (1.0.1)

with F' a conservative force field, i.e. F' = —V ¢ being ¢ a suitable inter-
action potential. Here (c1,...,cn) is a configuration of scatterers centers.
Throughout this thesis we assume that the distribution of the scatterers is
random, more precisely we choose a Poisson distribution. We remind that
the Poisson distribution of a random variable ¢ = (¢1,...,cn), on a subset
of finite measure A C R?, with parameter 1 > 0 and with values in UyenAY
satisfies the following properties: the distribution of IV is a Possion law of
intensity p|A|, namely P(N = n) = exp(~#4D (“LLL!D” and for N fixed, the
law of ¢; ...cp is proportional to the Lebesque measure de; . ..dey on AV,
We introduce a small scale parameter € — 0 which expresses the ratio be-
tween the macroscopic and the microscopic scales. The scaling limits we are
considering consist of a kinetic scaling of space and time, namely ¢ — &t,
x — ex and a suitable rescaling of the density of the obstacles u and the in-
tensity of the interaction potential ¢. Accordingly to the resulting frequency
of collisions, the mean free path of the particle can have or not macroscopic
length and different kinetic equations arise. Typical examples are the linear
Boltzmann equation and the linear Landau equation.

The first scaling one could consider is the Boltzmann-Grad limit or low
density limit. To deal with a low density regime of scatterers we fix our scale
parameter in such a way that the density is equal to eu. As a consequence
the typical variations, in space and time, of the distribution of the light
particle are on the order of a mean free time, namely 1/eu. This suggests
to scale space and time as x — ex, t — et. For this model, it could be
more phisically intuitive to transfer the scaling on the background medium.
Indeed we consider the equivalent scaling that keep time and space fixed and
rescale instead the range of the interaction and the density of the scatterers,

ie.
ﬁi (i);ﬁ(l;) ‘ (1.0.2)

Consequently, the equations of motions (1.0.1) become

{ z(t)=v
o(t) = =L 30, V(%)



According to the rescaling (1.0.2) we have that the fraction of volume oc-
cupied by the obstacles is given by e¢4e¢~%"! = ¢ and tends to zero in the
limit ¢ — 0. Moreover the mean free path of the Lorentz particle remains
constant under the above scaling. In this regime the stochastic process of
the Lorentz particle, converges to a limiting process such that the velocity
process is a Markov jump process and the position is an additive functional
of the velocity process. The corresponding forward equation is the following
linear Boltzmann equation

Ouf(z,v,t) +v-Vaf(x,v,t) =Lf(x,v,t) (1.0.3)

with
Lf(z,v,t) = 77/;\1)]/dv’k(v'\v)(f(m,v',t) — f(z,v,t)).

Here k(v'|v)dv’ is the probability that the velocity of the Lorentz particle
jumps instantaneously from v to v’ in a collision and it is proportional to the
scattering cross section of the interaction potential. We remind that, due
to the energy conservation in a collision, the transition kernel k(v’|v) con-
tains the § function 6(|v'| — |v]). (See Appendix 6.1 for a detailed discussion
on the linear Boltzmann equation.) For instance, in the case of hard core
potential k(v'|v)dv’ is the normalized uniform distribution on the sphere
with radius |v]. The first result concerning the rigorous derivation of the
linear Boltzmann equation was obtained by Gallavotti in 1969, see [G], who
showed the validity of the linear Boltzmann equation starting from a ran-
dom distribution of fixed hard scatterers in the Boltzmann-Grad limit (low
density), namely when the number of collisions is small, thus the mean free
path of the particle is macroscopic. We want to underline that Gallavotti’s
paper, before Lanford’s fundamental result, must be regarded as an essen-
tial step in the understanding of kinetic theory. Moreover the assumption
of independent heavy particles exclude the possibility that potential cor-
relations among heavy particles may influence the light particle dynamics,
hence the validity of the Boltzmann’s Stosszahlansatz. Gallavotti’s result
was improved and extended to more general distribution by Spohn [S]. In
[BBS| Boldrighini, Bunimovich and Sinai proved that the limiting Boltz-
mann equation holds for almost every scatterer configuration drawn from a
Poisson distribution. Indeed they prove the almost sure convergence and the
techniques used are different from those ones used to prove the convergence
in mean of the test particle density, averaging over obstacle configurations.

As we already pointed out we remind that the randomness of the distri-
bution of the scatterers is essential in the derivation of the linear Boltzmann
equation. In fact for a periodic configuration, when the heavy particles are
located at the vertices of some lattice in the Euclidean space, we face the
maximum amount of correlation between the heavy particles. This entails
a dramatic change in the structure of the equation that one obtains un-
der the same scaling limit that would otherwise lead to a linear Boltzmann



equation. Indeed the linear Boltzmann equation fails for this model (see
[CG1]) and the random flight process that emerges in the Boltzmann-Grad
limit is substantially more complicated. The first complete proof of the
Boltzmann-Grad limit of the periodic Lorentz gas, valid for all lattices and
in all space dimensions, can be found in [MS]. The mathematical properties
of the generalized linear Boltzmann equation derived are analyzed in [CG2].

Another scaling of interest is the weak coupling limit. The idea of the
weak coupling limit is that, by some kind of central limit effect, very many
but weak collisions should lead to a diffusion type evolution. Therefore
the strength of the interaction between the light particle and the scatterers
becomes small as

Veop(q)

which fixes our scale parameter. The average change of velocity is zero and
the typical change in a collision is order /. To have ¢! collisions per unit
time interval, the time ¢ is scaled as t — &t. In a ¢ time interval the Lorentz
particle travels over a large distance. Not to lose sight of the particle, we
rescale the space according to x — cx. We observe that the initial position
is scaled but this scaling is such that the free motion remains invariant. This
define the weak coupling limit for a constant density of scatterers. However,
also in this case, we could perform an equivalent scaling, transferring the
scaling on the background medium. Then z,v,¢ remain unscaled and, in
d dimension, we rescale the interaction potential and the density of the
scatterers according to

Pe(x) = VEH(Z)

e = ey, (1.0.4)

Consequently, the equations of motion (1.0.1) become

z(t) =v
o(t) = =7z iy Vao(£5%)

According to (1.0.4) we have that a finite fraction of the volume remains
filled with the obstacles, hence the light particle travels freely a time span
€ and then interacts with a scatterer for another time span € in which its
momentum is deflected on the order /. We want to compute the total
momentum variation for a unit tilme. The force acting on the Lorentz particle
in a single collision is order e~ 2 on the time interval O(g). Therefore the
change in velocity due to a single scatterer, i.e. the momentum variation, is
O(y/e) since
Av >~ Ve - At ~ £73e o el

The number of scatterers met by the test particle is O(e 1), hence the total
momentum variation for unit time is O(y/2 ). Thanks to the symmetry of



the force and the homogeneous gas this variation is zero in average. Assum-
ing that the effect of the scatterers is approximately additive if we compute
the total variance we get 1O(,/€)? = O(1). This central limit type argument
suggests a Wiener like diffusion in the velocity variable. Moreover, by con-
servation of energy in a single collision we have that |v| is preserved. Since no
particular direction is singled out due to the Poisson distribution, we expect
a diffusion on the sphere with radius |v|. At this point we are interested in
determining the diffusion coefficient B. The same argument tell us that the
diffusion coefficient B should be proportional to the average of the square of
the change in velocity for the unscaled process with \/ F(-) = —/e V().
Indeed

(0(t) — v(0))? = /O s /0 ds' (F(x(s)) - F(a())
:5/0 ds/o ds' (F(vs) - F(vs"))

~ 5t27m/ddk:]k]2|q§(k)|2 5(k-v)=et2(d—1)B(|v]),

where ¢ is the Fourier transform of ¢. For further details see [S1] and [S2].
Therefore the correct kinetic equation which is derived in this scaling limit
is the Linear Landau equation

(Or +v - V) f(x,0,t) = BA, f(z,0,1),

where A, is the Laplace-Beltrami operator on the d-dimensional sphere
of radius |v|. It is a Fokker-Planck equation for the limiting stochastic
process where the velocity process is a Brownian motion on the (kinetic)
energy sphere, and the position is an additive functional of the velocity
process. The first result concerning the rigorous derivation of the linear
Landau equation was obtained by Kesten and Papanicolau in 1980. They
proved the convergence in law towards a Brownian motion for the stochastic
process of the test particle in R?, d > 3, in a weak mean zero random force
field. This model is referred to as the stochastic acceleration problem, see
[KP]. Later, in 1987, Diirr, Goldstein and Lebowitz proved that in R? the
velocity process of the light particle converges in distribution to a Brownian
motion on a surface of constant speed. Their result holds for sufficiently
smooth interaction potentials and for a Poisson distribution of obstacles,
see [DGL]. More recently, Komorowski and Ryzhik handled the stochastic
acceleration problem in two dimensions [KR| complementing in this way the
limit theorem of Kesten and Papanicolaou proved in dimensions d > 3.
The linear Landau equation appears also in an intermediate scale be-
tween the low density and the weak-coupling regime, namely when the
(smooth) interaction potential ¢ rescales according to ¢ — %, a € (0,1/2)
and we consider the rescaled density p. = e 2¢~(@=1 ;. See for instance



[DR], [K]. We observe that in this regime the scatterer configuration is still
dilute since poe = e 20 (@=Dld=1) 4 o and p.e? = e20-(@-Dgd 5 .
The limiting cases @ = 0 and o = 1/2 correspond respectively to the low
density limit and the weak-coupling limit.

The situation changes radically if we take into account the analogous
quantum model (not discussed in this thesis). Here in the weak-coupling
limit, as well in the low density limit, the kinetic equation approached is the
linear Boltzmann equation (the only difference concerns the scattering cross
section which changes according to the two different scalings). The kinetic
equation is classical and the only quantum macroscopic effect appears in the
cross-section which is computed in terms of the quantum scattering problem.
In the weak coupling limit, in contrast with the classical case where we get a
diffusion, due to a macroscopic tunnel effect we get a Markov jump process.
This results from the asymptotics of a single scattering. In a quantum
setting there is a finite probability of having any scattering angle while for a
classical particle we have surely a small deviation from the free motion. The
first result, concerning the derivation of the linear Boltzmann equation in a
weak-coupling limit, has been obtained in [S4] for a potential given by a field
of Gaussian random variables. This result holds for short times, we refer to
[EY] for the extension to arbitrary times. Moreover the technique of [EY]
can be applied to deal with a Poisson distribution of obstacles. The cross
section appearing in the Boltzmann equation is that computed in the Born
approximation. For what concerns the low-density regime we refer to [EE]
where a linear Boltzmann equation with the full cross-section is approached
in the limit.

The rigorous derivation of hydrodynamical equations grounds on the
heuristic idea that after a few mean free times the Lorentz gas is already
very close to the local equilibrium. Namely the system reaches relatively fast
local equilibrium characterized by the hydrodynamic fields, corresponding to
the locally conserved quantities. These fields subsequently evolve relatively
slowly. Therefore the hydrodynamic limits involve the long time behavior
of the system.

Roughly speaking the macroscopic dynamics is essentially generated by
the conservation law fulfilled by the microscopic dynamics. Moreover there
is a correspondence between conservation laws and transport coefficients,
appearing in the non reversible equations of the macroscopic dynamics as
coefficients. For a system of interacting particles governed by Newton’s equa-
tions there are three classical conservation laws, namely the conservation of
mass, momentum and energy. The corresponding transport coefficients are
called coefficients of diffusion, viscosity and thermal conductivity. For this
system instead the momentum is not conserved since the scatterers do not
move and the conservation of energy is equivalent to the conservation of
mass because there is no redistribution of energy between particles. Hence
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the only conserved quantity is the mass and the only hydrodynamic field is
the spatial density p(x,t). Consequently the only hydrodynamic equation
for the Lorentz gas is the diffusion equation which is the analogue of the
Navier Stokes equations in the nonlinear setting. For the hydrodynamic
limits one considers only the spatial component of the stochastic motion,
ie.

z(t) =x + /Ot dsv(s).

To obtain the analogue of the Euler equations (for this model it is just
Ot p(x,t) = 0) we have to look at the evolution of the Lorentz particle over
distances on the order e ! and over times on the order e~!. To obtain instead
the diffusion equation one has to consider the evolution over distances on
the order e~ and over times on the order e 2. Hence we would expect
that, under the previous diffusive scaling, the distribution density of the
test particle converges to that of a diffusion process. Unfortunately, the
rigorous derivation of the heat equation from the mechanical system given
by the Lorentz gas is actually a very difficult and still unsolved problem.
The only rigorous result in this direction was achieved by Bunimovich and
Sinai in 1980 (see [BS]) by showing that such diffusive limit holds when
the scatterers are fixed and periodically distributed. More precisely they
consider a point particle elastically colliding with a periodic distribution of
scatterers in the case of finite horizon, namely when the length of a free path
of the moving particle is bounded. The centers of the hard disks are located
at the points of a two dimensional triangular lattice and the initial conditions
are distributed according to a probability measure, absolutely continuous
with respect to the Lebesgue measure. Hence the only stochasticity is in the
initial condition being the dynamics completely deterministic. The rescaled
trajectory reads as

z(t) = Vex(t/e), t € [0,1] (1.0.5)

and belongs to C([0,1]; R?). The initial measure induces a probability dis-
tribution on the space of all continuous trajectories which converges weakly
to a Wiener measure as € — 0. In other words they proved the validity of a
central limit theorem for the displacement of the test particle at large times
t, by showing the convergence of the stochastic process given by (1.0.5) to-
wards a Wiener process with diffusion coefficient D. According to Einstein
formula, which relates D to the time integral of the time autocorrelation
function of the mass current, it results

where (-, ) is the expectation with respect to the invariant measure. The
above Einstein formula is the first one in the hierarchy of the Green-Kubo
formulas for the transport coefficients. Hence we have the existence of a non



11

degenerate transport coefficient D and the validity of the diffusion equation.
As a consequence this result is one of the most important in the transition
from the microscopic to the macroscopic description.

Nonetheless one can handle this problem by deriving the diffusion equa-
tion from the correct kinetic equation which arises, according to the suitable
kinetic scaling performed, from the random Lorentz gas. We remark, how-
ever, that the hydrodynamics for the Lorentz model is not equivalent to the
hydrodynamics for the kinetic equation.

In this direction, in the second chapter where we present [BNP], we
provide a rigorous derivation of the heat equation from the particle system
(the Lorentz model) using the linear Landau equation as a bridge between
our original mechanical system and the diffusion equation. It works once
having an explicit control of the error in the kinetic limit (see also [DP],
where the set of bad configurations are explicitly estimated). The diffusive
limit can be achieved since the control of memory effects still holds for a
longer time scale.

Moreover, since it is well known how important and challenging is the
characterization of stationary nonequilibrium states exhibiting transport
phenomena in the rigorous approach to nonequilibrium Statistical Mechan-
ics, we are also interested in considering the Lorentz model out of equilib-
rium. Energy or mass transport in non equilibrium macroscopic systems are
described phenomenologically by Fourier’s and Fick’s law respectively. We
notice that there are very few rigorous results in this direction in the current
literature (see for instance [LS], [LS1], [LS2]). In the third chapter, where in
the first section we present [BNPP], we give a contribution in this direction,
by validating the Fick’s law for the Lorentz model in a low density regime.
Moreover further recent developments, strictly connected to this problem,
are faced in the same chapter. Indeed in the last section we observe that the
strategy used to prove the above result, suitably modified, allow to validate
the Fick’s Law in a weak coupling regime.

In the previous chapters we analyzed diffusive limits for the Lorentz Gas
while in the last two chapters we focus instead on kinetic limits. More
precisely in the fourth chapter we observe that, also in a linear case, the
notion of Propagation of Chaos can be established. Indeed we validate the
Propagation of Chaos for the full wind-tree model, proposed originally by
Gallavotti in [G], in the low density limit. Namely we look at the evolution of
the j (light) particle correlation functions and we prove that the factorization
property is recovered in the limit.

In the last chapter instead we present [N1]. We deal with the rigorous
derivation of linear kinetic equations from the microscopic model given by
the Lorentz gas in presence of an external field, in particular we consider a
uniform magnetic field. The interest for this problems emerges from recent
results, see for instance [BMHH1|, [BMHH2], where it has been proved that
the presence of an external magnetic field is not innocent in the derivation
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of the linear Boltzmann equation in a low density regime. In contrast to this
results we show that, in a weak coupling limit, the Lorentz particle distri-
bution behaves according to the linear Landau equation with the magnetic
field. Moreover we show that, in the low density limit, when each obstacles
generates an inverse power law potential, the particle distribution behaves
according to the linear Boltzmann equation with the magnetic field.

This thesis contains the following papers: the published paper [BNP] writ-
ten in collaboration with G. Basile and M. Pulvirenti, which is presented in
Chapter 2; the submitted paper [BNPP], available on arXiv:1404.4186, writ-
ten in collaboration with G. Basile, F. Pezzotti and M. Pulvirenti, presented
in Chapter 3, Section 3.1; my recent preprint [N3] available on arXiv:1411.6474,
presented in Chapter 3, Section 3.2; my recent work in progress [N1] pre-
sented in Chapter 4.



Chapter 2

A diffusion limit for a test particle in a Random Distribution of
scatterers [J. Stat. Phys. 155, 1087-1111, 2014]

In the present Chapter we present [BNP].

A diffusion limit for a test particle in a random
distribution of scatterers

Abstract. We consider a point particle moving in a random distribution
of obstacles described by a potential barrier. We show that, in a weak-
coupling regime, under a diffusion limit suggested by the potential itself,
the probability distribution of the particle converges to the solution of the
heat equation. The diffusion coefficient is given by the Green-Kubo formula
associated to the generator of the diffusion process dictated by the linear
Landau equation.

2.1 Introduction

The evolution of the density of a test particle moving in a configura-
tion of obstacles, usually called Lorentz gas [L], is described at mesoscopic
level by linear kinetic equations. They are obtained from the microscopic
Hamiltonian dynamics under a kinetic scaling of space and time, namely
t — et, x — ex and a suitable rescaling of the density of the obstacles and
the intensity of the interaction. Accordingly to the resulting frequency of
collisions, the mean free path of the particle can have or not macroscopic
length and different kinetic equations arise. Typical examples are the linear
Boltzmann equation and the linear Landau equation.

The first rigorous result appeared in 1969 in the paper of Gallavotti [G],
who derived a linear Boltzmann equation starting from a random distri-
bution of fixed hard scatterers in the Boltzmann-Grad limit (low density),

13
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namely when the number of collisions is small, thus the mean free path
of the particle is macroscopic. The result was improved by Spohn [S]. In
[BBS] Boldrighini, Bunimovich and Sinai proved that the limiting Boltz-
mann equation holds for typical configurations.

In the weak-coupling regime, when there are very many but weak colli-
sions, a linear Landau equation appears

(O +v-Vy)f(x,v,t) = BA, f(z,0,1), (2.1.1)

where A, is the Laplace-Beltrami operator on the d-dimensional sphere
of radius |v|. It is a Fokker-Planck equation for the stochastic process
(V(t),X(t)), where the velocity process V is a Brownian motion on the
(kinetic) energy sphere, and the position X is an additive functional of V.
The velocity diffusion follows from the facts that there are many elastic col-
lisions. The diffusion coefficient B is proportional to the variance of the
transferred momentum in a single collision and depends on the shape of
the interaction potential. The first result in this direction was obtained by
Kesten and Papanicolau for a particle in R? in a weak mean zero random
force field [KP]. Diirr, Goldstein and Lebowitz proved that in R? the ve-
locity process converges in distribution to Brownian motion on a surface of
constant speed for sufficiently smooth interaction potentials [DGL].

The linear Landau equation appears also in an intermediate scale be-
tween low density and weak-coupling regime, namely when the (smooth)
interaction potential ¢ rescales according to ¢ — ¢, a € (0,1/2) and the
density of the obstacles is of order =2~ (¢=1) ([DR], [K]). The limiting cases
a =0 and a = 1/2 correspond respectively to the low density limit and the
weak-coupling limit.

In the present paper we consider an interaction potential given by a
circular potential barrier, in dimension two (dimension three is easier). We
want to investigate the limit € — 0 in the intermediate case, namely when
a > 0 but sufficiently small. In this case, due to lack of smoothness of the
potential, new features emerge at mesoscopic level.

The physical interest of this problem is connected to the geometric optics
since the trajectory of the test particle is that of a light ray traveling in a
medium (say water) in presence of circular drops of a different substance
with smaller refractive index (say air). The opposite situation, namely drops
of water in a medium of air, can be described as well by the circular well
potential. Our analysis applies also to this case with minor modifications,
yielding the same result, but we consider only the case of potential barrier
for sake of concreteness.

The novelty of this choice is that in this case the diffusion coefficient B
diverges logarithmically. Roughly speaking, the asymptotic equation for the
density of the Lorentz particle reads

(at tuv- Vz)f(x,v,t) ~ |10g5| BA|v|f(xa th)v (212)
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which suggests to look at a longer time scale t — |loge|t. As expected, a
diffusion in space arises.

The proof follows the original constructive idea, due to Gallavotti [G],
for the low-density limit of a hard-sphere system. This approach is based
on a suitable change of variables which leads to a Markovian approximation
described by a linear Boltzmann equation. This presents some technical
difficulties since some of the random configurations lead to trajectories that
“remember” too much preventing the Markov property of the limit. In
the two-dimensional case the probability of those bad behaviors producing
memory effects (correlation between the past and the present) is nontrivial.
Thus we need to control the unphysical trajectories: we estimate explicitly
the set of bad configurations of the scatterers (such as the set of configura-
tions yielding recollisions or interferences) showing that it is negligible in the
limit (see [DP], where the set of bad configurations are explicitly estimated).
The control of memory effects still holds for a longer time scale |loge| which
allows to get the heat equation from the rescaled linear Boltzmann equation.

We remark that the diffusive limit analyzed in the present paper is sug-
gested by the divergence of the diffusion coefficient for the particular choice
of the potential we are considering. However the same techniques could work
in presence of a smooth, radial, short-range potential ¢. Also in this case we
obtain a diffusive equation as longer time scale limit of a linear Boltzmann
equation (Section 5). Same spirit as in [KR] and [LE].

2.2 Main results

Consider a point particle of mass one in R?, moving in a random distri-
bution of fixed scatterers whose center are denoted by c1,...,cy € R?. The
equation of motion are

{ b= TN Volle —al) (2:2.1)

where (x,v) denote position and velocity of the test particle, ¢ the time
and, as usual, A = % indicates the time derivative for any time dependent
variable A.
Finally ¢ : R™ — R is a given spherically symmetric potential.

To outline a kinetic behavior of the particle, we usually introduce a scale
parameter ¢ > 0, indicating the ratio between the macroscopic and the

microscopic variables, and rescale according to
x—ex, t —>et, =%

with a € [0,1/2]. Then Eq.ns (2.2.1) become

{ j:;a—l 3 ve(lazaly (2.2.2)
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We assume the scatterers cy = (c1,...,cn) distributed according to a
Poisson distribution of intensity p. = pe™°, where § = 1 4 2a. This means
that the probability density of finding IV obstacles in a bounded measurable
set A C R? is given by

N
PJch):ff“w“%%dq,”(kN, (2.2.3)

where |[A| = measA.

Now let T¢ (x,v) be the Hamiltonian flow solution of Eq.n (2.2.2) with
initial datum (x,v) in a given sample ¢y = (c1,...,cn) of obstacles (skip-
ping the £ dependence for notational simplicity) and, for a given initial
probability distribution fy = fo(z,v), consider the quantity

fe(z,v,t) = Eg[fo(T;;(x,v))], (2.2.4)

where E. is the expectation with respect to the measure P. given by (2.2.3).

In the limit & — 0 we expect that the probability distribution (2.2.4)
solves a linear kinetic equation depending on the value of ae. More precisely
if @« = 0 (low-density or Boltzmann-Grad limit) then f. converges to f, the
solution of the following linear Boltzmann equation

(O +v- Vo) f(z,0,8) = Lf(z, v, 1), (2.2.5)
where )
Li(e.ot) = ulol [ dp{f) = ), (2:2.6)
and where
v = v — 2w v (2.2.7)

Here we are assuming ¢ of range one i.e. ¢(r) =0if r > 1, and w = w(p, |v|)
is the unit vector obtained by solving the scattering problem associated to ¢
(see Figure 2.1). This result was proven and discussed in [BBS],[DP],[G],[S].
On the other hand, if & = 1/2, the corresponding limit, called weak-coupling
limit, yields the linear Landau equation (see [DGL] and [K])

(Or+v-Vg)f(z,v,t)=Lf(x,v,1), (2.2.8)

where for every g € Co(S)y|)

and o
_ T 2502
-7 /0 30 de, (2.2.10)

where (;AS, the Fourier transform of the potential ¢, is real and spherically
symmetric.
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In the present paper we want to investigate the limit ¢ — 0, in case
a > 0 sufficiently small, when the diffusion coefficient B given by (2.2.10)
is diverging. Actually we consider the specific example

1 ifr<1
o(r) = { 0 otherwise |, (2.2.11)
namely a circular potential barrier.

For a potential of the form (2.2.11) a simple computation shows that B
defined in (2.2.10) diverges since ¢2¢(¢)? is not integrable. Therefore we are
interested in characterizing the asymptotic behavior of f.(x,v,t), given by
(2.2.4), under the scaling illustrated above. The main results of the present
paper can be summarized in the following theorems.

Theorem 2.2.1. Suppose fo € Co(R? x R?) a continuous, compactly sup-
ported initial probability density. Suppose also that ]D’; fol < C, where Dy, is

any partial derivative with respect to x and k = 1,2. Assume pe = e 271,
with o € (0,1/8). Then the following statement holds
lim . (z,0.1) = o) = o [ Jo(.v)d (2:2.12)
lim fe(2,v,1) = (fo) := 27 ol 5. o(x,v)dv, 2.

vt € (0,T), T > 0. The convergence is in L*(R? x Sjv|)-
Moreover, define F.(xz,v,t) := f.(x,v,t|loge|). Then, for all t € [0,T),
T >0,
lim F, =
al_r)r(l) E(':U?v?t) p(;U? t)7

where p solves the following heat equation

0o = DAp
(2.2.13)
o(x,0) = (fo),
with D given by the Green-Kubo formula
2 1 2 o [
D = —|v| v (= A\v| Jvdv = =—|v| Elv-V(t,v)]dt, (2.2.14)
H S)o| H 0

where V (t,v) is the stochastic process generated by A starting from v and
E[-] denotes the expectation with respect to the invariant measure, namely
the uniform measure on Sy,|. The convergence is in L?(R? x Sjv|)-

Some comments are in order. As we shall prove in Sections 3 and 4,
the asymptotic behavior of the mechanical system we are considering is the
same as the Markov process ruled by the linear Landau equation with a
diverging factor in front of £. This is equivalent to consider the limit in the
Euler scaling of the linear Landau equation, which is trivial. The system
quickly thermalizes to the local equilibrium just given by (fy), see (2.2.12).
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To detect something non-trivial we have to exploit longer times in which the
local equilibrium starts to evolve (according to the diffusion equation), see
(2.2.13).

Note however that, rescaling differently the density of the Poisson pro-
cess, we can recover the kinetic picture given by Landau equation (with a
renormalized diffusion coefficient B) as in [DR]. This is stated in the next
Theorem.

Theorem 2.2.2. Suppose fy € Co(R? x R?) a continuous, compactly sup-
ported initial probability density. Suppose also that |D¥ fo| < C, where D, is

any partial derivative with respect to x and k = 1,2. Assume u. = kit

with o € (0,1/8). The following statement holds

Tlogel *

hm f8($7v)t) = f(.’E,U,t),
e—0

Vt € (0,T], T > 0. Here f solves the Landau equation (2.2.8) with a renor-
malized diffusion coefficient

B = hm —5 ]v]/ 02(p) dp, (2.2.15)

where 0. is the scattering angle defined in (A.6), (A.5). The convergence is
m LZ(RZ X S|v|)

We finally remark that the results of the above theorems are made pos-
sible because the recollisions set (see below for the precise definition) is
negligible, as established in Section 5. We believe that the present result
could be recovered also in high-density regimes o € ( % %] namely also when
the recollisions are not negligible anymore. However in this case different
ideas and techniques are indeed necessary.

The plan of the paper is the following. In the next Section we illustrate
our strategy and establish some preliminary results. In Section 4 we prove
Theorem 2.2.1 and 2.2.2. Finally in Section 5 we prove a basic Lemma
showing that our non-Markovian system can indeed be approximated by a
Markovian one, easier to handle with.

2.3 Strategy

We follow the explicit approach in [G], [DP] and [DR].
By (2.2.4) we have, for (z,v) € R? x R?, t > 0,

fo(z,v,t) = e HelBe(z)l Z ,ue / ch Jo(TS (=, v)), (2.3.1)

N>0 Bt(x,v)



Strategy 19

Figure 2.1: Scattering

where T¢, (z,v) is the Hamiltonian flow generated by the Hamiltonian
1 2 a ‘x — C]|
5"0 + € qu (5 s (232)
J

where ¢ is given by (2.2.11), and initial datum (z,v). For this choice of the
potential V¢ is not well defined. However the explicit solution of the equa-
tion of motion is obtained by solving the single scattering problem by using
the energy and angular momentum conservation (see Figure 2.1). Finally
we define B(x,v) := B(z,|v|t), where here and in the following, B(x, R)
denotes the disk of center x and radius R.

Here we represent the scattering of a particle entering in the ball
B(0,1) = {x s.t. |z| < 1}

toward a potential barrier of intensity ¢(z) = .
We have an explicit expression for the refractive index
sina [o| 2e

= =—=3/1—-— 2.3.3
sing || v?’ ( )

where v is the initial velocity, v the velocity inside the barrier, o the angle
of incidence and § the angle of refraction. The scattering angle is © =
T — 2p9 = 2(f — «) and the impact parameter is p = sina. (See Appendix
2.7 for a detailed analysis of the scattering problem.)
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Figure 2.2: Elastic reflection

Remark 2.3.1. Formula (2.3.3) makes sense if 25—; <1 orp=sna <

_ 2>
v2 *

When one of such two inequalities is violated, the outgoing velocity is the
one given by the elastic reflection.

After the scaling
r—ex, t —¢ct

the scattering process takes place in a disk of radius €, but the velocities (and
hence the angles) are invariant. A picture of a typical trajectory is given as
in Figure 3. Here we are not considering possible overlappings of obstacles.
The scattering process can be solved in this case as well. However, as we
shall see, this event is negligible because of the moderate densities we are
considering.

Coming back to Eq.n (2.3.1), we distinguish the obstacles of the config-
uration cy = ¢y ...cy which, up to the time ¢, influence the motion, called
internal obstacles, and the external ones. More precisely ¢; is internal if

Hlf I3 - 3 £ 2.3.4
1 I £ - ' > . 2. .

Here (z:(s),ve(s)) = T (x,v).
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Figure 2.3: A typical trajectory

Note that the integration over the external obstacles can be performed
so that

fe(z,u,t) = /B dee pe|T(bg) |f0( (x v))

Q>0
X({the bg are internal}).

(2.3.6)

Here and in the sequel x({...}) is the characteristic function of the event

Moreover T (bg) is the tube:

T(bg) ={y € Bi(z,v) s.t. Is € (—t,0) s.t. [y — z-(s)| < e}. (2.3.7)

Note that
|T (bg)| < 2¢|v]t. (2.3.8)

Instead of considering f. we introduce

fe(z, v, 1) 2672 olt /
Z By (z,0)Q

Q>O
X({the bg are internal})x(bg) fo(T}, bo Yz, v)),

(2.3.9)

where

x1(bg) = x{bg s.t. b; ¢ B(x,¢) and b; ¢ B(z-(—t),e) foralli=1,...,Q}.
(2.3.10)
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(x,v)

Figure 2.4: The change of variables

Obviously 3
o> (2.3.11)

Following [G],[DP],[DR] we would like to perform the following change
of variables
0<ty<ty<---<tg<t

bl,...,bQ%pl,tl,...,pQ,tQ, (2.3.12)

where, after ordering the obstacles b1,...,bg according to the scattering
sequence, p; and t; are the impact parameter and the entrance time of the
light particle in the protection disk around b;, i.e. B(b;,¢).

More precisely, fixed an impact parameter p and an entrance time ¢,
by using elementary geometrical arguments, we can construct uniquely b =
b(p,t), the center of the obstacle. Then we perform the backward scattering
and iterate the procedure to construct a trajectory (£:(s),n:(s)), s € [—t,0].
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Figure 2.5: Recollisions (backward)

However (£:(s),m:(s)) = (z2(s),vs(s)) (therefore the mapping (2.3.12) is
one-to-one) only outside the following pathological situations.

i) Overlapping.

If b; and b; are both internal then B(b;,e¢) N B(bj,e) # 0 .

ii) Recollisions.

There exists b; such that for § € (¢5,tj41), j > i, £&(—5) € B(bi, ).

iii) Interferences.

There exists b; such that {.(—3) € B(b;,¢) for § € (tj,t41), j < 1.

We simply skip such events by setting
Xov = X({bg s.t. i) is realized}),
Xree = X({bg s.t. ii) is realized}),
Xint = X({bq s.t. iii) is realized}),
and defining

_ —oa t to
F(z,v,t)=e 2 lﬂltzﬂg/ dtQ.../ dt

550 0 0
/6 dpi ... /6 dpg x1(1 = Xov) (1 = Xree) (1 = Xint) fo(&(—t), ne(—1)).
(2.3.13)

Note that f. < f. < f.. Note also that in (2.3.13) we have used the
change of variables (2.3.12) for which, outside the pathological sets i), ii),
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Figure 2.6: Interferences (backward)

ii), T];C;(%U) = (& (1), me(—1)).
Next we remove X1(1 — Xov)(1 — Xrec)(1 — Xint) by setting

B o t to
hel(z,v,t) = e 2 “Z“?/ dtQ.../ dt,
0 0

] Q=0 (2.3.14)
/ dpy .. / dpq fol&(—t), n-(~1)).

—&

Proposition 2.3.2. We have

fs(t) = Bs(t) + 901(5’1;)7

where ||p1(g,t)||pr = 0 as e — 0 for all t € [0,T].
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Remark 2.3.3. Proposition 2.3.2 still holds for longer times, namely:

“()01(87t)”L1 _6 0 Vie [07 ’ IOgE‘T], T>0.
e—

We postpone the proof of the above Proposition to the last Section.
Next we consider the limiting trajectory &.(s), 77:(s) obtained by considering
the collision as instantaneous.

More precisely, for the sequence ti,...,tQ p1,...pg consider the sequence
v1,...,0q of incoming velocities before the Q collisions. Then
{ E(—t) =z — vty —vi(ty —t1) -+ — vQ(t — tQ) (2.3.15)
ﬁe(—t) =vQ-
We define
Con t to
he(z,v,t) = e 2 “llt > Mg)/ dtg . . / dt,
Q0 “° ° (2.3.16)
€ &€
[ v | dpopE-0.m(-0)
—E& —E&
Due to the Lipschitz continuity of fy we can assert that
he(z,v,t) = he(z,v,t) + pa(z, v, 1), (2.3.17)
where
sup |po(z,v,t)| < Cel™20T. (2.3.18)
z,v,t€[0,T

For more details see [DP], Section 3. As matter of facts, since we realize
that h. is the solution of the following Boltzmann equation

(Or +v-Vg)he(z,v,t) = Lehe(x, v, 1), (2.3.19)

where .
L h(v) = pe 2| /_1 dp{h(v") — h(v)}, (2.3.20)

we have reduced the problem, thanks to Proposition 2.3.2, to the analysis
of a Markov process which is an easier task.

2.4 Proof of the main theorems

Let be n. = |loge|. We rewrite the linear Boltzmann equation (2.3.19)
in the following way

(6t +v- Vz)he(x, v, t) =1 ﬂshg(x, v, t), (2.4.1)
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where L. = L/n., namely

5—204
F@) = el

- f(v)]. (2.4.2)

We will show that for n. — oo we get a trivial result (Theorem 2.2.1),
then we should look at the solution for times 7., so that we obtain the
diffusive scaling for space and time. Denoting by he := he (z,v,nst), where
he solves (2.4.1), h. solves

(at + v Vx)ﬁg = 77? Lehe. (2.4.3)

It is convenient to introduce the Cauchy problem associated to the fol-
lowing rescaled Landau equation:

{ (at + nv- Vx)gn(x,v,t) = 772£g77(x71)7t)7

2.4.4
gn(t = 0) = fo. ( )

where £ = Alv\ and 1 = ;.

2 v

We obserx‘fe‘, preliminarily that eq. (2.4.4) propagates the regularity of
the derivatives with respect to the x variable and, due to the presence of
L, gains regularity with respect to the transverse component of the velocity.
Indeed, for any fixed [v|, denoting by S|, the circle of radius |v|, under the
hypothesis of Theorem 2.2.1 on fo, the solution g, : R? x S| — R* satisfies

the bounds
|DEg,(z,v)| < C, |Dlg,(z,v)| <C Vk<2 h>0, (2.4.5)

Vt € (0,T], where C' = C(fy,T) and D, is the derivative with respect to the
transverse component of the velocity. In particular the solutions of (2.4.4)
we are considering are classical.

Before analyzing the asymptotic behavior of the solution of (2.4.4) we
first need a preliminary Lemma.

Lemma 2.4.1. Let (g,) be the avemge of gn with respect to the invariant
measure v, namely (gy) = Qﬂ T fs‘ |dU977(5U v). Under the hypothesis of
Theorem 2.2.1

(1) gy —{gg) — 0 in L®((0,T]; L*(R? x S},))-

n—oo

Moreover, setting t, = n% for w > 2 then

() gy(ty) — {fo) — 0 in L*(R? x Sy)),

nN—00

where (fo) = 27r M fs‘ ‘
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Proof. Let R,) = g, — (g5). We have

(O +nv - Vo) Ry(z,v,t) = P? LRy (2,v,t) + ¢, (2.4.6)

where
o =—(nv-Vailgy) + 0lgn))

11 , ,
(0 — Vagy dv' — v Valgn))-
n(27r|v| Swfu Vaegndv' —v -V <gn>>

(2.4.7)

We can estimate the last quantity by (2.4.5):
sup [[¢l 2 < CnlVagyllz, < Cn.
t<T

Therefore by (2.4.6) we have
1d 9 9
§£‘|R7](t)“[/2 =" (Ry, LRy) + (R, )

< —PARy [ 72 + 1Ryl 22l 2,

where A is the first positive eigenvalue of £. Here we used that R, L 1 in

L2. Hence

t
1Ry ()]l 2 < €™M Ry (0)]| 12 + / ds e M=) [o(5) | .2

C
< e TN R (0)][ 12 + — (1 — e,
n

so that (1) is proven.
To prove (2) observe that, thanks to the fact £ is negative, we have

d
%%Hgn(t) — foll32 < —nlgy — fo,v - Vaufo) +n*(gy — fo, Lfo)
<llgn = follzz (o] Vo foll + n*I1Lfol])-

Therefore
(2.4.8)

1
lgn(tn) = foll2 < nfw(nlv\ IV foll + 1 IIL foll),

which vanishes as 7 — co. Finally, recalling that (fy) = %ﬁ po, we have

lgn(ty) = {fodllzz < sup gy = (gn)llz2 + [1{gn(tn)) — (fo)ll >
te(0,77]

< sup gy — {gn) L2 + cllgn(ty) = foll2-
te(0,T

By (2.4.8) and (1) we conclude the proof.
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Lemma 2.4.2. Let g, be the solution of (2.4.4). Under the hypothesis of
Theorem 2.2.1 for the initial datum fo, for n — oo g, converges to the
solution of the diffusion equation

o= DAp
(2.4.9)
o(z,0) = {fo),
where (fo) = %ﬁ fS\v\ dv fo and
2 ~1
D = —|v| v- (—A‘U‘)vdv. (2.4.10)
/VL S‘U‘

Convergence is in L*([0,T]; L*(R? x S,)).

Proof. The proof of the above Lemma is rather straightforward (see e.g.
[EP]).

Suppose for the moment that the initial datum depends only on the posi-
tion variables, namely the initial datum has the form of a local equilibrium.
We assume that g, has the following form

1 1 1
gn(,v,8) = g0 (,) + 59(1>($, v,t) + ?9(2)(:&@,75) 4 ER”’

where ¢, i = 0,1,2 are the first three coefficient of a Hilbert expansion
in 7, and R, is the reminder. Comparing terms of the same order in 1 we
obtain the following equations:

N 0 KL (1)
(Z) v vIg 2 ”U| A‘U‘g
(i1) 0, g\ + v - Vag) = glvll Apyig®?

(ii6) (O + v - Va)Ry = 172/;’1)1| Ay Ry — Ay(2),
with A, (t) = A,(z,v,t) = 9g™M + %&g(z) +v - Vag®. Since v - Vg©)
is an odd function of v, the integral with respect to v of the left hand
side of (i) vanishes. Then we can invert the operator A, and set gt =
%MAHU - V299, where ¢(Y) is an odd function of the velocity. Now we
integrate the second equation with respect to the velocity. By observing
that |, St dv Ay, g? =0, since dv S is proportional the invariant measure,

we obtain

2
0, g9 + ﬁ\v\ i dvv -V, (Aﬁv . ng(o)) = 0.
[v]
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We define the 2 x 2 matrix D as D;; = —%|v| fS‘ ‘ viAﬁllvj and we observe
that Dij =0 for ¢ # j and D11 = Dyy = D, where
2 —1
= —|v| dvv-(—AM)v
/'1/ Slvl
Therefore

atg(o) - DAxg(O) =Y,
where ¢(?) satisfies the initial condition ¢(®) (x,0) = g(t = 0). Moreover, the
L%mnorm of g is bounded. If we show that also the L?-norm of ¢ and
R, are bounded, we deduce that g, converges to g9 for n — .
From equation (i7) and the diffusion equation for ¢(® we derive that the
integral with respect to v of the left hand side of (i) vanishes. Therefore
we can invert the operator A, and obtain

|v]

2 2
9@ =Zjo| AL (09 + ZJolv - Va(A o Vag®))
[ [

2 172 4
:;’U| Z 896i8x]-g(0) A\v|1 [;A\U\ (e Dij] .
i?j
Therefore the Lo-norm of ¢(?) is bounded.
We derive from equation (7i7)

1
§3t||Rn||2 = _772 (Rm _A\U\Rn) - (an An(t))’

where (-, -) denotes the scalar product in L2. Using positivity of —Ap, and
Cauchy-Schwartz we deduce 0;||R,|| < ||Ay||. Recall the explicit expression
for A,, namely A, = gV + %3,59(2) +v- V¢, By direct computation

dgt) = gyvm';‘l [fu Vo (DAzg(O))},
I

from which we deduce that the L2-norm of 9,¢(!) is bounded. We deduce

similar estimates for 9;9(®) and v - V¢, then ||4,|| is uniformly bounded

in [0,7] and ||R,| < CT.

To complete the proof we consider more general initial data fy depending
also on the velocity variable. Let A := L —nv-V,. We compare g, with
Gn, the solution (2.4.4) with initial datum (fy). By the same argument as in
Lemma 2.4.1, item (2), we have that Vt > t,

~ B C
||917(t - tn) - gn(t)HLQ < ne2’

where C' depends on the L?-norm of (fo) and V(fo). Since g,(t) = eAth =
eAl=tn)g, (t,) and gy(t —t,) = e~ (fo) we derive

lgn(t) = Gy (t = to)ll2 < Cllg(ty) = (fo)ll 2
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Thus, by Lemma 2.4.1, item (2), we obtain that g,(¢) and g,(t) have the
same asymptotics and this concludes the proof of Lemma (2.4.2). O

Proposition 2.4.3. Let fo be an initial datum for he solution of (2.4.3).
Under the hypothesis of Theorem 2.2.1 h. converges to o as € — 0, where
0:R2 x [0,T] — Ry is the solution of the diffusion equation

{ dro=DAp
o(x,0) = (fo),

with (fo) = %ﬁ fS‘ ‘dv fo. The diffusion coefficient is D given by the
Green-Kubo formula. Convergence is in L?(R? x Sjy|) uniformly int € (0,T7.

(2.4.11)

Proof. Let gy be solution of (2.4.4) with n = 7. := [loge| and initial con-
dition fo. We look at the evolution of h. — g,., namely

(at +nev- vx) (Ba - gnE) = 773 (iehs - £9n8>7

where L := %ﬁAlvl' Then we obtain

1 ~ - -
) Ot|[he — 9%”2 = U?(hs — gn., —Le [ha - gng])
+ 773(55 — 9ne> [I:a - ‘C}gns)a

from which, using positivity of —L. and Cauchy-Schwartz,

1 - .
B Otl|he — gn.|| < 7752H (La - E)gng .

Recalling that

69775 plv ’|10g€|/ gne z, v’ 1) — gns(x7v7t)]7
we set

9. (') = 9. 0)
= (' =) Vi 00.(0)

+ -0 -v)® @ - U)V‘SM V‘SMQ"S (v)

DN =

T )@ W =)@ W —0)Vig Vig Vi g0 (0) + Ry,

with R, = O(Jv — v'|1). Integrating with respect to v and using symmetry
arguments we obtain

—2a 1 1
LEgWE lu" |‘10g€‘{ Ugna/ldp‘v/_v2+/1dpRnE}
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Observe that |v/ — v|? = 4sin? @, then by direct computation (see Ap-
pendix)

—2a 1
lim E/ dp|v' —v|? = i
=0 |loge| J_4 |v|4
and
67204 1 ' o 3 5
— | dplv— = , -1<f<ja-1
1oge|/_1 plo— /| = & loge| g<2a

< &% logel? HAfslv‘gnsH < &% logel? C, which van-

Therefore ||(Le — £)gy.

ishes for € — 0.

O]

In order to complete the proof of Theorem 2.2.1, namely equation (2.2.1),
we need to show that f.(n:t) converges to h(t) in L2(R? x R?), for every
t € [0,7]. By Proposition 2.3.2 and Remark 2.3.3 we have that f.(1.t)
defined in (2.3.13) converges to h.(n.t), (2.3.14), in L'(R? x R?), for every
t € [0,T]. Moreover, using (2.3.18) and the fact that the initial datum has
compact support, we have that h.(1:t) converges to h.(t) in L' (R? x R?), for
every t € [0,T]. Under hypotheses of Theorem 2.2.1, f.(1:t) and he(t) are
uniformly bounded for every t € [0, T], therefore convergence in L' implies
convergence in L2. Since f. < f. and using the fact that at ¢ = 0 the equality
holds and the linear Boltzmann equation 2.4.3 preserves the total mass, then
also f.(net) converges to he(t) in L%(R? x S\y|), for every t € [0,T].

Now we go back to equation (2.4.1). Using the same strategy of the
proof of Proposition 2.4.3 we can replace L. with £, and we denote gn the
solution of

(81? +v- V:L‘)gn = nﬁgm

with initial datum fy. By the same arguments as in Lemma 2.4.1, item (i),
one can prove that for n — oo g, — (gy) and VoG, — V5(gy). We observe
that

0y + V. [ dv (3, @)v=0.
therefore (g,) converges to (fo) as 7 — oo, which concludes the proof of
item 1).
The proof of Theorem 2.2.2 is included in the proof of Proposition 2.4.3.

2.5 The control of the pathological sets

In this section we prove Proposition 2.3.2.
Clearly

1- Xl(l - Xov)(]- - X’/‘ec)(l - Xint) < (1 - Xl) + Xov + Xree + Xint (251)
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and we estimate separately all the events in the right hand side of (2.5.1).
We denote by &.(s),n.(s) the backward Markov process defined, for s €
(—t,0), in Section 2 and we set

t to
Epo(u) :@2Ivle‘2"t2(2w|ua)@/ dtQ.../ dty
Q>0 ° ° (2.5.2)

£ €
/ dpl.../ dpg u(&e,me),
—€ —&

for any measurable function u of the process (&,7.). We have
Eew((1 = x1)fo(8e(—t),me(—1)))

28 _gjyle-2a (2lv]e™2)Q ,_
< == Gl - e el
<l [ follz QE>O Q=1 (2.5.3)

< 4| follpeee' 2> < Ce7,

for v > 0, a < 1/2 and ¢ sufficiently small.
Here and in the sequel ¢ is allowed to behave as c|log(e)].

Estimate (2.5.3) is obvious. Indeed if x1 = 0 the last or the first collision
must satisfy either |t —tg| < 2¢/|v| or t; < 2¢/|v|. Hence (2.5.3) follows
easily.

A similar argument can be used to estimate y,,. Indeed if x,, = 1 it must
be tiy1 —t; < 2¢/|v| for some i = 1,...,(Q — 1). Therefore proceeding as
before

Ex,v(Xova (55(_75), nE(_t)))

25 _ ’1)57204
< Ik 2T follze D> (@ = 1)

Q>1
2e _
< m\\fo\lmot(ﬂv\a 24)% < Clolet,

(2[v]e™>*)® o4
] (2.5.4)

for some v > 0, « < 1/4 and ¢ sufficiently small.

Next we pass to the control of the recollision event. We proceed similarly
as in [DP] and in [DR]. Let ¢; the first time the light particle hits the i-th
scattering (backward trajectory), v; the incoming velocity, v;" the outgoing
velocity and tj the exit time. Moreover we fix the axis in such a way that
v; is parallel to the x axis (see Figure 2.7). We have

(2
Q ..
XT‘@C S Z Z X?gm (2'5‘5)

i=1 j>i
where X?:g; = 1 if and only if b; (constructed via the sequence t1, p1, . .., ti, pi)
is recollided in the time interval (—t;41, —t; ).
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Figure 2.7: Backward recollision
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Note that, since |6;| < Ce®, where 6; is the i-th scattering angle, in order
to have a recollision it must be an intermediate velocity vg, k = ¢+1,...,j—1
such that

v, vy | < Ce|w)?, (2.5.6)

namely v, is almost orthogonal to v} (see Figure 2.7). Then

j—1

e €35 3 ik 25

i=1 j=1 k=i+1

where Xi’ggk =1 if and only if Xi"éjc =1 and (2.5.6) is fulfilled.

Fix now all the parameters p1,...,pQ, t1,...,tg but ;11 and perform
such a time integration. The two branches of the trajectory [i,ls are rigid
so that, if the recollision happen the time integration with respect to tx11

is restricted to a time interval proportional to AB. More precisely it is

bounded by
2¢ de

= <=
|v| cos Ce> ~ ||

Performing all the other integrations and summing over 4, j, k we obtain

E:c,v(Xrech (€€(_t)7 Ue(—t)))
de oppleer oy I ] L o A
<o Hmu;;Q D@ -2)(@ =35~
< C!v|3t351_8a < C|v|3e”’t3,
(2.5.8)

for some v > 0, « < 1/8 and ¢ sufficiently small.

We finally estimate the event ;. To do this we fix a sequence of
parameters p1,...,pQ, t1,...,tQ. For instance consider the case in Figure
2.8 in which we exhibit an unphysical trajectory.

Consider the integral

f:/ Fol€(—t), n(—))Xin daxd (2.5.9)
B(0,M)

Here y;n: = 1 for those values of x,v for which an interference takes place
and
B(0, M) := {(z,v) € R x R?; s.t. |z|* + |v|* < M}.

By the Liouville Theorem we can integrate over the variables (& (—t),7:(—t)) =
(z9,vp) as independent variables

I= / fO(xﬂva)Xrec dmod’UO, (2510)
B:(0,M)
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(S (-)me(-t))=(xo.v0)
Figure 2.8:
where
Bi(0,M) = {(&(=1t),m=(—1)) s.t. (z,v) € B(O,M)}.
Note that

X’int(xv 'U) = Xrec(x07 UO);

since a backward interference is a forward recollision. Clearly
B(0,M) Cc B(0, M(1+1t)), (2.5.11)

where B(0, M (1 + t)) is the ball of radius M (1 +t) in R*.
Thus

IS/ f0($O’UO)Xrecd$0dU0~ (2512)
B(OM(1+1))

Therefore, by using estimate (2.5.8) and (2.5.12)

/ Ex,v(Xinth(éE(_t)yns(_t))) dzdv
B(0,M)

<CM™(1+1).

(2.5.13)

This concludes the proof of Proposition 2.3.2.
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2.6 Concluding Remarks

The diffusive limit analyzed in the present paper is suggested by the di-
vergence of B for the particular choice of the potential we are considering.
However the same techniques could work in presence of a smooth, radial,
short-range potential ¢. In this case we recover the previous logarithmic
divergence (see (2.1.2)) by increasing suitably the density of the scatterers.
We notice that we can implement this program thanks to the explicit esti-
mates of the set of bad configurations, which allow stronger divergence in
time and density.

Theorem 2.6.1. Under the same hypothesis of Theorem 2.2.1, assume ¢ €
C?([0,1]). Scale the variables, the density and the potential according to

T — EX

t— €>\€t (2 6 1)
e = 5—(204-1—)\4—1)‘u

P — %o.
Then, for t >0 and € — 0, there exists \g = A(«) s.t. for A < A(«)
fe(z,v,t) = p(x,t)

solution of the heat equation

0o = DAp
(2.6.2)
Q($,0) = <f0>7
with D given by the Green-Kubo formula
2 —1
D = —|v| v- (—Am)vdv. (2.6.3)
M S"U‘

The convergence is in L?(R? x R?).

The significance and the proof of the above theorem is clear. The kinetic
regime describes the system for kinetic times O(1) (i.e. A =0). One can go
further to diffusive times provided that A > 0 is not too large. Indeed the
distribution function f. “almost” solves

(20 +v - V) fo me 227 L f.

3 (2.6.4)
€ ’\cA‘U‘fE,

for which the arguments of Section 3 do apply. In other words there is a
scale of time for which the system diffuses. However such times are not so
large to prevent the Markov property. Obviously the diffusion coefficient is
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computed in terms of the limiting Markov process. We can give an estimate,
certainly not optimal, of the coefficient \ appearing in (2.6.1). Estimating
recollisions and interferences as in Section 4, setting v =1 — 8(a + %), the
condition on A is (see (2.5.13))
1 -8«
1

Although the scaling we are considering in Theorem 2.6.1 is quite par-
ticular, the aim is the same as in [LE] where the same problem has been
approached for the weak-coupling limit (o = %) of a quantum system.

Recently we were aware of a result concerning the diffusion limit of a
test particle of a hard-core system at thermal equilibrium [BGS-R]. Also in
this case the quantitative control of the pathological trajectories allows to
reach larger times in which a diffusive regime is outlined.

Y—=TA>0 ie. A<

Acknowledgments.
We are indebted to S. Simonella and H. Spohn for illuminating discussions.

2.7 Appendix (on the scattering problem associ-
ated to a circular potential barrier)

The potential energy for a finite potential barrier is given by

~ Juo ifr<1
olr) = {0 ifr> 1. (A1)

The light particle, of unitary mass, moves in a straight line with energy
E = %v2 > ug, where ug > 0. Let p be the impact parameter. For small
impact parameters the particle will pass through the barrier, for large ones
the particle will be reflected. Inside the barrier the velocity is a constant
v =170 (v < v). The complete trajectory of the light particle which passes
through the barrier consists of three straight lines and is symmetrical about
a radial line perpendicular to the interior path. For a general reference to
the scattering problem, see [LL], chapter 4.

Let a be the angle of incidence (the inside angle between the trajectory
and a radial line to the point of contact with the barrier at » = 1) and
the angle of refraction (the corresponding external angle). We assume that
the radius of the circle is 7 = 1. According to the geometry of the problem
« and B are such that

. v .
sin f = —sin«a,
U
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where sina = p.
The angle of deflection is = 2(/3—«). Thanks to the energy and angular
momentum conservation the expression for the refractive index becomes

=4/1-= (A.2)

and so we have a scattering angle defined in the following way:

]2 (arcsin (2) —arcsin(p)) ifp<n
op) = {2 arccos(p) it p>n. (8-3)

In the first case the particle passes through the barrier (for p < n), and
in the second one the particle is reflected (for p > n). The maximum
scattering angle 6y, = 2 arccos(n) is the angle at which the particle scatters
tangentially to the barrier. The differential scattering cross section

dp

is then:

(14+n2—2ncos(6/2))3/2 (A4)

nfcos(0/2)—n][1—n cos(6/2)] if o< 2arccos(n)
v() = -
[1 — cos?(0/2)]/? otherwise .

Scaling now the potential as ¢(r) — £“¢(r), the previous formulas still
hold. Thus, according to this scaling, the refractive index becomes

2%y
ne =1/1— 2 (A.5)
to replace into (A.4). The scattering angle (A.3) reads now
2 <arcsin (ni) — arcsin(p ) if p<n
bu(p) = f ) Eesne s a
2 arccos(p) if p > ne.

2.8 Appendix (on the diffusion coefficient)

In this section we show that the diffusion coefficient is divergent for the
circular potential barrier (A.1). At this level we assume that ug = 1 to
simplify the following expressions.

We need to compute

ol [ 62(p) dp. (B.1)
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Thanks to the symmetry for the scattering problem

1 1
g2 / 19§(p) dp =272 /O 02(p) dp. (B.2)

According to (A.3):

_2a/ 62(p) dp = 22 (/ 02(p dp—l—/ 62(p dp> (B.3)

Our aim is to perform a Taylor expansion of the first branch of 6.(p) for
p=0,
p/ne < (1 —94), with 6 > 0. We have

1
aresin (p/nz) — arcsin(p) + ——— <p _ p) Ry (p/n2),
1— p2 Ne

where

_ 2
Fioine) = 5o (np - p) p<p<ts @y

Then, looking at the first integral in the r.h.s of (B.3), we have to split it as

Ne ne(1-9) Ne
e [T = [T Bdpre [ 6 p)dp.
0 0 ns(lf‘s)

A B

Thus

(1-9)
A= 52a/0 [2(arcsin (p/ne) — arcsin(p))]2 dp

ne(1-9) (1 —n )2 ,02 ne(1-9)
< 4em 2 < d / *d
=" [/0 2 a-p it b/t

1 1

ne(1-6) 2 ne(1-96) (1-n )2 p2 2
4 —2a 2 (3
. < / Ry (p/ne) ) < / Ty e

(B.5)

It is sufficient to compute the first two integrals . Let A; and As be the
first and the second integrals respectively. We have

. 2 ne(1-9) 2
A, = e2all=ne)” / P
0

n2 1— p?

72 (1 —n.)?
= — ————[2n.(1 = §) +log(1 — n(1 — §)) — log(1 + n:(1 — 9))].

2 n2
(B.6)

€
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Using that n. =1 — % + 0(2%), from (B.6) it is clear that

67204 57204 8201
Ay~ — 5 (1—n¢)?(log(1—n.(1-10))) = 5 <‘U’4> log(*(1—6)+9).

A straightforward computation shows that the right hand side of the previ-
ous expression is

—2a 8204

E T (og(e iy
5 |U|4<10g(5 )+ log(1 5+€a)>

— 11] <log(6o‘) +0(1— i)) (B.7)

80{

_ o 001~ =)
=2 |10g(5ﬂ<1—+ “Og(ga)‘).

Choosing § = ﬁ with v € (0, a/2), it follows ¢/ Y 0.

In order to compute Ao, we need the following estimate for the remainder

term
Rilppo| <32 L (2 ) (B5)
n - | = - ) i
1P/ Ne _2n5(1_L§)% Ne P
nE
Then
—2a  pne(1-9) 2 1 4
A2<€4 / % p23<p_p> dp
0 n&“ (1 - Fz) €
) 1-6 u? , , B9
—2a
uz—%s ng/o 2 _u2)3u (1 —ng)*du (B.9)
_ e 2. (1 (1—w)® (1= n)t do ~ e 2on, (1 - n5)4'
v=1—-u 2 5 U3 2 52

Also in this case, the only significant contribution is given by

5—204(1 _ n£)4 6—2016404
o~ — 0
52 52 e—0

again for § = @ with v € (0,a/2). This shows that

A=A (14 0(e)).

Now we compute B in (B.3), namely

B=¢% /ne [2(arcsin (p/n.) — arcsin(p))]? dp

" N . 2 (B.10)
—2a ne
€ dr————| dp.
/716(1—5) ( o V1-— :1:2)
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Since

AN

—_

+ |~

e

—
&
8

TH“@

8

N—

i

‘||
8

—
| =
SRR
:‘H

n (B.10) we have

/16)(1 0) (\/(1—0)—\/(1—,0/715))20[/)

/ (p/ne —p)dp
(1- <1 —p) ne(1-6)

ne

= e 2% (1 —n)[1 — (1 — )% ~ e 20e29,

Again, with the previous choice for ¢, this term vanishes in the limit for

e — 0.
The second integral in the right hand side of (B.3) reads

/ 02(p)dp = e~ O‘/ (7 — 2arcsin(p))* dp

Ne
: o Em (B.11)
~ —Oé —zx —
e e e =

Therefore the only contribution in the limit is the one given by (B.7) and
we obtain

! 2a
2 = 1 —_— =
g 0z (p) dp = ;n%,u [|v3 | log(s)@ +oo, (B.12)

e—0

and finally
2a

Iunga 1 )
B:=lim 15— 02(p) dp = —— pu.
tim ol [ 6200 dp =
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Chapter 3

3.1 Derivation of the Fick’s law for the Lorentz model in a low density
regime [arXiv: 1404.4186] [To appear in Comm. Math. Phys.]

In the present Chapter we present [BNPP].

Derivation of the Fick’s law for the Lorentz model in a
low density regime

Abstract. We consider the Lorentz model in a slab with two mass reservoirs
at the boundaries. We show that, in a low density regime, there exists a
unique stationary solution for the microscopic dynamics which converges to
the stationary solution of the heat equation, namely to the linear profile of
the density. In the same regime the macroscopic current in the stationary
state is given by the Fick’s law, with the diffusion coefficient determined by
the Green-Kubo formula.

3.1.1 Introduction

One of the most important and challenging problem in the rigorous ap-
proach to non-equilibrium Statistical Mechanics is the characterization of
stationary nonequilibrium states exhibiting transport phenomena such as
energy or mass transport, which are macroscopically described by Fourier’s
and Fick’s law respectively. A simple microscopic model to validate the
Fick’s Law is the Lorentz gas, namely a system of non interacting light
particles in a distribution of scatterers, in contact with two mass reservoirs.
One expects that under a suitable space-time scaling (hydrodynamical limit)
the stationary mass current is proportional to the gradient of the density.
However the rigorous proof of that is a difficult and still open problem.

In this paper we propose a contribution in this direction in a situa-
tion of low density. The system we study is the following. Consider the

44
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two-dimensional strip A = (0, L) x R. In the left and in the right of the
boundaries, {0} x R and {L} x R respectively, there are two mass reservoirs
constituted by free point particles at equilibrium at different densities pq,
pa. Inside the strip there is a random distribution of hard disks of radius
e, distributed according to a Poisson law with density p.. Here € is a small
scale parameter and we let it go to zero. In the mean time p. is diverg-
ing in such a way that pu.e — oo and p.e? — 0. Therefore the scatterer
configuration is dilute.

The light particles are flowing through the boundaries, from right with
density po and from left with density p; They are not interacting among
themselves, but are elastically reflected by the obstacles. Their mean free
paths vanish as e — 0, but not too quickly. More precisely they can vanish at
most as e17%, 0 < § < 1, in order to have a dilute configuration of scatterers.

We expect that there exists a stationary state for which

J~—DVp (3.1.1)

where J is the mass current, p is the mass density and D > 0 is the diffusion
coefficient. Formula (3.1.1) is the well known Fick’s law which we want to
prove in the present context.

We underline preliminary that our result holds in a low-density regime.
This means that we can use the linear Boltzmann equation as a bridge
between our original mechanical system and the diffusion equation. This
basic idea has been used in [ESY] [BGS-R] [BNP] to obtain the heat equation
from a particle system in different contexts. It works once having an explicit
control of the error in the kinetic limit, which suggests the scale of times for
which the diffusive limit can be achieved. As a consequence the diffusion
coefficient D is given by the Green-Kubo formula for the kinetic equation
at hand (namely linear Quantum Boltzmann for [ESY], linear Boltzmann
for [BGS-RJ, linear Landau for [BNP]). In the present paper we work in a
stationary situation for which we face new problems which will be discussed
later on.

The idea of using the linear Boltzmann equation for the Lorentz gas
in not new. In [LS] the authors consider exactly our system but with two
thermal reservoirs at different temperatures at the boundaries. The aim was
to study the energy flux in a stationary regime. However, as pointed out in
[LS], due to the energy conservation of a single elastic collision, the energy
is not diffused, there is no local equilibrium and hence the local temperature
is not defined. As a consequence the Fourier’s law fails to hold, at least in
the conventional sense.

This is the reason why we consider here the mass transport, being the
heat equation for the mass density the unique hydrodynamical equation.

It may be worth to mention that, for a suitable stochastic dynamics, the
Fourier’s law can indeed be derived, see [KMP], [GKMP].
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Concerning the Fick’s law we mention the papers [LS1], [LS2], for the
self-diffusion of a tagged particle in a gas at equilibrium.

Our paper is organized as follows. The starting point is the transition
from the mechanical system to the Boltzmann equation in a low density
regime. We follow the classical analysis due to Gallavotti [G], complemented
by an explicit analysis of the bad events preventing the Markovianity, in the
same spirit of [DP], [DR] . This is necessary to reach a diffusive behavior
on a longer time scale as in [BGS-R], [BNP].

Moreover we point out that our initial boundary value problem presents
a new feature due to the presence of the first exit (stopping) time. This
difficulty is handled by an extension procedure which essentially reduces
our problem to the corresponding one in the whole space.

The transition from the mechanical system to the linear Boltzmann
regime is presented in Section 3.1.7.

However we are interested in a stationary problem. This is handled, more
conveniently, in terms of a Neumann series to overcome problems connected
with the exchange of the limits ¢ — 0o, € — 0. To the best of our knowledge
this is a new tool. This analysis is presented in Section 3.1.3. The basic idea
is that the explicit solution of the heat equation and the control of the time
dependent problem allow us to characterize the stationary solution of the
linear Boltzmann equation and this turns out to be the basic tool to obtain
the stationary solution of the mechanical system which is the basic object
of our investigation.

Finally the transition from Boltzmann to the diffusion equation is clas-
sical and ruled out by the Hilbert expansion method which is presented in
Section 3.1.4. This step is discussed in detail, not only for completeness,
but also because we need an apparently new analysis in L°, for the time
dependent problem (needed for the control of the Neumann series) and a L2
analysis for the stationary problem.

3.1.2 The model and main results

Let A C R? be the strip (0,L) x R. We consider a Poisson distribution
of fixed hard disks (scatterers) of radius € in A and denote by ¢1,...,cxy € A
their centers. This means that, given p > 0, the probability density of
finding N obstacles in a bounded measurable set A C A is

uN
P(dey) = e_“wﬁ dey ... dey (3.1.2)
where |A| = measA and cy = (c1,...,cN).

A particle in A moves freely up to the first instant of contact with an
obstacle. Then it is elastically reflected and so on. Since the modulus of the
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velocity of the test particle is constant, we assume it to be equal to one, so
that the phase space of our system is A x Si.
We rescale the intensity u of the obstacles as

fe = € Mnep,

where, from now on, p > 0 is fixed and 7. is slowly diverging as ¢ — 0.
More precisely we make the following assumption.

Assumption 1. As € — 0, n. diverges in such a way that
eand = 0. (3.1.3)

The behaviour (3.1.3) is dictated mostly by the recollision estimates in
Section 3.1.10.

We denote by P, the probability density (3.1.2) with u replaced by pi..
E. will be the expectation with respect to the measure P, restricted on those
configurations of the obstacles whose centers do not belong to the disk of
center x and radius e.

For a given configuration of obstacles ¢y, we denote by ng\f(m,v) the
(backward) flow with initial datum (x,v) € A x S} and define t — 7, 7 =
7(z,v,t,cn), as the first (backward) hitting time with the boundary. We use
the notation 7 = 0 to indicate the event such that the trajectory T, *(z,v),
s € [0,t], never hits the boundary. For any ¢ > 0 the one-particle correlation
function reads

felw,v,t) = B[ f(Te 7 (2, 0)x (7 > 0)] + Ee[fo(Te;! (2, v))x (7 = 0)],
(3.1.4)
where fo € L®(A x S1) and the boundary value fp is defined by

piM(v) if xe{0} xR, v >0,

fB(x,U) = PZM(U) if re {L} xR, v <0,

with M (v) the density of the uniform distribution on S; and pq,p2 > 0.
Here v; denotes the horizontal component of the velocity v. Without loss
of generality we assume py > pj. Since M (v) = i, from now on we will
absorb it in the definition of the boundary values pi, po. Therefore we set

p1 if ze{0} xR, v >0,

fo(z,v) = p2 if ze{L} xR, v <O0. (3.1.5)

Remark. Here we allow overlapping of scatterers, namely the Poisson mea-
sure is that of a free gas. It would also be possible to consider the Pois-
son measure restricted to non-overlapping configurations, namely the Gibbs
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measure for a systems of hard disks in the plane. However the two measures
are asymptotically equivalent and the result does hold also in the last case.

Note also that the dynamics TCtN is well defined only almost everywhere
with respect to P..

We are interested in the stationary solutions fES of the above problem.
More precisely for any t > 0 f2(z,v) solves

3(@v) = Eelfp(Te ™ (@, 0))X(7 > 0)] + Eel £5 (T (2, v))x(r = 0)].
(3.1.6)
The main result of the present paper can be summarized in the following
theorem.

Theorem 3.1.1. For e sufficiently small there exists a unique L™ stationary
solution f2 for the microscopic dynamics (i.e. satisfying (3.1.6)). Moreover,
ase—0

5= 0%, (3.1.7)

£

where ¢° is the stationary solution of the heat equation with the following
boundary conditions

0°(x)=p1, ze€{0} xR,
(3.1.8)
0(x) =p2, x€{L} xR

The convergence is in L?((0, L) x St).

Some remarks on the above Theorem are in order. The boundary condi-
tions of the problem depend on the space variable only through the horizon-
tal component. As a consequence, the stationary solution ff of the micro-
scopic problem, as well as the stationary solution ¢° of the heat equation,
inherits the same feature. This justifies the convergence in L?((0,L) x St)
instead of in L2(A x S1). The explicit expression for the stationary solution
0° reads

o5(x) = p1(L l’Ll) +p2x17
where x1 is the horizontal component of the space variable x. 1VVe note that
in order to prove Theorem 3.1.1 it is enough to assume that €273 — 0. The
stronger Assumption 1 is needed to prove Theorem 3.1.2 below.

(3.1.9)

Next we discuss the Fick’s law by introducing the stationary mass flux
J(z) = 775/ v f2(x,v) dv, (3.1.10)
St
and the stationary mass density

o2(@)=[ f3(z,v)dv. (3.1.11)
S1
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Note that JES is the total amount of mass flowing through a unit area in
a unit time interval. Although in a stationary problem there is no typical
time scale, the factor 7. appearing in the definition of .J, is reminiscent of
the time scaling necessary to obtain a diffusive limit.

Theorem 3.1.2 (Fick’s law). We have
J2 4+ DV,0f =0 (3.1.12)

as € — 0. The convergence is in D'(0,L) and D > 0 is given by the Green-
Kubo formula (see (3.1.26) below). Moreover

J% = lim J (z), (3.1.13)

e—0

where the convergence is in L*(0,L) and

JS=-DvoS=-D2 - pr (3.1.14)

where ¢° is the linear profile (3.1.9).

Observe that, as expected by physical arguments, the stationary flux
J% does not depend on the space variable. Furthermore the diffusion coef-
ficient D is determined by the behavior of the system at equilibrium and
in particular it is equal to the diffusion coefficient for the time dependent
problem.

Remark (The scaling). We have formulated our result in macroscopic vari-
ables x,t. Another point of view is to argue in terms of microscopic variables.

Let us set our problem in these variables denoted by (g,t'). This means
that the radius of the disks is unitary while the strip, seen in micro-variables,
is (0,e71L) x R.

To deal with a low density situation, we rescale the density as n.eu, u > 0
where 7. is gently diverging. Note that in the usual Boltzmann-Grad limit
ne = 1. At times of order ¢!, one particle has an average number of collisions
of order 7.. At larger times, namely of order n.c~!, we expect a diffusive
behavior. Actually this emerges from the linear Boltzmann equation (see
equation (3.1.24) and Proposition 3.1.4 below) which is derived from the
microscopic dynamics through the scaling # = eq and t = en= 't

In this paper we consider a two dimensional case but our techniques apply
in higher dimensions as well since in this case the pathological events are
less likely. Moreover we consider the easier geometrical setting. However we
believe that there are no serious obstructions to extend our results to more
general geometries.
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3.1.3 Proofs

In this section we prove Theorems 3.1.1 and 3.1.2, postponing the techni-
cal details to the next sections. In order to prove Theorem 3.1.1 our strategy
is the following. We introduce the stationary linear Boltzmann equation

(U . Vx)hf(x, V) =N Ehf(m, v),
he(z,v) =p1, x€{0} xR, v >0, (3.1.15)
hE(x,v) = pa, ze{L} xR, v <0,

where L is the linear Boltzmann operator defined as

1

L) = [ aplfe) - @), ferisy (3.1.16)

-1
with
v =v—-2(n-v)n (3.1.17)
and n = n(p) the outward normal to the hard disk (see Figure 3.1). Here p
is the impact parameter, namely p = sin & with « the angle of incidence.

Figure 3.1:

Since the boundary conditions depend on the space variable only through
the horizontal component, the stationary solution hf inherits the same fea-
ture, as well as fES and o°.

The strategy of the proof consists of two steps. First we prove that there
exists a unique hZ which converges, as ¢ — 0, to ¢° given by (3.1.9). See
Proposition 3.1.5 below. Secondly we show that there exists a unique ff
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asymptotically equivalent to hf . See Proposition 3.1.8 below. This result
is achieved by showing that the memory effects of the mechanical system,
preventing the Markovianity, are indeed negligible.

Let h. be the solution of the problem
(3,5 +v- Vx)hg(x7 v,t) = ne Lhe(z,v,1),
he(x,v,0) = fo(z,v), fo € L>®(A x Sy),
he(z,v,t) =p1, x€{0}xR, vy >0, t>0,
he(x,v,t) = pa, xe{L} xR, wv;<0, t>0.

(3.1.18)

Then h. has the following explicit representation

t tN-1
he(a,v,t) = Y (,Jge)N/ dtl.../ dtn
0 0

N>0

1 1
/ dpi .. / dpn (T < tx)x(r > 0) e 2= (=7) fo (4= (2 )+
-1 -1

t tN—1
+ Z e 2Heet (,ues)N/ dty .. / dtn
0 0

N>0

1 1
/ dpy ... / Aoy X7 =0) foly ™! (z,0),

-1 _
(3.1.19)

with fp defined in (3.1.5). Given x,v, t1...tN, p1...pN, ¥ '(z,v) denotes
the trajectory whose position and velocity are

(x —v(t—t1) —vi(t1 —t2) - -+ — vNEN, UN).

The transitions v — v — vo - -+ — vy are obtained by means of a scattering
with an hard disk with impact parameter p; via (3.1.17). As before ¢ — 7,
T=71(x,0,t1...,tN,p1.--PN), is the first (backward) hitting time with the
boundary. We remind that p.e = pune.

In formula (3.1.19) h.(t) results as the sum of two contributions, one due
to the backward trajectories hitting the boundary and the other one due to
the trajectories which never leave A. Therefore we set

he(z,v,t) = hg“t(a:,v,t) + hé”(a:, v, t),

where h?% and hi" are respectively the first and the second sum on the right
hand side of (3.1.19). Observe that h2“ solves

(815 +v- Vw)hf;“t(:c, v,t) = ne LhO¥ (x, v, 1),
ho¥(x,v,0) = 0, x € A,

ho(x,v,t) = p1,  x€{0} xR, wv; >0, t>0,
RO (z,v,t) = pa,  xE€{L} xR, v <0, t>0.

(3.1.20)
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We denote by S2(t) the Markov semigroup associated to the second sum,
namely

N>0

0 _ o—2meet N[ N
(S2(0)0) (2 0) = D e (pee) /O dty ... /0 dtn
1

1
/ dpl.../_1 dpn x(1 = 0){(v " (z,v)),

—1
with £ € L>(A x S1). In particular
h'(t) = S2(t) fo-
We observe that b2, solution of (3.1.15), satisfies, for to > 0
hZ = hZ"(to) + S2(to)hZ,

so that we can formally express hf as the Neumann series

BS = 3 (S0(t))"h2" (ko). (3.1.21)

n>0

Remark. Note that A2 is a fixed point of the map fo — he(to) solution
to (3.1.18). Hence h? belongs to a periodic orbit, of period tg, of the flow
fo — he(t). But this orbit consists of a single point because the Neumann
series, being convergent, identifies a single element. This implies that hf is
constant with respect to the flow (3.1.18) and hence stationary.

We now establish existence and uniqueness of hS by showing that the
Neumann series (3.1.21) converges. In order to do it we need to extend the
action of the semigroup SY(t) to the space L*°(R? x S7), namely

t tN—1
S22, v) = xal@) Y e ()™ / dt; ... / dt
N>0 0 0
= (3.1.22)

1 1
/ dpl.../ldeX(TZO)EO('Yt(xvv))’

-1 _
for any £o(z,v) € L®(R? x S1). Here y, is the characteristic function of A.

Proposition 3.1.3. There exists eg > 0 such that for any € < g9 and for
any lo € L®(R? x S1) we have

152 () lollo < e |llo]los o < 1. (3.1.23)

As a consequence there exists a unique stationary solution hS € L*°(A x Sy)
satisfying (3.1.15).
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To prove Proposition 3.1.3 we have first to exploit the diffusive limit of
the linear Boltzmann equation in a L setting and in the whole space. We
introduce h. : R? x Sj x [0,T] — R* the solution of the following rescaled
linear Boltzmann equation

(O + v+ Vy)he =02 Lhe
(3.1.24)

he(z,v,0) = go(x),

with gp is a smooth function of the variable z only (local equilibrium).
We can prove

Proposition 3.1.4. Let h. be the solution of (3.1.24), with an initial datum
00 € CS°(R?). Then, as ¢ — 0, h. converges to the solution of the heat
equation

atQ - DAQ =0
(3.1.25)
o(z,0) = go(),
where D is given by the Green-Kubo formula
D= 1/ dvv- (= L) o, (3.1.26)
41 S1

The convergence is in L>([0, T]; L= (R? x S1)).

We postpone the proof of Proposition (3.1.4) to Section 3.1.5. The proof
relies on the Hilbert expansion and, to make it work, we need smoothness
of the initial datum gg.

Proof of Proposition 3.1.3. We can rewrite (3.1.22) as

t tnv—1
S2(t)o(w,v) = xa(x) Y e 2=t (pee)™ / d ... / dt
0 0

N>0

1 1
[ v | don (e = 0) a7 o) a5 ),
-1 -1

where v, ! (z) =z —v(t —t1) —v1(t1 —t2) -+ — vnty is the first component
of v7t(x,v). Note that the insertion of ya(v,%(z)) is due to the constraint
x(7 =0). Therefore

t tN-—1
St < Ilolloo 3 €255 (i) / dty . / dty
0 0

N>0

[ o[ 11 don xa (37 (@),

—1 —
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We denote by X?\ a mollified version of x, namely X?\ € C$°(R?), Xf\(m) <1,
X4 > xa and supp(x}) C (=6, L + ) x R. Therefore

t tN-1
(1) < Iltolloo S €255t (jree) / i ... / din
0 0
N=0 (3.1.27)

[ o [ anioita,

-1

The series on the right hand side of (3.1.27) defines a function F' which
solves

{ (O +v-Vy)F(x,v,t) =nLF(x,v,t),

F(z,v,0) = x4 ().
Moreover, defining G¢(z,v,t) := F(z,v,n.t) then G, solves (3.1.24) with
initial datum g9 = st\. By virtue of Proposition 3.1.4

1G=(1) = & (Do < w(e)

where 0°(t) is the solution of (3.1.25) with initial datum x%. Here and in

the sequel w(e) denotes a positive function vanishing with £. On the other
hand

5(x,1) / dy —— B 3 ) /L+6d L -l
x,1) = e = e .
e e Y 4rD XAWI= | o aD

Therefore for € small enough

152 (1) ol loo < [[€01o 152 (n2) XA oo
<|lolloo (1G=(1) = 0 (1)lloo + [le° (1)]loo)
< [[ollso(w(e) + e’ (D)llso) < allfolloe, @ < 1.

We are using (3.1.27) for ¢ = n..
Finally, since a < 1, by (3.1.21) we get

15500 < 172 (1) oo <

1 1
1-a) 1-a ™

O
As we will discuss later on, we find convenient to obtain the stationary

solution 72 via the Neumann series (3.1.21) rather than as the limit of h.(t)
as t — oo. For further details see Remark 3.1.9.

Remark (L™ vs. L?). The control of the Neumann series (3.1.21) in a
L™ setting seems quite natural. This is provided by the bound (3.1.23). It
basically means that for a time 7). the probability of a backward trajectory to
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fall out of A is strictly positive. To prove rigorously this rather intuitive fact,
we use Proposition 3.1.4 and explicit properties of the solution of the heat
equation. The price we pay is to develop an L*> Hilbert expansion analysis
(see Section 3.1.5) which is, however, interesting in itself. On the other
hand the use of the well known L? version of Proposition 3.1.4 requires a L?
control of the Neumann series which seems harder, weaker and less natural.

The last step is the proof of the convergence of hJ to the stationary
solution of the diffusion problem

875@ - DAQ =0
o(z,t)=p1, ze€{0}xR, t>0 (3.1.28)
o(z,t) =p2, xe€{L} xR, t>0,

with the diffusion coefficient D given by the Green-Kubo formula (3.1.26).

We remind that the stationary solution ¢ to the problem (3.1.28) has the
following explicit expression

p1(L — 1) + pax1
L b)

o°(x) = (3.1.29)
where x = (1, z2).

By using again the Hilbert expansion technique (this time in L?) we can
prove

Proposition 3.1.5. Let hY € L*°((0, L) x S1) be the solution to the problem
(3.1.15). Then
he — 0¥ (3.1.30)

ase — 0, where 0% (x) is given by (3.1.29). The convergence is in L*((0, L) x
S1).

The proof is postponed to Section 3.1.6.
This concludes our analysis of the Markov part of the proof.

Recalling the expression (3.1.4) for the one-particle correlation function
fe, we introduce a decomposition analogous to the one used for h.(t), namely

out (1 v, 1) 1= Be| f5(Ter" " (z,v))x(r > 0)] (3.1.31)

£

and
Mz, v,t) = B[ fo(Ty (z,v)x(T = 0)], (3.1.32)

so that ‘
fe(x,v,t) = f“t(:n,v,t) + f(z,v,t).
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Here f2! is the contribution due to the trajectories that do leave A at times
smaller than ¢, while f!"* is the contribution due to the trajectories that stay
internal to A. We introduce the flow FC(¢) such that

(F2()0)(w,v) = Ec[((Ty (z,v))x(r = 0)], €€ L>(A x Sy)

£

and remark that F? is just the dynamics ”inside” A. In particular f(t) =

F2(t) fo-
To detect the stationary solution fES for the microscopic dynamics we
proceed as for the Boltzmann evolution (see (3.1.6)) by setting, for ¢y > 0,

f2 = f2" (to) + F2(t0) f2

and we can formally express the stationary solution as the Neumann series

2= (F2 (ko))" f2 (to). (3.1.33)

n>0

To show the convergence of the series (3.1.33) and hence existence of f we
first need the following two Propositions.

Proposition 3.1.6. Let T > 0. For anyt € (0,7

1
1£2(t) = B2 ()| Lo (axsy) < Ce2 02 1, (3.1.34)

where 2"t solves (3.1.20).

Proposition 3.1.7. For every £y € L*>°(A x S7)

[ (FO(t) = 8°0) bolloe < Cllbollmo bt WEE[0, 7). (3.135)

The proof of the above two Propositions is postponed to Section 3.1.7.
As a corollary we can prove

Proposition 3.1.8. For e sufficiently small there exists a unique stationary
solution f2 € L®(A x Sy) satisfying (3.1.6). Moreover

hS — f5||s < Ceand. 3.1.36
€ € €

Proof. We prove the existence and uniqueness of the stationary solution by
showing that the Neumann series (3.1.33) converges, namely

1E2(e) folloo < @ [[ folloos ' < 1. (3.1.37)

This implies

[1£2]lo0 < [1£2 (ne)loo <

) p2, o <1

1 1
(1—a) (1—a
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In fact, since

12 (1) folloo < || (B2 () = S2(1e)) folloo + 1152 (ne) folloo,

thanks to Propositions 3.1.3 and 3.1.7 we get

1
152 (1) follso < 11 follocCe 22 + (182 (1) fol |

- , (3.1.38)
< (Cez2n2 + a)| folleo < || folloos

with o/ < 1, for ¢ sufficiently small (remind that 5%775 — 0 as e — 0).
This guarantees the existence and uniqueness of the microscopic stationary
solution f2.

In order to prove (3.1.36) we compare the two Neumann series repre-
senting f° and h?,

152 = 1o = 1Y~ (FL (o)™ £2" () — (S2(n2))"h2" (ne)) oo

n>0
< Z H(Fg(ﬂa))”( émt(n&) - hgm(ﬁa))ﬂoo (3.1.39)
n>0
+ D I((F2 ()" = (S2(0:)" ) he™ (1) | o-
n>0

By (3.1.38), using Proposition 3.1.6, the first sum on the right hand side of
(3.1.39) is bounded by

1

1
T 172 (ne) = B2 (ne)lloo < Cez1p].

As regard to the second sum on the right hand side of (3.1.39) we have

D I(E M) = (S2(ne)") B2 (el e

n>0
n—1
<Y MNE @)™ (F2(ne) = S2(1)) (S2(ne)) PR (ne) oo
n>0 k=0
< NE2 () (F2(ne) = S2(ne)) (S2(ne))"hg™ (ne) oo
k>0

1
< C R ()l sce 22,

by virtue of (3.1.23), (3.1.38) and (3.1.35). This concludes the proof of
Proposition 3.1.8.
O

At this point the proof of Theorem 3.1.1 follows from Propositions 3.1.5
and 3.1.8.
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Remark 3.1.9. One could try to characterize h2 and f2 in terms of the
long (macroscopic) time asymptotics of ho(t) and f-(t). The trick of express-
ing both stationary states by means of Neumann series avoids the problem
of controlling the convergence rates, as t — oo, with respect to the scale
parameter €.

We conclude by proving Theorem 3.1.2 which actually is a Corollary of
the previous analysis.

Proof of Theorem 3.1.2. By standard computations (see e.g. Section 3.1.6)
we have

1 1
h =05+ —nM + —R,_,
TNe Ne
where _
O () = £74(0- Vag®) = B0 (0)
and, as we shall see in Section 3.1.6, R,, = O(\/lrz?) in L2((0,L) x S1).
Therefore, since |, S vodv = 0,
775/ vh? (z,v)dv = =DV 0% + O(L), (3.1.40)
Si Ve

where D is given by (3.1.26). By Theorem 3.1.1 the right hand side of
(3.1.40) is close to DV ,0f in D'((0, L) x Sy), where o2 is given by (3.1.11).
On the other hand, by Proposition 3.1.8 and Assumption 1, the left hand
side of (3.1.40) is close in L>°((0, L) x S1) to JZ(z) defined in (3.1.10). This
concludes the proof of (3.1.12). Moreover (3.1.13) and (3.1.14) follow by
(3.1.40). O

3.1.4 The Hilbert expansions
3.1.5 Proof of Proposition 3.1.4

Let he : R2 x S1 x [0,7] — RT be the solution of the problem (3.1.24)
that we recall here for the reader’s convenience

(at +nev- vm)ila = 7752 ‘Cila
(3.1.41)

hz—:(xv U, 0) = QO(x)a

where g is a smooth function of the variable x only. We will prove that he
converges to the solution of the heat equation by using the Hilbert expansion
technique (see e.g. [EP] and [CIP]), namely we assume that h. has the
following form

+oo k
hete o) =hn) + Y () 1900
Ne
k=1



Proof of Proposition 3.1.4 59

where the coefficients A%) are independent of ne. The well known idea is
to determine them recursively, by imposing that h. is a solution of (3.1.41).
Comparing terms of the same order we get

v - th(o) —rp®
O 4y VR = £ pk+2) k>0,

We require h(©) to satisfy the same initial condition as the whole solution
he, namely

h O (z,0) = go().

First we will show that each coefficient h(¥)(t) € L>°(R? x S;). We discuss
in detail the cases k = 0,1,2. The same procedure can be iterated for any
k. The determination of the other coefficients h(%) is standard and we do
not discuss it further. Then we will show that, in the truncated expansion
at order 72, namely

he(z,v,t) = B (z,¢) + ih(l)(alf,fu,t) + %h(z) (x,v,t) + anE (x,v,1),
Ne

Ne Uz
(3.1.42)
the remainder R, is uniformly bounded in L. Therefore he converges to
R in L for . — ooc.
In order to prove that h(F)(t) € L®(R? x S;) we need the following
Lemma.

Lemma 3.1.10. Let £ be the linear Boltzmann operator defined in (3.1.16).
Then for any g € L*°(S1) such that / dvg(v) =0

S1
1274100 < Cllglloo, (3.1.43)
with C' > 0.

Proof. We want to solve the equation Lh = g, with / dv g(v) = 0. The
S1
operator £ can be written as £ = 2u(K — I), where

KD =3 [ o)

is self-adjoint in L?(S7). Therefore

h=-2L 4+ Kh
21
and, by iterating,
K K
o8 KoK iy s
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Proof of Proposition 3.1.4

Then £~! can be formally defined through the Neumann series
h=L"1g:= 1 iK”g.
2” n=0

In order to prove that the series converges we need to show that

B<1, (3.1.44)

1K glloo < B119llo0s
(3.1.45)

| o)) =o,

S1

for any g € L°°(S) such that / dv g(v) = 0. Indeed (3.1.44) and (3.1.45)
S1

imply
_ 1
1£7 gl < 21— B) |9l]oc-

The self-adjointness of K and the fact that K1 = 1 imply (3.1.45).
We focus on the proof of (3.1.44). For any given v, fix a reference system
in such a way that v = (—cos(, —sin(), with ¢ € [-m, 1) (see Figure 3.1).

Then for every bounded function g with zero average we have

(K)v) = 5 [~ da 2 gleos(¢ +20).sin(¢ + 20)

5/

where we used that p = sina. Observe that for any v € [—7, )

us 1 ™
* da g(cos(vy + 2a), sin(y + 2«)) = 2/ da g(cos a, sina) = 0.
—T

/

Then we can write

|
SERVH

da cosa g(cos(¢ + 2a),sin(¢ + 2a)),

(VB

(ME

s

(Kg)(v) = % /2 da (cos v — 1) g(cos(C + 2a), sin(C + 2a)),

which implies

1 (2
[(Kg)(v)| < llgllo 2/_7, da (1 —cosa) =B |lglle, B<1.

(VB

O

Next we consider the first two equations arising from the Hilbert expan-

sion, namely
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(i) v-Vzh© =L£rW),
(i) 9h ) 4+ v -V, = L p3).

We remind that the linear Boltzmann operator £ on L?(S;) is selfadjoint
and has the form £ = 2u(K —I) where K is a compact operator. Therefore,
by the Fredholm alternative, equation (i) has a solution if and only if the
left hand side belongs to (KerL)*. Since the null space of £ is constituted
by the constant functions, it follows that

(KerL)t = {g e L*(S)) : / g(v)dv =0}
S1

and, in order to solve equation (i), we have to show that v - V,h(® €
(KerL)*. This follows by the fact that v - V,A(® is an odd function of
v. Then we can invert the operator £ and set

A (2, 0,t) = L7 (v - Vo h O (2, 1) + €W (2, 1), (3.1.46)

where £ (z, t) belongs to the kernel of the operator £. On the other hand,
since £~ preserves the parity (see e.g. [EP]), L~ (v - V,h(®) is an odd
function of the velocity.

We integrate equation (ii) with respect to the uniform measure on Sj.
Since fSl dv £ h?) =0, using equation (3.1.46), we obtain

1
Oy RO 4 — dvv-Vy (E_lv . Vzh(o)) =0.
27T S1

Notice that the term £V (z, ) gives no contribution since fSl dvv-V W (z,t) =

0. We define the 2 x 2 matrix D;; = 5- fSl dvv;(—L)"v; and we observe
that D;; = 0 for i # j and Dqq = Do = D > 0, where

_1 _ -1
D—M/Sldvv-( ﬁ) .

Therefore h(?) satisfies the heat equation

o, h® — DALRO =0,
(3.1.47)
RO (z,0) = go(z).

In particular A0 (¢) € L®(R? x S;) for any t > 0.

Let us consider equation (ii). By integrating with respect to the uni-
form measure on S; the left hand side vanishes, due to equation (3.1.47).
Therefore we can invert the operator £ to obtain

W (z,0,t) = L7 O (@, t) +v- V(L7 (- V) O (z, 1)) +
+ L7 VW (2, 1) + @ (a,1), (3.1.48)
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where £)(x,t) belongs to the kernel of the operator L.
The equation for h(!) reads

at h(l) +v- Vxh(Q) (337 v, t) = Eh(3) (3149)

Therefore, integrating with respect to the uniform measure on Si, using
(3.1.48), we get the following closed equation for €0 (z, t)

9 €W — DAL = . (3.1.50)

Since there are no restrictions on the initial condition, we make the simplest
choice €M) (z,0) = 0. Therefore €M) (x,t) = 0 for any ¢ > 0 and hence we
have the following expression for A1)

WY (z,0,t) = L7 (v - VO (z, 1)).
Thanks to Lemma 3.1.10 and the smoothness of A(9) we have

su W (¢ o0 < ———— su Vzh(o) t)|oo < +00.
2 00Ol < 5 sup V2000

The expression for the second order coefficient 2(2) now reads
h (z,v,t) = h(f) (x,v,t) + 5(2) (z,t),
where we set
WO (z,0,8) = L7 0h O (2, 1) +v - Vo (L7 (v - V)R O (x,1))).

We observe that, since h(?) solves the heat equation (3.1.47), using Lemma
3.1.10 it follows that h(f) € L>([0,T]; L*(R? x S1)). Moreover any spatial

derivative of h(f) belongs to L>([0,T]; L>=(R? x S7)) as well.
By using (3.1.50), the left hand side of (3.1.49) belongs to (Kerfl)*.
Therefore we can invert operator £ obtaining

W3 (z,0,8) = L7198, B + v -V, h D (2, 0,1)) + €3 (2, 1),
= ‘C_l (at ‘C_I(U ’ v$h(0) (:I:’ t)) +v- vlh@) (:Ev v, t)) + 5(3) (:E7 t)7

where £3)(z,t) € Ker £. The equation for h(?) reads
9 h? 4 v-V,h® = L.

Integrating with respect to the uniform measure on S; and using the above
expressions for h®) and h(®) we find the following equation for £ (z, )

8, £? + DALED = S(x,1), (3.1.51)
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where

S(a,t) = —2i Qv v Vo L0 L (v - Voh O (z, 1))

™ S1

1 -1 (2)
o Sldvv'vxﬁ (v-VIhL (:c,v,t)).

We notice that S € L>([0,T]; L°(R?)). As before we make the assumption
¢@(z,0) = 0, then ¢?) € L>([0,T]; L>°(R?)) and its spatial derivatives as
well.

Now we consider the truncated expression (3.1.42). The first three coef-
ficients are uniformly bounded. The remainder R,, satisfies

(at + NV vx)Rna = 7]35 Rns - Ans, (3152)

with initial condition

R, (z,v,0) =: R, (x,v) = —hW(z,v,0) — 771 h? (z,v,0).

Here A, = Oth(l)—l—n—iOt h?) +0-V,h?), then 4, € L> ([0, T); L (R?x S51)).
Note that the smoothness hypothesis on gg ensures that R"]s € L™,

We denote by S,_(t) the semigroup associated to the generator —. (v .
Vo —n:L). By equation (3.1.52) we get

Ry (t) = Sy () Ry, (0) + /0 ds S (t — 3) Ay, ().

By the usual series expansion for .S, _(t) we obtain

net tn-1
Ry, (z,v,t) = Z e 2" (;mg)N/ dty .. / dtn
0 0

N>0

1 1
/dm-.-/ dpn Ry, (7" (,0))+
1

1 _

t ) N Ne (t—s) tn_1
—l—/ ds Z e 2Hne" (t—s) (une) / dty .. / dtn
0 0 0

N>0

1 1
[ o [ o A6 0).5),
1

1 _

Therefore

sup Ry, (Dlloo < | Ry lloc +T sup Ay, (8)]loc < € < +o0.

te[0,T] te[0,T]
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3.1.6 Proof of Proposition 3.1.5

The proof makes use of the Hilbert expansion in L? (see e.g. [EP] and
[CIP]). Indeed we follow the same strategy of the previous subsection. Let
2 be the solution of the following equation

U13x1h§($1, v) =1 £h§(l’1, v),
RS (z1,v) =p1, a1=0, v >0,

hes(fUhU) = P2, r1 =L, v <O.

We assume that k2 has the following form
+o0o 1 k
h (z1,v) = KO (zy) + E () A8 (21, v).
=1 \'le

We require h(9) to satisfy the same boundary conditions as the whole solution
hZ, namely
A (z1) =p1, o1 =0,
(3.1.53)
h(o)(xl) = p2, 1= L.

Comparing terms of the same order we get
010y, h®) = LD >0,
The first two equations read
(i) v105,h 0 = £hM),
(i) 0105, (Y = LA,

which have a solution if and only if the left hand side belongs to (KerL)*: =
{g € L*(%) : fSl g(v)dv = 0}. Since v19,, h?) is an odd function of v we
can invert the operator £ and set

A (21, 0) = L7 (0105, h0) + €D (21), (3.1.54)

where ¢ € KerLl. We integrate equation (ii) with respect to the uniform
measure on S7. Observing that fS1 dv £Lh? =0, by (3.1.54) we obtain

</ dv U1E_1v1> 89%111(0) =0,
S1

with the boundary conditions (3.1.53). Therefore

p1(L — x1) + pazy

WO (zy) = L
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With the same strategy as the previous subsection, one can prove that
¢M(z1) = 0. Hence

PO @1, v) = A (o) = (p;”) L), (3.155)
Moreover by equation (ii) we get
W2 (1,0) = L7 (0105, MY (21,0)) + €P (1)
= (),

where in the last step we used (3.1.55). By iterating the same procedure of
the previous subsection, since in this case the source term in (3.1.51) is zero,
we have that £(2) satisfies 8315 (2) = 0. We choose zero boundary conditions
so that £ (z1) = 0. Then

h 2 (z1,v) = 0.

We consider the truncated expansion

1 1
hs=hO0 4 —p® 4 —R, . (3.1.56)
Ne Te
The remainder R, satisfies
010z, Ry, =L Ry, (3.1.57)

We required h(?) to satisfy the same boundary conditions as the whole so-
lution hf , then the boundary conditions for R, read

Rns(l’hm == (pzzpl) Eil(vl)’ Ty = O) vy > 07

Rns(l‘l,u) = — <,022P1> ,C_I(Ul), T = L, v < 0.

The unique solution of the above problem is

L
o Em)e <p2 _ p1> L7 (v)x(v1 <0).

Ry (21,v) = — e </’2_p1> L7 (v)x(v1 > 0)

L

By (3.1.57) we get
e (Rneﬂ _ERTIE) = _b7757

where the boundary term b, is given by

2
by, = —/ dv vy <p2 _ P1> (E_l(vl))2 [e%LE — 1} :
v1>0 L
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We remark that (-,-) and || - ||2 denote the scalar product and the norm in
L%((0,L) x S1) respectively. Observe that b, > 0. Using the spectral gap
of the operator £ we get

= by, = = (R, —LRy.) < —Me| B3, (3.1.58)
where A is the first positive eigenvalue of —L. Therefore we obtain
C
NS

Since the coefficients h(!) and h(?) are bounded, we have that hZ converges
to h(9 in L2((0,L) x S;) for . — .

1Bz <

O

3.1.7 The kinetic description
3.1.8 The extension argument

We remind that h2“ is the solution of the Boltzmann equation (3.1.20),
therefore it can be expressed as

t tn—1
h2 (x,v,t) —Z(Mga)”/ dtl.../ dt,,
0 0
1

n>0

/1 dpy .. / dpn X (7 < tn) X(7 > 0) e 2= fp(y =T (g, 0)),
B B (3.1.59)
with fp(z,v) defined in (3.1.5) and
FE (g w) = (@ — vt —T —t1) —v1(t —t2) - — Uptnyvp). (3.1.60)

Lemma 3.1.11. Let h2“ be the solution of the Boltzmann equation (3.1.20)
defined in (3.1.59). Then

t tn_1
hgut<$7v,t) = Z 62“€5t(u55)N/ dty .. / dtn
0 0
= (3.1.61)

1 1
[ dove [ do (e > 0) falo D w,0))
1 1

The above identity follows from the fact that in the last term we added
fictitious jumps, those in the time interval (0, 7) which do not affect
(v~ ") (x,v)) but allows us to remove the indicator function x(t, > 7)
replacing consequently the factor e 2#<(*=7) by the more handable factor
e2#<et In view of the particle interpretation it is convenient to think the
trajectory 779, s € (0,t) as extended outside A, see Figure 3.2. The dashed
part of the trajectory is ininfluent for the evaluation of h2“.
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Figure 3.2:

Proof. Observe that for 7 > 0, 7 given,

t Sm—1 1 1
1= Z (,LLEE)m dSl .. dSm X(sl < 7—) dé‘l L dé’m 6*2/,L5€T‘
0 0 L

m>0 -1

Using the previous identity we can express h?“ as

t tnN—1 1 1
RO (2, v,t) = Z eQ“ESt(MEE)N/ dty .. / dtN/ dps .. / dpn
0 0 -1 -1

N>0
N
(Z X(tn > T)x(tnt1 < T)) X(t>0) fp(v " (2,v)),
n=0
with the convention that g = ¢, ty+1 = 0. Since

N
(Z X(tn > T)x(tng1 < T)) =1,
n=0

we obtain the desired result. O
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3.1.9 Proof of Proposition 3.1.6
By (3.1.31) for (z,v) € A x Si, t > 0 we have

out _ e|Be(x)NA\Be (z)|
(x,v,t) =e# g / dc
q>0 Bt(CE ﬂA\BE /

X(T > 0) fp(Te, " (2, v)).

Here Tc_q(t_T) (z,v) is the flow associated to the initial datum (x,v) for a
given scatterers configuration ¢y, By(z) and B.(z) denote the disks centered
in x with radius ¢ and e respectively.

Since fp(T. (;l(t_T)(x, v)) depends only on the scatterer configurations in-
side A N By(z), we want to add fictitious scatterers outside A which do not
affect the value fB(Tc_q(t_T) (z,v)) in the same spirit of Lemma 3.1.11. How-
ever there is a small difficulty because the scatterers located in the vertical
strips [—¢,0] X R and [L, L 4+ €] x R actually can modify the value of 7. For
this reason we introduce

o (2,0, 8) = e el Bi ()] Z I / , deax(7>0)
Q>0

(1 xoa(cq)) fo(Teg *”(ac, v)),

where

xoa(cg) =x{cg: Fi=1,...Qst.¢c;e |-, 0] x RU[L,L+¢] xR
and |z.(—s) —¢i| =€, s € [0,]},
(3.1.62)

allows to have a consistency in the definition of the hitting time for the
extended dynamics. Here Bj(z) := Bi(x) \ Bs(z). We expect that the
contribution due to the obstacles with centers in the vertical strips [—¢, 0] x
R, [L, L + €] x R influencing the trajectory is indeed negligible in the limit.
This fact will be discussed later on (see Section 3.1.10).

Since | B () \ {[~¢,0] x RU[L, L +¢] x R}| < |Bi ()], then fout > fout,

We distinguish the obstacles of the configuration cg = c; ...cg which,
up to the time ¢, influence the motion, called internal obstacles, and the
external ones. More precisely, ¢; is internal if

ol o) mal ==
while ¢; is external if

Oén{;t\a:a( s) —ci| > €.
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Here (z:(—s),vs(=s)) = Tc;(z,v), s € [0,t]. We observe that the char-
acteristic function ysn depends only on internal obstacles. Therefore, by
integrating over the external obstacles we obtain

f"“t (x,v,t) Z 'uE / dby e He[Ti(bN)] x(T > 0)
N>0

x({by internal}) (1 — XaA(bN))fB(Tg]\(]t_T) (x,v)),
where T;(by) is the tube
Ti(bn) = {y € Bf(z) s.t. Is € [0,t] s.t. |y — z(—9)| < e}.

We define

fou (2,0, t) =e~2Heet Z ME / dby x({by internal})
N>O

(1= xoa (b)) f5(Ty 7 (@, 0) x(r > 0).

Since |T;(by)| < 2¢t, then fout > fout > fgut.

Note that, according to a classical argument introduced in [G] (see also
[DP], [DR]), we remove from 2% all the bad events, namely those untypical
with respect to the Markov process described by h?“t. Then we will show
they are unlikely.

For any fixed initial condition (z,v) we order the obstacles bi,..., by
according to the scattering sequence. Let p; and ¢; be the impact parameter
and the hitting time of the light particle with 0B.(b;) respectively. Then we
perform the following change of variables

bl,...,bN—>p1,t1,...,pN,tN (3163)

with
0<tny<ty_1<---<t1 <t

Conversely, fixed the impact parameters {p;} and the hitting times {¢;} we
construct the centers of the obstacles b; = b(p;, t;). By performing the back-
ward scattering we construct a trajectory 7~ *(z,v) := ({-(—s),w:(—5)), s €
[0,t], where

E(—t)=x—v(t—t1) —vi(t1 —t2) - - — oNtN (3.1.64)
we(—t) = vn.
Here vq,...,vy are the incoming velocities. We remark that w. is an au-

tonomous jump process and & is an additive functional of ws,.
Observe that the map (3.1.63) is one-to-one, and so (£-(—s),w:(—s)) =
(z-(—$),v:(—s)), only outside the following pathological situations.
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i) Recollisions.
There exists b; such that for s € (tj41,t5), j > i, &(—s) € 0B(b;, ).

ii) Interferences.
There exists b; such that {.(—s) € B(bj,¢) for s € (tit1,t;), j > 1.

In order to skip such events we define

tN—1 5
foul(z,v,t) = 2Hest E iR / dty .. / dtN/ dpi .. / dpn
e _

N>0

X(T > 0) (1 = xon) (1 = Xree) (1 = Xant) fB(7 ™77 (2, 0)),
(3.1.65)

where

Xree =X({bn s.t. 1) is realized})

3.1.66
Xint =X({bn s.t. ii) is realized}). ( )

Observe that in (3.1.65) v~ (z,v) = (zo(—(t — 7)), ve(—(t — 7))). More-
over ) ) }
J s g s gt < g2

Next we represent, thanks to Lemma 3.1.11, h2“| solution to equation
(3.1.20), as
tn— 1
R (2, v, t) =e2Hect Z i / dty .. /
N>0 (3.1.67)

t/sdpy.x[:dex«r>(nfB< ~=0)(z,0).

—&

Observe that
1 — (1= xaa)(1 = Xrec)(1 = Xint) < XoA + Xrec + Xint- (3.1.68)
Then by (3.1.65) and (3.1.67) we obtain
P2 (8) = F2U()] < (e, t), (3.1.69)
with

tNl
p1(6,8) 1= | fallooe™ 3 (. /w YA

_ NZ>0 (3170)
/ dpi ... / dpn {X{?A + Xrec + int}'

—&

We state the following result. The proof is postponed to Section 3.1.10.
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Lemma 3.1.12. Let ¢i(e,t) be defined in (3.1.70). For any t € [0,T] we
have )
ll1(e, t)| e < Ce2 n t2. (3.1.71)

Let us estimate the difference | f2"(t) — hg"t(t)‘. By (3.1.69) we have

} out hout | ‘ out t o out t |_'_‘ out hout( )}

3.1.72
‘outt fEOUttl‘i‘SDl 7). ( )

Since fout < foul the difference f2%(t) — foU*(t) is non negative and we can
skip the absolute value. Moreover

fee) = o) < (fe ) - fo ) + (e - ). (3.173)

Using the fact that the map (3.1.63) is one-to-one outside the patholog-
ical sets we can write fo! in (3.1.65) as

fout(t) = e 2mect Z ,ue / dby x({by internal}) x(7 > 0)
N>0

(1 - XaA)(l - Xrec)(l - Xint)fB(Tb_]\(,t_T)(myv))-

Hence

T N —(t—7 .
() = f(t) = Z % /E( . dby fB(TbA(/t )(x,v)) X ({by internal}) x(7 > 0)

N>0
(1 - X(’?A)(e_ungt(bN)‘ _ _2”55t (1 - Xrec)(l - Xint))
<|lfBlls Z ,ue / dby x({by internal})
N>O

(e pe| Te(bn)| _ 6_2M58t (1= Xree)(1 = th))'

By observing that

N
Z M‘S'/ dby x({by internal}) e #/Te (PNl — 1
nzo V' Bz @

we obtain

fout (1) — Fout(t) < || fploe (1 — e 2e5t 37 i / dty .. /

N>0

/Z dpi ... /i dpn (1 = Xree)(1 — XW)> .

tN1
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Observe that
L= (1= Xree)(L = Xint) < Xrec + Xint-
Hence we get
FEUE) = f2(8) < prle, ), (3.1.74)
with ¢ defined in (3.1.70).

Now we consider f2u(t) — fout(t). We observe that

(a0, 0) = BN S L / _degx(r > 0)
Q>0
(1= xon(c)) fa(Ter ™™ (z,0)),

where OA® := ([—¢,0] U [L, L +¢]) x R. By using the previous strategy one
can prove
() = f2() < pr(est). (3.1.75)

Therefore (3.1.72), (3.1.74), (3.1.75) and (3.1.71) imply

ou ou 1
1F24(2) = he"! ()]l < Cez 02 ¢,

3.1.10 Proofof Lemma 3.1.12 (the control of the pathological
sets)

For any measurable function u of the process (&, w;) defined in (3.1.64)
we set

IN— 1
Ea:v —e —2pcet Z HE / dt]_ /

N>0

e €
/ dpy ... / dpN u(ga’wa)'
—€ —€

Then we realize that

@1(57 t) = HfBHoo Ea:,v[XBA + Xrec + Xint]

and we estimate separately the events in (3.1.62) and (3.1.66).

We consider the interference event. Let t; the first time the light particle
hits the i-th scatterer, v;” the incoming velocity and v;“ the outgoing velocity
(for the backward trajectory). Moreover we fix the axis in such a way that
+ is parallel to the x axis. We have

Uy
Xint < Z Z tha
=1 5>

where Xm = 1 if the obstacle with center b; belongs to the tube spanned by
&(—s) for s € (tit1,ti). We denote by « the angle between v~ and v . We
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have two situations, when the velocity v ", is transverse to v (i.e. o > 67

for a suitable positive ) or when the ve10c1ty v _; is almost parallel to v
(i.e. @ <¢&7). Then

Eq o[Xint] < Ezp ZZthxa>57) +Esw ZZXWXO‘S‘SV)]'

i=1 j>1 i=1 5>

(3.1.76)

it

Figure 3.3: Backward Interference-First case

We estimate separately the two contributions. To estimate the first term
we fix all the variables {t;}1_,, {pn}i_, except t;. By a simple geometrical
argument we argue that the integral over ¢; is restricted over an interval of
measure at most Ce'~7. Hence we get

Eoo| ZZXWX (o> )]

i=1 j>1
N-1
,2#5515 Z 2M€ tilcfliw
st (V=1 (3.1.77)

N
< 672“€€t(2/’68€)3t2 Z(2M25)N73f05177
N>3 )

< Celm3ed.

Concerning the second term in (3.1.76), the condition o < €7 implies
that the (j — 1)-th scattering angle 6;_; can varies at most 7 (see Figure
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Figure 3.4: Backward Interference-Second case

3.4). Then, fixing all the variables {th}évzl, {ph}fbvzl except pj_1, performing

the change of variable p;_1 — 0;_1 and recalling that the scattering cross

section for a disk of unitary radius is given by Zg = ; sing we obtain

tN
Z D Ximx(a < M) ety (N (2pee Wcﬂ (3.1.78)

=1 j>1 N>1
< Cenit?

By choosing v = 1/2, from (3.1.77) and (3.1.78) we obtain
Epo[Xint] < Cezr2t?. (3.1.79)

Finally we consider the recollision event. We have

Xree < Z Z Xrem

=1 j>1

where X,ch = 1 if the i-th obstacle is recollided in the time interval (¢;,¢;_1).

Also in this case we have to take into account two possible situations, when
|b; — bj_1| > €7 for a suitable positive v or when |b; — bj_i| < €”. Then

Ez,v[Xrec = [Z Z XrecX bj*1’ > 57)}

=1 j>i

N
+ ]E:Jc,v [szi’gcxﬂbi — b];l‘ < 67)1| .

i=1 j>i

(3.1.80)

We look at the first term. Using geometric arguments the condition
|b; — bj_1| > €7 gives a bound for the (j — 1)-th scattering angle 6;_; (see
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Figure 3.5: Backward Recollision-First case

Figure 3.5). In particular it can varies at most £/e7 = £!=7. Therefore,
performing the change of variable p;_1 — 6;_1 as before, we get

M[ZZXmX |bi = bj—1] > 57)}

=1 j>1
tN (3.1.81)
—2pucet 1—y
<e Z 2(2p.¢) (N)!CE
N>1

< Cet 1P,

If |b; — bj—_1| < €7 a simple geometrical argument shows that the time
interval |t;_; — t;| is bounded by &7 (see Figure 3.6). Hence, following the
same strategy as in (3.1.77), we obtain

N
o, {Z D xrdex(lbi = bj-a| < €7)]

i=1 j>i
tN-1 (3.1.82)
—2peet Z 2Me (N — 1)'057
N>1 ’
< Cevng’t?

As before we choose v = 1/2. Then from (3.1.81) and (3.1.82) we obtain
Ex,v[Xrec] < Cg%ng’tQ_ (3183)
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Figure 3.6: Backward Recollision-Second case

We now consider the expectation value for (1 — yga), with xga defined
in (3.1.62). Observe that xgn = 1 implies that &(—(t —¢;)) € A and
d(&(—(t—t;)),0A) < e for some j =1,...,N. As we can see in Figure 3.7,
by the same argument used to estimate the interference events in (3.1.77)
and (3.1.78) we obtain

Equlxos] < Ce2nit?. (3.1.84)
By estimates (3.1.79), (3.1.83) and (3.1.84) we obtain
lor(et)lo < Ce2nt?,
for some C' > 0.

3.1.11 Proof of Proposition 3.1.7

The proof follows the same strategy of the proof of Proposition 3.1.6.
Actually it is easier since it does not require the extension trick, but it
follows directly by the recollision and interference estimates.
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Proof of Proposition 3.1.7

L+e¢

Figure 3.7: AU {[—¢,0] x RU[L, L +¢] x R}
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Fick’s Law for the Lorentz Model in a weak coupling regime
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3.2

In the present Chapter we present [N3].

Fick’s Law for the Lorentz Model in a weak coupling
regime

Abstract. In this paper we deal with further recent developments strictly
connected to the results obtained in [BNPP]. We consider the Lorentz gas
out of equilibrium in a weak coupling regime. Each obstacle of the Lorentz
gas generates a smooth radially symmetric potential with compact support.
We prove that the macroscopic current in the stationary state is given by the
Fick’s law of diffusion. The diffusion coefficient is given by the Green-Kubo
formula associated to the generator of the diffusion process dictated by the
linear Landau equation.

3.2.1 Introduction

The understanding of transport phenomena of nonequilibrium thermody-
namics starting form the microscopic dynamics is one of the most challenging
problem in statistical mechanics.

Nonequilibrium stationary states describe the state of a mechanical sys-
tem driven and maintained out of equilibrium. The main characteristic of
nonequilibrium stationary states is that they commonly exhibit transport
phenomena. They sustain steady flows, for example energy flow, particles
flow or momentum flows. The usually conserved quantities, mass, momen-
tum and energy, flow in response to a gradient. For instance the heat flow
and the mass flow appears in response to a temperature gradient and a
concentration gradient respectively. These processes are well described by
phenomenological linear laws, the Fourier’s and Fick’s law respectively.

In the current literature there are very few rigorous results concerning
the derivation of the these phenomenological laws from a microscopic model
(see for instance [LS], [LS1], [LS2]). A contribution in this direction is the
validation of the Fick’s law for the Lorentz model in a low density situation
which has been recently proven in [BNPP]. To consider the system out of
equilibrium, in [BNPP], they consider the Lorentz gas in a bounded region in
the plane and couple the system with two mass reservoirs at the boundaries.
More precisely they consider the slice A = (0, L) x R in the plane. In the
left half plane there is a free gas of light particles at density pp, in the
right half plane there is a free gas of light particles at density ps which play
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the role of mass reservoirs. The light particles are not interacting among
themselves. Inside A there is a Poisson distribution of intensity u of hard
core scatterers A. The light particles flow through the boundaries and are
elastically reflected by the scatterers. For this model they prove the existence
of a stationary state for which

J~—-DVp (3.2.1)

where J is the mass current, p is the mass density and D > 0 is the diffusion
coefficient. Formula (3.2.1) is the well known Fick’s law whose validity
has been proven in [BNPP]. We remind that according to the low-density
regime considered they can use the linear Boltzmann equation as a bridge
between the original mechanical system and the diffusion equation. This
strategy works since they provide an explicit control of the error in the
kinetic limit which suggests the scale of times for which the diffusive limit
can be achieved. The result is presented in a two dimensional setting but
it holds in dimension higher than two. The two dimensional case is the
most interesting to analyze since the pathologic configurations preventing
the Markovianity on a kinetic scale are harder to estimate in this case.

We can wonder if the same result can be achieved if we slightly modify
the model. We consider the same geometry described above but inside A
now we have a Poisson distribution of scatterers which are no longer hard
cores. We assume that each obstacle generates a smooth, radial, short-range
potential. In the same spirit as in [BNP], [ESY], we scale the range of the
interaction and the density of the scatterers according to

ii (i);éaﬂi)) . (3.2.2)

with a € (0,4) and A > 0.

The scaling (3.2.2) means that the kinetic regime describes the system
for kinetic times O(1) (i.e. A = 0). Observe that when A\ = 0 the limiting
cases & = 0 and o = 1/2 correspond respectively to the low density limit and
the weak-coupling limit. In this intermediate scale between the low density
and the weak-coupling regime the kinetic equation that appears in the limit
is the linear Landau equation. One can go further to diffusive times provided
that A > 0is not too large. The intermediate level of description between the
mechanical system and the diffusion equation is given by the linear Landau
equation with a divergent factor in front of the collision operator. Since the
scale of time for which the system diffuses should not prevent the Markov
property, there is a constraint on A\. More precisely there exists a threshold
Ao = A(a), emerging from the explicit estimate of the set of pathological
configurations producing memory effects, s.t. for A < A(a), the microscopic
solution of the time dependent problem converges to the solution of the heat
equation in the limit e — 0. We refer to [BNP], Section 6, for further details.
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This result concerns the time dependent problem. We are now interested in
the stationary situation. In this paper we provide a rigorous derivation of
Fick’s law of diffusion for this model. We prove that there exists a unique
stationary solution for the microscopic dynamics which converges to the
stationary solution of the heat equation, namely to the linear profile of the
density. We underline that in order to obtain the stationary solution of the
microscopic dynamics we need to characterize the stationary solution of the
linear Landau equation. To handle this problem we will use the analysis of
the time dependent problem and the explicit solution of the heat equation.

3.2.2 The model and main results

Let A C R? be the strip (0, L) x R. We consider a Poisson distribution of
fixed disks (scatterers) of radius ¢ in A and denote by c1,...,cny € A their
centers. This means that, given p > 0, the probability density of finding N
obstacles in a bounded measurable set A C A is

N
P(dcy) = e*"w% decy ... den (3.2.3)

where |A| = measA and cy = (c1,...,cn). Since the modulus of the velocity
of the test particle is constant, we assume it to be equal to one, so that the
phase space of our system is A x Sj.

We rescale the intensity p of the obstacles as

pe = 22 e e (0,1/8), A>0

where, from now on, p > 0 is fixed. More precisely we make the following
assumption.

Assumption 2. We set v =1 — 8(a+ A/2), the parameter A is such that as
e — 0,
74 0, (3.2.4)

namely A < %.

Accordingly, we denote by P. the probability density (3.2.3) with u re-
placed by p.. E; will be the expectation with respect to the measure Ps.
We now introduce a radial potential ¢(r) such that

o ¢ € C?*([0,1]),
e »(0) >0 and r — ¢(r) is strictly decreasing in [0, 1].

We rescale the intensity of the interaction potential as

¢ — £%.
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Then the Equations of motion are

Lo e v 529

For a given configuration of obstacles ¢y, we denote by T, !(x,v) the (back-
ward) flow, solution of (3.2.5), with initial datum (z,v) € A x S; and define
t—7,7=r7(x,v,t,cn), as the first (backward) hitting time with the bound-
ary. We use the notation 7 = 0 to indicate the event such that the trajectory
T (z,v), s € [0,t], never hits the boundary. For any ¢ > 0 the one-particle
correlation function reads

fe(@,v,8) = B[ fp(Tey" ™ (@, 0)X(7 > 0)] + Ee[fo(Te ! (2, v))x(7 = 0)),
(3.2.6)
where fop € L°°(A x S1) and the boundary value fp is defined by

piMw) if ze{0} xR, wv; >0,
fo(w,v) = peM(v) if ze{L}xR, wv <0,

with M (v) the density of the uniform distribution on S; and p1,p2 > 0.
Here v; denotes the horizontal component of the velocity v. Without loss
of generality we assume py > pj. Since M (v) = %, from now on we will
absorb it in the definition of the boundary values pi, po. Therefore we set

p1 if ze{0} xR, v >0,

TBT0)= 9 4 i ze{L} xR, v <. (3.2.7)

We are interested in the stationary solutions fES of the above problem.
More precisely f2(z,v) solves

f5 (@, v) = Bl fp(Ten' ™ (@, 0))x(r > 0)] + Ec[f5 (T, (x, v))x(7 = 0)].
(3.2.8)
The main result of the present paper can be summarized in the following
theorem.

Theorem 3.2.1. For e sufficiently small there exists a unique L stationary
solution {2 for the microscopic dynamics (i.e. satisfying (3.2.8)). Moreover,
ase—0

5= 0%, (3.2.9)

£

where ¢° is the stationary solution of the heat equation with the following
boundary conditions

o%(x)=p1,  xe{0} xR,
(3.2.10)
0%(x) = pa, x e {L} xR.

The convergence is in L?((0, L) x St).
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Some remarks on the above Theorem are in order. The boundary condi-
tions of the problem depend on the space variable only through the horizon-
tal component. As a consequence, the stationary solution fES of the micro-
scopic problem, as well as the stationary solution ¢° of the heat equation,
inherits the same feature. This justifies the convergence in L?((0, L) x S)
instead of in L2(A x S1). The explicit expression for the stationary solution
0% reads

o) = L= D) E e
where z; is the horizontal component of the space variable . We note that
in order to prove Theorem 3.2.1 it is enough to assume that ¢773* — 0,
e, A< 1_78a. The stronger Assumption 2 is needed to prove Theorem 3.2.2
below.

(3.2.11)

Next, to discuss the Fick’s law, we introduce the stationary mass flux
J3(z) = 5/\/ v f2 (2, 0) dv, (3.2.12)
S1
and the stationary mass density

o2(@)= [ f2(x,v)dv. (3.2.13)

Note that JES is the total amount of mass flowing through a unit area in
a unit time interval. Although in a stationary problem there is no typical
time scale, the factor e~* appearing in the definition of Jas , is reminiscent
of the time scaling necessary to obtain a diffusive limit.

Theorem 3.2.2 (Fick’s law). We have
JS + DV ,0?
: 202 =0 (3.2.14)

as € = 0. The convergence is in D'(0,L) and D > 0 is given by the Green-
Kubo formula

2
D= / v (= AL vde. (3.2.15)
ws
Moreover
J¥ = lim JS (z), (3.2.16)
e—0

where the convergence is in L*(0,L) and

JS=-DVeS=-D %, (3.2.17)

where 0 is the linear profile (3.2.11).



Proofs 85

Observe that, as expected by physical arguments, the stationary flux
J% does not depend on the space variable. Furthermore the diffusion coef-
ficient D is determined by the behavior of the system at equilibrium and
in particular it is equal to the diffusion coefficient for the time dependent
problem.

3.2.3 Proofs

In order to prove Theorem 3.2.1 our strategy is the following. We intro-
duce the stationary linear Landau equation

(v Vo) g2 (@,0) = e LgZ (x,v),
g(x,v) =p1, {0} xR, w >0, (3.2.18)
95(x,v) = pa, xe{L}xR, v <0,

where £ = %A\v\ and A, is the Laplace Beltrami operator on the circle
of radius |[v| = 1, namely S;. Moreover we introduce the stationary linear
Boltzmann equation

(v Va)hs(2z,v) = e ALAE (z,0),
he(z,v) = p1, w€{0} xR, v >0, (3.2.19)
he(z,v) = p2, wE€{L} xR, w3 <0,

where L, := ¢72°L and L is the linear Boltzmann operator defined as

1
Li@) =u [ dols) = f@)]).  Fer’(s) (3.2.20)
with

vV =0 2w v)w (3.2.21)

and w is the unit vector bisecting the angle between the incoming velocity
v and the outgoing velocity v" as specified in Figure 3.8.

Since the boundary conditions depend on the space variable only trough
the horizontal component, the stationary solution hf and gf inherit the
same feature, as well as f2 and o°.

The strategy of the proof consists of two steps. First we prove that there
exists a unique gES which converges, as ¢ — 0, to 0° given by (3.2.11). See
Proposition 3.2.6 below. Secondly we show that there exists a unique fES
asymptotically equivalent to gf . See Proposition 3.2.9 below. This result
is achieved using two steps. The first one concerns the convergence of ff
towards hf , the stationary solution of the linear Boltzmann equation, by
showing that the memory effects of the mechanical system, preventing the
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<i

Figure 3.8: The scattering problem

Markovianity, are indeed negligible. The second one concerns the grazing
collision limit which guarantees the asymptotic equivalence of hZ and g2 .

Let g- be the solution of the problem
(&g +v- Vx)gg(x, v,t) = e Ly (x,v,1),
9e(z,0,0) = fo(z,v),  fo € L®(A x S),
ge(x,v,t) =p1, wx€{0} xR, vy >0, t>0,
ge(z,v,t) =p2, xe€{L} xR, wv1 <0, t>0.

(3.2.22)

We can write g-(t) as the sum of two contributions, one due to the
backward trajectories hitting the boundary and the other one due to the
trajectories which never leave A. Therefore we set

ge(z,v,t) = gg“t(x,v,t) + gé"(x,v,t).

Observe that g2"* solves

(at +v- Vx)geom(x, v,t) = e Lg2" (2, v, 1),
ggUt(xavao) =0, T e A,
9¢" (v, t) =p1,  x€{0} xR, v >0, t>0,

out

92 (z,v,t) = p2, xe{L} xR, vy <0, t>0.

(3.2.23)

We set £ :=e 2L —v-V,. Let GY(t) be the semigroup whose generator
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is the operator £, i.e. GO(t) = e, Hence
g (t) = G2(1) fo-
We observe that g2, solution of (3.2.18), satysfies, for ty > 0
g2 = 92" (to) + G2(to)g?,

so that we can formally express g2 as the Neumann series

92 =) (G2(t))"g2" (to). (3.2.24)
n>0

We now establish existence and uniqueness of gf by showing that the Neu-
mann series (3.2.28) converges. In order to do it we extend the action of the
semigroup G2(t) to the space L>(R? x S), namely

G2t)lo(z,v) = xa(2)G2(t)lo (x, v)

for any fo(x,v) € L>®°(R? x Sp). Here x, is the characteristic function of A
and ég is the extension of the semigroup to the whole space R? x S;. For
the sake of simplicity from now on we set G? := GY.

As we proved in [BNPP], the same technique works for h., solution of
the following Boltzmann equation

((9,5 +v- Vz)ha(a:, v,t) = e L.he(2,0,1),
he(x,v,0) = fo(z,v), fo € L>®(A x Sy),
he(xz,v,t) =p1, x€{0} xR, v >0, t>0,
he(z,v,t) =p2, xe€{L} xR, v <0, t>0.

(3.2.25)

The solution h. of the problem (3.2.25) has the following explicit represen-
tation

N t tN-1
he(wo ) = 3 (ec) /dtl.../ din
0 0

N>0

1 1
/ dpy .. / dpn x (T < tn)x (T > 0) e 212 C=T) fp(y=0=T) (1 0))+
-1 -1

t tN—1
+ Z e 2nest (,uga)N/ dty .. / dt
0 0

N>0

1 1
/ dpn.. / dpx X(r = 0) folr™! . v),

(3.2.26)
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with fp defined in (3.2.7). Given x,v, t1...tN, p1-..pN, v '(z,v) denotes
the trajectory whose position and velocity are

(x—v(t—t1) —vi(t1 — t2) - - — NN, UN).

The transitions v — v — vo - -+ — vy are obtained by means of a scattering
with an hard disk with impact parameter p; via (3.2.21). As before t — 7,
T=7(x,0,t1...,tN,p1---PN), is the first (backward) hitting time with the
boundary. We remind that p.e = pe =202,
We set
he(z,v,t) = ho"(x,v,t) + A (z, v, t).

Observe that h2“ solves

(O + v+ Vo) h&(z,v,t) = e * Lh2% (2, v, 1),
ho¥(x,v,0) = 0, x €A,

R (z,v,t) = p1,  x€{0} xR, v >0, t>0,
RO (z,v,t) = py,  xE€{L}xR, v <0, t>0.

(3.2.27)

Let S2(¢) be the Markov semigroup associated to the second sum in (3.2.26),
hence A" (t) = S2(t)fo. Moreover hZ, solution of (3.2.19), satysfies, for
to >0

B = h(to) + S(to)h,

so that we can formally express hf as the Neumann series

h = (S2(to))"h2" (to). (3.2.28)

n>0

Proposition 3.2.3. There exists eg > 0 such that for any € < g¢ and for
any Lo € L®(R? x S1) we have

1G2(=)olloo < Blfolloe, B < 1. (3.2.29)

As a consequence there exists a unique stationary solution gf € L>®(Ax Sy)
satisfying (3.2.18).

To prove Proposition 3.2.3 we also need the following result

Proposition 3.2.4. For every {o € L°(R? x S)
I (Gg(s—%) - SS(s‘At)) lolloe < OO, (3.2.30)
Proof. We look at the evolution of hi"(~*t) — ¢gi(¢~*t), namely

£

(91 + 270 Vo) (b — i) = &= (Lehin — £g2), (3.2.31)
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where L := §A,|. We observe that we can write (3.2.31) as
(B +e v V) (him — giny = =2 [Ee(h? — g™ + (L. — £) g;‘n]. (3.2.32)

Hence we can consider (I:8 — £) g™, in (3.2.32), as a source term. Recalling
that

1
Login = pe 2 / dp [g(0) — g (0],
we set
g (V') — g (v)
= (=) V), g7(v)

+ -0 —v)® (@ - v)V|31V|Slgén(v)

| =N =

+ - =)@ —v)® (W - v)V|51V|51V|Slg§"(v) + R.,

with R. = O(|v — ¢'|). Integrating with respect to v and using symmetry
arguments we obtain

~ . _ 1 ) 1 1
Leg" = pe 2“{2Av92"/ dﬂlv’—vl2+/ dpR.}.
-1 1

Observe that |v/ — v|?> = 4sin? QET(”). (See Figure 3.8). We remind that the
scattering angle

0-(p) < me® sup |r¢'(r)| + Ce*
re(0,1]

and max,¢(,1) 0=(p) < Ce® (see [DR], Section 3, for further details). More-

over
B—hm /9

is the diffusion coefficient of the Landau equation, B < oo, hence

:U' 72(1 !
ngg =B A|v|g€ %€ X dp R..
Therefore
|(Le — £)gi||, < Ce™, (3.2.33)

which vanishes for ¢ — 0. B
For a smooth reading we set w, := hg” — gé” and A, := g2A (LE — E) gé".
Hence (3.2.32) becomes

(6,5 +e M- Vgg)w8 = e P Low, + A..
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SO(e ~t) be the semigroup associated to the generator —e = (v-

Let S, (t) =
AL c). By equation (3.2.32) we get

Ve

we(t) = S (t)w.(0) —i—/o ds Se(t — s) Ac(s).

Since w:(0) = 0 we get

we(t) :/0 ds S-(t — 5) Ac(s).

By the usual series expansion for S.(t) we obtain

t oo N e~ Mt—s) tN_1
we(x,v,t) = / ds Z e e (t=5) (pee) / dty .. / dtn
0

0 NS0 0

1 1
| o [ doytr =0y Ao a0 ),
-1

-1
Thanks to (3.2.33) we have that A, vanishes in the limit, therefore
lwe(®)lloo < T Ae()loo < Ce*7
Hence h?* and g are asymptotically equivalent in L. O
Proposition 3.2.5. Let T > 0. For any t € (0,7
12 (e7) = g2 (e At o < XY (3.2.34)

The proof is essentially the same of Proposition (3.2.4), and to let it
work we observe that we need the extension procedure discussed in [BNPP],
Section 5, for h2ut,

Proof of Proposition 3.2.3. From Proposition 2.1 in [BNPP], for any ¢y €
L>®(R? x 1), we have

152 tollso < Blfolloss B < 1. (3.2.35)

Therefore for £ small enough

1G2(™ M olloe < I1(G2(e™) = S2(e™ ol + [152() o]l

3.2.36
< NEE) = ol + Bl

Hence, using (3.2.30) in (3.2.36), we get

2e™) = 827 lollos + B 1¢0] ]

1G2(e™ Mol <I(G
< (I)( )+ﬁ”€0”oo < BHgoHom B <1
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Here @(e) = Caz(f_)‘).
Finally, since 8 < 1, by (3.2.28) we get

1
(1-5)

192 110 < 1924(™ Moo < p2-

1
(1—5)
O

The last step is the proof of the convergence of g to the stationary
solution of the diffusion problem

875@ - DAQ =0
o(z,t)=p1, ze€{0}xR, t>0 (3.2.37)
o(z,t) = pa, re{L} xR, t>0,

with the diffusion coefficient D given by the Green-Kubo formula (3.2.15).

We remind that the stationary solution ¢ to the problem (3.2.37) has the
following explicit expression

p1(L — 1) + pax1

0% (x) = 7 :

(3.2.38)

where x = (1, z2).
By using the Hilbert expansion technique in L? we can prove

Proposition 3.2.6. Let g° € L>=((0,L) x Sy) be the solution to the problem
(3.2.18). Then
g = 0° (3.2.39)

ase — 0, where 0°(z) is given by (3.2.38). The convergence is in L?((0, L) x
S1).

For the proof we refer to [BNPP], Section 4.2. This concludes our anal-
ysis of the Markov part of the proof.

Recalling the expression (3.2.6) for the one-particle correlation function
f=, we introduce a decomposition analogous to those ones used for g.(¢) and
he(t), namely

out(p 0, 1) 1= Be| f5(Ten" " (z,v))x(r > 0)] (3.2.40)

and
;"(x, v, t) = Eg[fg(Tc_A';(x, v))x(T = 0)], (3.2.41)

so that ‘
fe(x,v,t) = Eout(:v,v,t) + f(z,v,t).
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Here f2! is the contribution due to the trajectories that do leave A at times
smaller than ¢, while f!"* is the contribution due to the trajectories that stay
internal to A. We introduce the flow FC(¢) such that

(F2(t)0)(z,v) = Eg[Z(Tc’;(x,v))X(T =0)], ¢eL*AxS)

£

and remark that F? is just the dynamics ”inside” A. In particular f(t) =
F2(t) fo.

To detect the stationary solution fES for the microscopic dynamics we
proceed as for the Boltzmann evolution (see (3.2.8)) by setting, for ¢y > 0,

2= f2 (o) + F2(to) 2

and we can formally express the stationary solution as the Neumann series

2= (F2(t0))" £ (to). (3.242)

n>0

To show the convergence of the series (3.2.42) and hence existence of f2 we
first need the following Propositions.

Proposition 3.2.7. Let T > 0. For anyt € (0,7
12 (E) = W™ ()| oo (Axsy) < O £, (3.2.43)

where h2" solves (3.2.27) and v = 1 — 8(a — 3).

Proposition 3.2.8. For every fy € L (A x S1)

1(F2(t) = S°0) bolloe < Cllbolloo 2, WE€[0,T],  (3.2.44)

where v =1 — 8(a — %)

See Section 5 and Section 6 in [BNP], and Section 5 in [BNPP] for the
proof. As a corollary we can prove

Proposition 3.2.9. For ¢ sufficiently small there exists a unique stationary
solution f2 € L®(A x S1) satisfying (3.2.8). Moreover

155 = g2l < C773, (3.2.45)
where v =1 — 8(ac — 3).

Proof. We prove the existence and uniqueness of the stationary solution by
showing that the Neumann series (3.2.42) converges, namely

1E2 (e folloo < B[ folloor B/ < 1. (3.2.46)
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This implies

1/2]lo0 <

172 (€™ oo < B <1

1
1-38) T

In fact, since
IF2E™) folloo < 1l (F2E™) = S2E™) folloo + 11527 ol
thanks to 3.2.8 and Propositions 2.1 in [BNPP] we get
1F2(e™) folloo < [ folloeCe™™* +[182(e™) folloc
<(CE 4 B)|Ifolloo < BNl folloo:

with 8’ < 1, for e sufficiently small (remind that €773* — 0 as ¢ — 0).
This guarantees the existence and uniqueness of the microscopic stationary
solution f.

In order to prove (3.2.45) we observe that

S S S S S S
Hfg — Gc HOO < Hfs - hs ”OO + Hhs — 9c HOO

We compare the two Neumann series representing f and h?,

(3.2.47)

152 = hlloo =11 (F2e™N) 2 (e72) = (S2(e™)"h2" (€7)) Il
n>0
<Y D PN e = B2 (e M) oo
n>0
+ > II((F, — (82 )™M)h (e oo
n>0
(3.2.48)

y (3.2.47), using Proposition 3.2.7, the first sum on the right hand side of
(3.2.48) is bounded by

(e7) = A2 (e oo < C7A,

As regard to the second sum on the right hand side of (3.2.48) we have

> I — (82 )™M (=) oo

n>0

< ZZII ) EX (e = 2 N) (52 PR e oo
n>0 k=0

<D NEAEMN(FAE) = S2e)) (52 h2 (e oo
k>0

< O [RZH (e M) oo 7,
(3.2.49)
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by virtue of (3.2.29), (3.2.47) and (3.2.44).
We compare the two Neumann series representing 22 and g2,

112 = gZllo =11 ((S2(e™))" 2" (™) = (G2e™))" 92" (e™))lloc

n>0
<D IS BN = g2 (=) lloe
n>0
+ Y I((S2e™))" = (G2)™) 92" (6™ oo
n>0

(3.2.50)
By using Proposition 3.2.5 the first sum on the right hand side of (3.2.50)
is bounded by
1
1—-p
As regard to the second sum on the right hand side of (3.2.50) by means of
the same trick used in (3.2.49) we get

SIS = (G2 g2 (€M) lloo < C 192" () oo 2.

n>0

12 (e™) = g2 (=) oo < Ce2N),

This concludes the proof of Proposition 3.2.9. O

Hence the proof of Theorem 3.2.1 follows from Proposition 3.2.6 and
Proposition 3.2.9. We conclude by proving Theorem 3.2.2 which actually is
a Corollary of the previous analysis.

Proof of Theorem 3.2.2. By standard computations (see e.g. Section [BNPP],
Section 4.2) we have

1 1
gf = QS + Ejg(l) + ijs,

where _

gD = L7 (0 Vao®) = P L )
and, as we see in [BNPP], Section 4.2, R. = 0(5%) in L2((0,L) x S1).
Therefore, since |, s, vo®dv = 0,

A
2

5)‘/ vg? (z,v)dv = DV,0% + O(e2), (3.2.51)
St

where D is given by (3.2.15). By Theorem 3.2.1 the right hand side of
(3.2.51) is close to DV ,0f in D'((0, L) x Sy), where o2 is given by (3.2.13).
On the other hand, by Proposition 3.2.9 and Assumption 2, the left hand
side of (3.2.51) is close in L>((0, L) x S1) to JZ(z) defined in (3.2.12). This
concludes the proof of (3.2.14). Moreover (3.2.16) and (3.2.17) follow by
(3.2.51). O
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Chapter 4

Propagation of Chaos in the wind tree model

J-particle correlation functions

We consider a system with two kinds of particles. The light particles (or
wind particles) do not interact between themselves but they interact with
the heavy particles (or tree particles) which are supposed to be infinitely
heavy compared to the tree particles and are supposed to be at rest and
randomly distributed in the plane. We assume that the heavy particles or
scatterers are distributed as the space distribution of a perfect gas, i.e. a
Poisson distribution of intensity ;. Moreover we suppose that the scatterers
are, with respect to the light particles, hard disks of radius ¢ reflecting the
light particles on their surface. Let (c1,...,cy) in R? be the centers of the
hard disks. This means that, given p > 0, the probability density of finding
N obstacles in a bounded measurable set A C R? is

N
P(dey) = e_”w% dei ... dey (4.0.1)

where |A| = meas(A) and cy = (c1,...,cN).
A particle in R? moves freely up to the first instant of contact with an
obstacle. Then it is elastically reflected and so on. Since the modulus of the
velocity of the test particle is constant, we assume it to be equal to one, so
that the phase space of our system is (R? x Sy).

To outline a kinetic behavior we rescale the intensity as p. = ¢~ !u, with
1 > 0 since we are dealing with a low density regime. Accordingly, we denote
by P. the probability density (4.0.1) with u replaced by .. E. will be the
expectation with respect to the measure P, restricted on those configurations
of the obstacles whose centers do not belong to the disks of center x; and

radius € for every 7« = 1,...,7. For a given configuration of obstacles cq,
we denote by TéQ (x1,v1,...,24,v;) the configuration into which the initial
datum (z1,v1,...,2j,v;) evolves in presence of the hard disks cg in the time

96
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t. For t > 0 we look at the j particle correlation functions

Jej(@i v, mg,05,8) = EE{fO(T&;(xlv v1)) e fO(TcQ (5, v5))]-
(4.0.2)
Here we assumed that the initial distribution foy; = fo j(z1,v1,...,2;5,0;)

factorize, namely

f 0,7 — 7
where the one particle initial distribution fy is a continuous, compactly
supported function, i.e. fo € Co(R? x S7), with bounded partial derivatives.

The main result can be summarized in the following

Theorem 4.0.10. Let f.; be defined in (4.0.2). Let T > 0. For any
€ (0,71, j € N we have

foi(t) — A2 (t) in L'((R?* x Sp)7) (4.0.3)

e—0

where h solves

(O +v-Vy)h(z,v,t) = Lh(z,v,t),

h(z,v,0) = fo(z,v), (4.04)

with fo € Co(R? x S1), with bounded partial derivatives, and

1
£hw) = [ dpth(e) = k(o))

Proof of Theorem 4.0.10. We follow the direct approach proposed by Gallavotti
in [G]. We consider

f&j(:cl,vl,...,xj,vj,t)—e pe| B(z / dCQf() (.21?1,’1)1))
Q>0
. fO(TCQ (‘rjavj))
(4.0.5)

Here TC_C;(xk, vg) is the flow associated to the initial datum (zy,vg) for the
k—th light particle, k = 1,..., j, and for a given scatterers configuration c.
B(%) for & € R? is the smallest open disk such that Uilef(xk) C B(z) and
B (xy) := Bi(xy) \ Be(xg) where By(xy) and B:(zy), for any k = 1,...,7,
denote the disks centered in zj; with radius ¢ and ¢ respectively.
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We distinguish the obstacles of the configuration c¢g = c;...cg which,
up to the time ¢, influence the motion, called internal obstacles, and the
external ones. More precisely we call ¢; internal if

. ko o — _ .
olof lzc(=s)—al=e, k=1,....j

while ¢; is external if

. ki o\ . _ .
Ogi;t\xs( s)—ci| >e, Vk=1,...,].

Here (zF(—s),v5(—s)) = Tc, (@, vg), s € [0,¢]. Therefore, by integrating
over the external obstacles we obtain

N -
f&j(l‘l’ V1. 005 Xj, Vg, t) = Z % /B(”)N dby e_ungt(bN)‘ X({bN internal})
N>0 " z

fo(Tyy (@1, 01)) - fo(Ty (25, 05)).
(4.0.6)

Here 7;(by) := Ul_, 7;*(by) where
TFMby) = {y € B (x}) s.t. 3s € [0,t] s.t. |y — zF(—s)| < e}.
Observe that
x({by internal}) = y({by C U_, " (bx)}).
We introduce
A

3 __—2ucejt K
fej(xi,01,.. ., 25,v05,t) =e 1= E N
N>0 "

fo(Top(@i,01)) - fo(Ty i (24, 05))-

/ dby x({by internal)
B@)N

(4.0.7)
Since '
J
Te(by)| < [T (bw)| < 2eit, (4.0.8)
k=1
it follows that .
fe,j Z fe,j~ (4'0'9)

We set
by =b,, Uby, - Ubn]._l U bnj,

where ny, is the number of obstacles influencing the trajectory of the particle
k up to time t. Let pgk) and tl(k) be the impact parameter and the hitting
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time of the light particle with 8Bg(bgk)) respectively. Then we perform the
following change of variables

¥ bk B ) () k) (4.0.10)

ng 7pnk’ ) N

with
0<t® <™ <. <4l <y

for each wind particle £ = 1,...j. Conversely, for each wind particle k =
1,...J, fixed the impact parameters {pgk)} and the hitting times {tgk)} we
construct the centers of the obstacles bl(-k) = b(,ol(-k) tl(k)). By performing the
backward scattering we construct a trajectory v*(zx, vx) = (££(s),wk(s)) s €

(—t,0), where

EH(-1) =y — i~ ) O~ o)
wE(—t) = ony.
Here U%k), . ,v,(fi) are the incoming velocities.

Also in this case (£¥(s),w¥(s)) = (z¥(s),v%(s)) (therefore the mapping
(4.0.10) is one-to-one) only outside the following pathological situations

i) Recollisions
There exists bf,(f)u =1,...,np, k =1,...,7, st fors € (tq(,l),tq()lil),

tl()l) > tSLk), l= ]., o 7j’ gél)(is) € aB(bSLk)76)

ii) Interferences
There exists b&k), u=1,...,ng, k = 1,...,7, such that §§l)(—s) €
B(b&k),s) for s € (t&’),t,ﬂl}rl), tg,l) < t(uk).

iii) Same obstacles collided by different particles
There exists bq(f), 1 =1,...,n% k = 1,...,7, such that 59(755})) €
OBObM e), 14k, v=1,...,n.

We observe that when [ = k in i), ii), we recover the pathological events
for the trajectory of one test particle, see [BNPP] Section 5.2. We simply
skip such events by setting

Xree = X({bn s.t. 1) is realized}),

Xint = X({bx stu) %s real?zed}), (4.0.12)
Xso = X({bn s.t. iii) is realized}),
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and defining

t
f€’j<$1,'l}1,...,.%'j,’l)j,t) — e~ 2Heet Z Z ,ugl...,u?j/() dt%...dt}“...

nlz() anO

t £ €
n]-fl ] 1 1 .
dtf,, dpy-..dpy, - dpy,
0 —€ —€

(1 - Xrec) (1 - th)(l - Xso)
foly ™ (@r, 1) - fo(y (=g, ).

(4.0.13)
Note that f.; > fs,j > fs,j-

Next we remove (1 — xrec)(1 — Xint)(1 — Xs0) by setting

t
—2pejt n; 1 1
hj(xi,v1,...,25,05,t) = e “H g E u?l...ugj/dtl...dtnl...
ni>0  n;>0 0

tzlj—l ; £ 1 € ;
/0 dty,, /_Edpl...dpnl.../_adpllj

Jo(y (@1, v))) - .. oy (=5, v5))).
(4.0.14)

We observe that ‘
hj(t) = h(t)®7, (4.0.15)

where h(z,v,t) is the solution of (4.0.4), i.e. of the following Boltzmann
equation

(O +v-Vy)h(z,v,t) = Lh(z,v,t),
fo(z,v) =0,
with

1

1
£h) = pee [ dp{h(s) b)) = n [ do{h) = h(w)}

Observe that
1-— (1 - Xrec)(l - Xint)(l - Xso) < Xree T Xint + Xso- (4~O-16)
Then by (4.0.13) and (4.0.14) we obtain

1 (t) = e ®)llr < llea(es Iz, (4.0.17)
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with

¢
©1(g, t) 1= e 2Hesit Z Z ,u?l...,u?j/ dty...dt,, ...
0

n1>0 n; >0

tzy& . € € :
/0 ’ dtibj/ dp% cee dpvlzl cee / dpq]m] (Xrec + Xint + Xso)

Jo(y H(z1,v))) - .. oy (=5, v5))).
(4.0.18)

We can state the following result

Proposition 4.0.11. Let pi(e,t) be defined in (4.0.18). For any t € [0,T)
we have
lp1(e, )Ly =0 as e—0.

Hence, thanks to Proposition 4.0.11, we have reduced the problem to the
analysis of a Markov process which is an easier task.
O

To conclude the proof of Theorem 4.0.10 let us estimate || fz j(t)—h;(t)] 1.
By (4.0.17) we have

1fe5 () = hi @)Ly < |[fe5(t) — fz—:,j(ﬂ”Ll + e (8) = B (0l e
< e () = fo @l + e (e, Bl 1

Since f.j < f-;, the difference f.;(t) — f-j(t) is non negative and we
can skip the absolute value. Moreover, by using mass conservation for the
linear Boltzmann equation, i.e.

/fO,j dﬂ?ld’Ul N dxjdvj = /h](t) dl‘ld’Ul e dxjdvj

and
/f&j (t) dmldvl . dmjdvj = /fOJ dmldvl e dmjdvj

and Proposition 4.0.11 we obtain that

1fo () = hj()]lr = 0 ase— 0.
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Proof of Proposition 4.0.11 (Pathological configurations). For any measur-
able function u of the process (£¥(s),wf(s)) defined in (4.0.11) we set

t
E(u) = 25t 3 ... Zugl,,.ﬂgf/ dil. .t
0

n1>0 n;>0
Gt [* 1 1 = ko ok
/0 dty,; dpy...dpy, .. dpy, u(é, we).
—€ —&

Here E = Eq, v,,....2;,0; and we skip this dependence for notational simplicity.
We realize that

@1(57 t) < HfOH] 00 E[Xrec + Xint + Xso]

We estimate separately the events in (4.0.12). We consider the contribution
due to the pathological event iii) and we notice that

Xso < X({d(EB F), D))y <e, 1#k=1,...5,

(4.0.19)
u=1,....,np, v=1,...n}).

Since the estimates for E[x,ec] and E[yint] follow directly, suitably modified,
from those ones obtained for a single light particle we obtain

Elxred < O j2e3t? (4.0.20)

and )
Elxint) < C j2e2t>. (4.0.21)

See [BNPP], Section 5.3, for the detailed computation. We focus instead on
E[xso] and we observe that

i
Xso < )Y M, (4.0.22)

b < ot (4.0.23)

where Xﬁ’ﬁ, = 1 if the light particles k and [ collide the same obstacle at
times t,, and t, respectively. Hence we get

Xoo DD 3 k. (4.0.24)

Moreover, the condition d(fék) (tz(f)), §§l)( 5}))) < ¢ implies that |t1(f)—t1(}l)] <e.
Hence the time integration with respect to ¥ is restricted to a time interval
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proportional to €. Performing all the other integrations and summing over
k,l,u,v we obtain

t A
—2ucej j 1 1 J ]
Elxso] <e “JtE § Mgl...u?/odtl...dtm.../o dty,.

nlz(] anO

Jj o J
/Edp% dpzl.../s al, 33Tk
— —E&

2 o~ 2neE]t et n
piee] Z QME . Z o 1'(2%5) k-1
ng_1 o
el tm i .
D e e Y ) 3 )
ny n;

< C] € (2M65)
(4.0.25)

We remind that pu.e = p. Hence, the above quantity is vanishing in the limit
e — 0. Therefore, by estimates (4.0.20), (4.0.21) and (4.0.25) it results that

p1(e.t) < O foll}~ 523t < €7 j2 2342

for some C > 0. O



Chapter 5

Linear kinetic equations with magnetic field: a rigorous derivation from
the Lorentz model [In preparation]

In the present Chapter we present [N1].

Linear kinetic equation with magnetic field: a rigorous
derivation from the Lorentz model

Abstract. We consider a test particle moving in random distribution of
obstacles in the plane, under the action of a uniform magnetic field, orthog-
onal to the plane. We show that, in a weak coupling limit, the particle
distribution behaves according to the linear Landau equation with the mag-
netic field. Moreover we show that, in the Boltzmann Grad limit, when each
obstacles generates an inverse power law potential, the particle distribution
behaves according to the linear Boltzmann equation with the magnetic field.
This is in contrast with a recent result which shows that memory effects are
not negligible in the Boltzmann-Grad limit.

5.1 Introduction

Consider a point particle of mass one in R%, d = 2, 3 moving in a random
distribution of fixed scatterers, whose centers are denoted by (ci,...,cn).
The equations of motion are

{ ﬁ;—zi Vé(lz —al) (5.1.1)

here (z,v) denote position and velocity of the test particle, ¢ the time and
A= % for any time dependent variable A.
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To outline a kinetic behavior it is usually introduced a scaling of the
space-time variables and the density of the scatterer distribution. More pre-
cisely let € > 0 be a parameter indicating the ratio between the macroscopic
and microscopic variables, then rescale according to the law

xr—ex, t—et, ¢—e%

1

where o € [0, 5

becomes

| is a suitable parameter. In the new variables Eq.n (5.1.1)

{ r=v (5.1.2)
b= el Y V()

We assume that the scatterers are distributed according to a Poisson distri-
bution of parameter p. = pe =%, where § = d — 1+ 20 and d = 2,3 is the
dimension of the physical space. This means that the probability of finding
N obstacles in a bounded measurable set A C R? is given by

uN
P.(dey) = e_“‘s'Alﬁ dey,. .., dey (5.1.3)
where ¢y = c1,...,cny and |A] = meas(A). Now let T¢ (z,v) be the Hamil-

tonian flow solution to Eq.n (5.1.2) with initial datum (z,v) in a given
sample of obstacles (skipping the ¢ dependence for notational simplicity)
and, for a given probability distribution fy = fo(z,v), consider the quantity

fe(z,v,t) = Ee[fg(T;\';(a:,v))] (5.1.4)

where E. is the expectation with respect to the measure P. given by (5.1.3).

In the limit ¢ — 0 we expect that the probability distribution (5.1.4)
solves a linear kinetic equation depending on the value of a. If @ = 0 the
limit corresponding to such a scaling is called low-density (or Boltzmann-
Grad) limit. Then f. converges to the solution of a linear Boltzmann equa-
tion. See [G], [S], [BBS], [DP]. On the other hand, if & = 3, the correspond-
ing limit, called weak-coupling limit, yields the linear Landau equation as
proven in [KP], [DGL], [K]. The intermediate scaling, namely o € (0, 1),
although refer to a low-density situation, leads to the linear Landau equa-
tion again. We note that the first group of references make use of abstract
techniques while the second ones follow the original constructive idea, due
to Gallavotti (see [G]), for the Boltzmann-Grad limit based on a suitable
change of variables which can be implemented outside a pathological set of
events, such as the recollisions, which, however, can be proven to be a set
of negligible P. measure.

To be more precise consider, as in [G], the hard-sphere potential. Since
the Boltzmann equation is the law of a Markov jump process in the velocity
variable, events like recollisions, must be negligible in the limit (otherwise
the fourth jump cannot be independent of the first three). For an explicit
control of the error in the kinetic limit see for instance [BNPP].
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In [DR] and [K] it was proven that even if o > 0, but sufficiently small,
the recollisions are still negligible. Incidentally we note that if « is close to
%, this is not true anymore and it would be interesting to derive the Landau
equation in this regime, by means of an explicit constructive approach.

Recently it has been observed that the presence of a given external field
is not innocent in the derivation of the linear Boltzmann equation in the
Boltzmann-Grad limit. Bobylev et al, in [BMHHI] (see also [BMHH2]),
showed that when the test particle moves in a plane, in a Poisson distri-
bution of hard disks, in presence of an external fixed magnetic field (hence
performing arcs of circle between two consecutive collisions) the set of patho-
logical configuration is no longer negligible. The situation is described in
Figure 5.1. Moreover the probability Pr of performing an entire Larmor

O

circle without hitting an obstacle is not vanishing in the limit ¢ — 0, since

2w R
THTl

]P’Rze

Here v is the velocity of the particle and R is the Larmor radius. There-
fore, in [BMHH1] and [BMHH2], the authors derive a kinetic equation with
memory, i.e. a generalized Boltzmann equation, taking into account these
effects. Let f(x,v,t) be the probability density of finding the moving par-
ticle at time t at position x with velocity v. This non-markovian kinetic
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equation which describes the evolution of f(z,v,t) reads as
D Gz,v,t) =p e[t/zT:L}e_”kTL/ dn (v-n)
Dt T ‘ pod s (5.1.5)
[X(v-n)by + x(—v-n)] £ (2, SgFv, t — kTL),
where

_ f({E,U,t) ifO<7§<T‘L
fG($7U;t) - { (1 N €7VTL)f<LL',’U,t) it > TL- (516)

Here v = 2|v|uce is the collision frequency and Ty, the cyclotron period.
Furthermore

D

E:(at—l—v'vx—i-(va)‘Vv)
is the generator of free cyclotron motion with frequency w = %, and [t/T7]
the number of cyclotron periods 17, = %’r completed before time t. The

angular integration over the unit vector n in (5.1.5) is over the entire unit
sphere Sp centered at the origin. In the gain term (positive contribution)the
operator b, is defined by

bnd(v) = ¢(v —2(v - n)n)

where ¢(v) is an arbitrary function of v. The precollisional velocity v/ =
v — 2(v - n)n becomes v after the elastic collision with the hard disk. Note
that v' - n < 0. In the loss term (negative contribution), the precollisional
velocity, v, is also from the hemisphere v - n < 0. Finally, the shift operator
Sak, when acting on v, rotates the velocity through the angle —k6, where 6
is the scattering angle (from v’ to v).

For further readings in this direction we refer to [DR1], [DR2], where a
suitable stochastic Lorentz model with an external force field is considered.
They show that certain fields prevent the limit process from being Marko-
vian and they prove that the markovianity of the limit can be recovered
by introducing an additional stochasticity in the velocity distribution of the
obstacles.

In this paper we consider the case of a random distribution of scatterers
where each obstacle generates a smooth positive and short-range potential
¢, with o > 0 and sufficiently small. We show that, in this case, the solution
of the microscopic dynamics converges, in the intermediate limit (when o €
(0,1/8)), to the solution of the linear Landau equation with the additional
term due to the magnetic field. Roughly speaking, the heuristic motivation
is that, in this case,

2a 27 R
—LE
HE Ty

PRZ(E
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which vanishes as € — 0. Therefore we recover the Markovianity in the
limit. In Section 5.2 we establish the model and formulate the result; in
Section 5.3 we present the proof.

Furthermore, we observe that if we consider a long range inverse power
law interaction potential, in a low density regime (when a = 0), we can
prove that the memory is lost in the limit. More precisely in Section 5.4 we
prove that the microscopic solution converges to the solution of the linear
Boltzmann equation with the additional term due to the magnetic field.
This comes out from the fact that the probability Pr of performing an
intere Larmor circle without hitting an obstacle is approximatively

2re'R

—127e’R —1 27t R
— e o —pe—lEmE L — e +y2r R

Pr~e =e I =e lv]

which vanishes as ¢ — 0, for v < 1. This shows how the non-markovian be-
haviour of the limit process, discussed in [BMHH1|, [BMHH?2]|, disappears
as soon as we slightly modify the microscopic model given by the two di-
mensional Lorentz Gas.

Along this paper our purpose is to provide a rigorous validation of these
linear kinetic equations with magnetic field by using the constructive strat-
egy due to Gallavotti. We remark that, as in [DP], [DR], [BNP], [BNPP] we
need explicit estimates of the error in the kinetic limit and this is the crucial
part. Moreover, as a future target, it could be interesting to understand
if a rigorous derivation of the Generalized Boltzmann equation proposed
in [BMHH1], [BMHH2], can be achieved by using the same constructive
techniques.

5.2 The Model and the result

We consider the system (5.1.2) in the plane (d = 2) under the action of an
additional, constant magnetic field, orthogonal to the plane. The equations

of motion are
{ r=v (5.2.1)
0= Bob — ey, Vo) -

where B > 0 is the magnitude of the magnetic field and vt = (ve, —v1).
We assume that the potential ¢ : RT™ — R is smooth and of range 1 i.e.
¢(r) = 0 if r > 1. Therefore the particle is influenced by the scatterer ¢; if
|r —ci| <e.

Starting at ¢ = 0 from the point x with velocity v, the particle moves
under the action of the Lorentz force Buv. Suppose that the particle has
unitary mass and unitary charge, namely m,q = 1, hence between two
consecutive scatterers, the particle moves with constant angular velocity

w= % = B and performs an arc of circle of radius R = %. R is the radius
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of the cyclotron orbit whose center is situated at the point

R(3)-v

Te=2+ ——,

2ol

where the tensor R (1)) denotes the rotation of angle .
The precise assumptions on the potential are the following:

A1) ¢ € C*([0,00));
A2) $ >0, ¢ <0in (0,1);
A3) supp ¢ C [0,1].

On fy we assume that
Ad) foe L' NL>® NC(R? x R?), fo >0, /foda:dv =1

Moreover we assume

Ab) The scatterers are distributed according to a Poisson distribution (5.1.3)
of intensity p. = pe~? with 6 = 1+ 2a, a € (0, %)

Next we define the Hamiltonian flow TctN(:c,v), associated to the initial
datum (z,v), solution of (5.2.1) for a given configuration cy of scatterers,
and we set

fe(@,v,t) = EE[fU(Tc_AI;(mv v))]

where E. denotes the expectation with respect to the Poisson distribution.
The first result of the present paper is summarized in the following theorem.

Theorem 5.2.1. Under assumption A1-A5, for allt € [0,T],

lim fo(t) = f(st) € C([0,T];D)

e—0

where f is the unique weak solution to the Landau equation with magnetic

field

{ (at +v- Vx -+ BUJ' : vv)f(wvv?t) = é.A‘U‘f(x’U’t) (522)

f(l',’U,O) :fO(xvv) )

where A, is the Laplace-Beltrami operator on the circle Sy, of radius [v|and

£>0.

We shall give later explicit expressions of &.
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5.3 Proof

Following [DP], [DR] and [BNP] we are led to compare f. with the
solution h. of the following Boltzmann equation

(O +v -V + Bvt-Vy)he(z,v,t) = Lehe(z,0,1),
Loy = o o B
where .
Lehe(v) = pelv| dplh:(v") — h:(v)], (5.3.2)

—€

where v/ = v — 2(w - v)w = R(f)v is the outgoing velocity after a scattering
with incoming velocity v and impact parameter p € [—¢, €| generated by the
potential e*¢(Z). w = w(p) is the versor bisecting the angle between the
incoming and outgoing velocity, 0 is the scattering angle and R(6) is the
rotation of angle 6..

By using the invariance of the scattering angle with respect to the space
scale, we rewrite the collision operator in the right hand side of (5.3.1) as

1
Lehe(v) = pee|v| /_1 dpl[he(v") — he(v)]. (5.3.3)

We set
he(V') — he(v) = (V' —v) - V'%\ he(v)

+=-( —v)® @ - U)V‘Slvl V|S\v| he(v)

i A

+ 20 =)@ (W =) (0~ )V, Vi, Vi he(v) + Ry

with R, = O(|v — v'|1). Integrating with respect to v and using symmetry
arguments we obtain

o [ 1 ! !
Lo = uble* {3 8une [ aole o+ [ dpr, }.

Observe that v/ — v|? = 4sin? Qsép ) then by direct computation

—2a 1 —2a 1
lim ,u62|11]/ dp|v' —v|* = lim ,uz—:2|v|/ 62(p) dp.
-1 -1

e—0 e—0

Therefore it is rather straightforward to show the following Proposition.

Proposition 5.3.1. Under the assumptions A1-A4, he — [ in C([0,T);D’)
where f is the unique weak solution to the Landau equation with magnetic
field

(5.3.4)

{ (O +v-Vg+ Bot-V,)f(x,v,t) = EA f(,v,1)
f(l‘,U,O) :fO(:L‘aU) )
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where ) .
. e %%
¢ = lim “QH/lef(p) dp (5.3.5)

e—0
1s the diffusion coefficient.

Remark 5.3.2. We have still to show that the limit (5.3.5) does ezist.
An explicit expression of & has been obtained in [DR]. It is

1 1 d 2
£ = ,u‘21)|/1 </ 5¢/(5)11LUQ> dp (5.3.6)
- p

An equivalent expression can be found in [K]:

¢ = % OOO r2p(r)2 dr (5.3.7)

where qAﬁ denotes the Fourier transform of the potential, i.e.
. 1 .
60 = 5 [ < 0((el) da.

Since g?) 1s real and spherically symmetric, we used the usual notational abuse

o(r) = ¢(k) if r = [k].

Remark 5.3.3. Following [DR] we have split the original problem into two
parts, one concerning the grazing collision limit discussed up to now, the
other concerning the asymptotic equivalence of the h. and f. and this is
the crucial part. Note that the presence of the magnetic field is completely
irrelevant as regards the first part.

dp
do.

Remark 5.3.4. We avoided to introduce the cross-section ¢(6.) = of

the problem because the map p — 0-(p) is not monotonic in general.

Indeed if ¢ is bounded and ¢ sufficiently small, %02 > e%p(0) so that 6 =0
for p =0 and p = +1. As a consequence . is neither single valued nor
bounded.

Before proving Theorem 5.2.1 we need the following preliminary result
concerning the asymptotic behavior of the scattering angle as a function of
the impact parameter in the limit when the potential is rescaled as ¢ — €“¢,
with ¢ — 0, a > 0.

Lemma 5.3.5. The deflection angle 0-(p) of a particle with impact param-
eter p due to a scatterer generating a radial potential €*¢ under the action
of the Lorentz force Bu" satisfies

10-(p)| < Ce. (5.3.8)
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Proof. As established in [DR] (Section 3) estimate (5.3.5) holds when the
test particle moves freely with no external field. Hence we just need to
compare the dynamics of the particle in presence of the constant magnetic
field with the free dynamics. Let (z(t),v(t)) be the solution of the following

{ i: is“—l pOF V¢(M) . (5.3.9)

Let 7 be the collision time. Since 7 < Ce, C' > 0, we get
lo(1) —u(r)| = sa_l/ ds (F(z(s)/e) — F(z(s)/¢)) +/ dsle’
0 0

SﬂAAZmW@QVQ—F@@kN+Q5

< 50‘_202/ ds|z(s) — z(s)| + Cie
0
:5%%5/(m/cuw@—wun+cﬁ
0 0

< 80(202/ ds/ dt |v(t) — v(t)| + Cre.
0 0
By using Gronwall’s inequality we obtain
lo(1) —o(r)| < Ch £e@3e T < 0y g5,

for @ > 0 and ¢ sufficiently small. Hence the velocities v and v are asymp-
totically equivalent up to an error term of order . This implies the validity
of Eq.n (5.3.8) and concludes the proof. O

5.3.1 Strategy

Following the explicit approach in [G], [DR], [DP] we will show the
asymptotic equivalence of f., defined by (5.1.4), and h. solution of the fol-
lowing Boltzmann equation

(0 +v-Vo+ Bvt - Vy)he(x,v,t) = Lohe(,0,t), (5.3.10)
where

1
L h(v) = pe v /1 dp{h(v") — h(v)}. (5.3.11)

This allows to reduce the problem to the analysis of a Markov process which
is an easier task. Indeed, the series expansion defining h. (obtained per-
turbing around the loss term) reads as

Con t to
he(z,v,t) = e~ 27 olt Z u?/ dtg .. / dt1
0 0

) ?20 (5.3.12)
/ dpr ... / dpo fol&(—), 7(~1)).

—€
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Eq.n (5.3.12) is an evolution equation for the probability density associated
to a particle performing random jumps in the velocity variable at random
Markov times.

We consider the microscopic solution f. defined by (5.1.4). For (x,v) €
R? x R2, ¢t > 0, we have

el v,1) = empeliel 3 B He / dey fo(Tl(@,v),  (5.3.13)

N>O Bi(zv)N

where T{ (x,v) is the Hamiltonian flow with initial datum (z,v). Finally
Bi(z,v) = B(z,|v|t), where here and in the following, B(z, R) denotes the
disk of center x and radius R.

Coming back to Eq.n (5.3.13), we distinguish the obstacles of the config-
uration ¢y = ¢1...cy which, up to the time ¢, influence the motion, called
internal obstacles, and the external ones. More precisely ¢; is internal if

oinf |ze(—8) —¢| < e, (5.3.14)
while ¢; is external if
f — ¢l > €. 3.1
0£<t|$8( s)—ci| >« (5.3.15)

Here (2(—s), v-(—s)) = T *(z,0), s € [0,1].
Note that the integration over the external obstacles can be performed
so that

(z0.1) Z ,ua / dbge™ pe|T(bg)| X({bg internal}) Jo(Ty, (33 v)),
Q>O Bi(z,0)?

(5.3.16)
where 7 (bg) is the tube

T(bg) ={y € Bi(z,v) s.t. 3s € (0,t) s.t. |y —z(—s)| <e}.  (5.3.17)

Here and in the sequel x({-}) is the characteristic function of the event
{-}. Here we are not considering possible overlappings of obstacles. The
scattering process can be solved in this case as well. However, as we shall see,
this event is negligible because of the moderate densities we are considering.
With this purpose we introduce

x1(bg) = x{bg s.t. b; ¢ B(x,c) and b; ¢ B(x(—t),e) foralli =1,...,Q}.
(5.3.18)
Moreover, to avoid a first cyclotron orbit completed without suffering col-
lisions and to avoid a repeated collision with the same scatterer without
suffering any collision in the meantime (see Figure 5.1), we introduce

Xeire(bg) = x ({bg s.t. |T(bg)| > 4meR}) (5.3.19)
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Figure 5.1: Periodic orbit

and we define

Q
Je(z,v,t) = Z /g,/ o0y dee_“slT(bQ)|X({bQ internal})
Q>0 ¥ T,V

(1 = Xeire(bQ)) x1(b@) fo(T}, ) (,v)).

We can show that the contribution due to Y. is vanishing in the limit as
e — 0 (see Section 5.3.2 for the explicit computation). Therefore

fo> fe

Observe that for times smaller than the Larmor period 17, we expected to
be true the approximation with the dynamics of the test particle in absence
of the external field. The unexpected fact is that for times comparable
with the Larmor period this still holds due to the smallness of the error
term produced by (5.3.19). Hence, for a given configuration bg such that
X1[1=Xcire](bg) = 1, we have that the measure of the tube can be estimated
by

(5.3.20)

[T (bg)| < 2elvlt. (5.3.21)
At this point we define
fe(z,v,t) 272wt Z / deX {bg internal})
Q>0 Bi(x (5.3.22)

(1- Xcirc(bQ))Xl(bQ)fO( Ty} (x,0)).

Thanks to (5.3.21) we get o
fe> fe 2 fe. (5.3.23)
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Note that, according to a classical argument introduced in [G] (see also [DP],
[DR], [BNP]), we remove from f. all the bad events, namely those untypical
with respect to the Markov process described by h2“t. Then we will show
they are unlikely.

For any fixed initial conditions (x,v) we order the obstacles by,...,byx
according to the scattering sequence. Let p; and ¢; be the impact parameter
and the entrance time of the light particle in the protection disk around b;,
namely B.(b;). Then we perform the following change of variables

bl,...,bN—)pl,tl,...,pN,tN (5.3.24)
with
0<tn <ty < - <ty <t

Conversely, fixed the impact parameters {p;} and the hitting times {¢;} we
construct the centers of the obstacles b; = b(p;, t;). By performing the back-
ward scattering we construct a trajectory v *(x,v) := (§&(—s),n:(—s)), s €
[0, ¢],

However v~*(x,v) = (x:(—s),ve(—s)) (therefore the mapping (5.3.24) is
one-to-one) only outside the following pathological situations.

i) Overlapping.
If b; and b; are both internal then B(b;,e) N B(b;,e) # 0.

ii) Recollisions.
There exists b; such that for s € (tj41,t5), j > i, {&(—s) € B(bi,¢).

iii) Interferences.
There exists b; such that & (—s) € B(bj,¢) for s € (tip1,t:), j > i.

We simply skip such events by setting
Xov = X({bg s.t. 1) is realized}),
Xree = X({bg s.t. iii) is realized}),

Xint = X({bgq s.t. iv) is realized}),
and defining

_ _ 725_2(’\0\25 0 t tQ—1 € €
fe(z,v,t) =e Z e dty ... dtg dpy ... dpg
0 0 € —€

Q=0 -

Xl(l - Xcirc)(l - Xov)(l - Xrec)(l - Xint)f()('y_t(l'a U))
(5.3.25)

Note that

i
C

(U}
IN
o0
IN
Q)
IN
o
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Note also that in (5.3.25) we have used the change of variables (5.3.24) for
which, outside the pathological sets i), ii), iii), iv) T];Qt (x,v) = (xe(—t),ve(—1)).
Next we remove x1(1 — Xcire)(1 — Xov)(l Xree)(1 — Xint) Dy setting

720‘|’U|t tQ 1
he(z,v,t) Z T dt1

] Q=0 (5.3.26)
/_dpl.../_dpm (@, 0)).

1 _Xl(l _Xov)(l _Xcir)(l _Xrec)(l int) (1 Xl) +Xov+Xczr+Xrec+int

We observe that

(5.3.27)
Then by (5.3.25) and (5.3.26) we obtain
|he(t) = ()] < ¢u(e,t)
with
—2a t t -1 €
p1(6:1) = [ folloo 72211 37 / dty . / dto [ dpr .. dpQ
Q>0 —¢€
(1 - Xl) + Xov + Xcir + Xrec + Xint-
(5.3.28)

We state the following result. The proof is postponed to Section 5.3.2.
Proposition 5.3.6. Let p1(e,t) be defined as in (5.3.28). For anyt € [0,T]

ler(e; O)l[r — 0

as € — 0.

Since we are working to achieve the asymptotic equivalence of f. and
he, we need to compare h. with h.. This is fulfilled once we consider
the collision as instantaneous. More precisely, for the sequence t1,...,%g
p1,-- - pg consider the sequence vy, ...,vg of incoming velocities before the
Q collisions. This allows to construct the limiting trajectory 5~ %(x,v) =
(€.(—5),M=(—s)), s € [0,t], which approximates the trajectory v~*(z,v) up
to an error vanishing in the limit. Indeed, since

[6-(—t) — &(-1)| < Qe

and Eq.n (5.3.8) holds, due to the Lipschitz continuity of fy, we can assert
that

he(z,v,t) = he(z,v,t) + @o(z, v, 1), (5.3.29)
where
sup pa(w,v,1)| < Ce' 2T, (5.3.30)
z,v,t€[0,T

For more details see [DP], Section 3.
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5.3.2 The control of the pathological sets

In this section we prove Proposition 5.3.6. For any measurable function
u of the backward Markov process (&, 7.) we set

tQ-1
E:L"U[ —e 2|'U|Msé‘t Z 2|U|M5 / dtl /

Q>0
€ &€
dpr... [ dpgu(e.n.).
—€ —€

Then we realize that

Y1 (5’ t) = ||f0||ooEx,v[(1 - Xl) + Xov + Xecir + Xrec + Xint]

and we estimate separately all the events in the right hand side of (5.3.27).

We can skip the estimates of the first two contributions, i.e. E; ,[(1 —
x1)] and E; »[xov], since the presence of the external field does not affect
the classical arguments which can be found in [BNP], [DR], [DP]. The
presence of the magnetic field and consequently the circular motion of the
test particle strongly affect the explicit estimates of the pathological events
ii), iii). Therefore we need a detailed analysis for Xcir, Xrec and Xint-

For what concerns the pathological event due to a recollision with the
same scatterer (see Figure 5.2) we observe that y., = 1 if there exists an
entrance time t; such that [t; —t;+1| > T, for some ¢ = 0,...Q —1 (assuming
to = 0). Therefore it results

t tQ-1 5
E [Xcz _ 2t/L58|v| Z 2|U‘,u, /0 dtl.../o dt@/ dp1

Q>1 e
€ Q-1
/ dpg Z x({[ti — tiva| > TL})
e ;
=0 (5.3.31)
o 2tpeelv] Z o Zlvlree)” 2’U|Ma (t _7p)e-t
Q>1
<2(t—Tp)e > 2aTL(2|U|MEg)2
< C|U‘€_2E_QQTL8_4at,

for a > 0 and ¢ sufficiently small.

Next we pass to the control of the recollision event. Let t; the first time
the light particle hits the i-th scattering, v;” the incoming velocity, vf the
outgoing velocity and t;r the exit time. Moreover we fix the axis in such a
way that vi"’ is parallel to the x axis . We have

Xree < Z > Xl (5.3.32)

=1 j>1
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Figure 5.2: Recollision with the same scatter.

where x5, = 1 if and only if b, (constructed via the sequence t1, p1, ..., ti, pi)
is recollided in the time interval (¢;,¢;_1).
Note that, since |0;] < Ce®, where 0; is the i-th scattering angle, in order to
have a recollision it must be an intermediate velocity vg, k =i+ 1,...,5—1
such that

v o | < Ce*uP?, (5.3.33)

namely v,": is almost orthogonal to v;-r. Then

Q Q@ j-1
Xrec < Z Z Xjﬂ’e](’:k7 (5334)
i=1 j=1 k=i+1
where X,:gc’“ =1 if and only if xr’gc =1 and (5.3.33) is fulfilled.
Moreover, due to the presence of the magnetic field B we need to take
into account two different cases. Since the test particle follows a circular
trajectory, it could happen that v,j is almost orthogonal to v;f despite there

are no scatterers between b; and bg. It means that the orthogonality is due to

a rotation of 5 in a time interval proportional to L. We have the following
decomposfcmn
j—1 Q Q@ j-1
Xrec = < ZZ Z Xrgc — ZZ (Xrgc Xrgc ) ’ (5335)
i=1 j=1 k=i+1 i=1 j=1 k=i+1
where

T
ik = <{\tk_1—tk|>4Lfor some kzi—i—l,...j—l}).
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Therefore
@ Q y-1 Q Q -1
ErolXredd € Baw [ D) Y 02F| +Ban DD D xiiF
i=1 j=1 k=i+1 i=1 j=1 k=i+1

(5.3.36)
and we estimate the two contributions separately. We look at the first one

Q @ -1
Bl | 2200 D %

i=1 j=1 k=i+1

<e TN TQ - 1)(Q - 2)(Q - 3)
Q>3

T 3 —2a —20¢T7L
< 20‘1)|3<7f— IL) 6—25 TL6—604 < C|U’3t36_25 + 6—604’

(2|v]e—2)@ TiN?  (5.3.37)
Q! (t_ZL>

for a > 0 and ¢ sufficiently small. We now consider the second contribution
in (5.3.36). Once we fix all the parameters pq,...,pg, t1,...,tg but ty41 we
perform such a time integration. The two branches of the trajectory [1,lo
are rigid so that, if the recollision happen the time integration with respect
to tr41 is restricted to a time interval proportional to AB. More precisely
it is bounded by Ce (see for instance [BNP], section 5 ). Performing all the
other integrations and summing over 4, j, k we obtain

Q @ 1
Eow [P0 D it

i=1 j=1 k=i+1

< Cee N Q- 1)(Q-2)(Q - 3)
Q>3
< C|U‘3t35178a’

(2Jvle™2)9 o4 (5.3.38)
(@ —1)!

for @ < 1/8 and ¢ sufficiently small.

Following the strategy used in [BNP], since a backward interference is a
forward recollision, the estimate for the interference event can be performed
by using the Liouville Theorem.

5.4 Concluding Remarks

In this paper we provided a rigorous derivation of the the Linear Landau
equation with magnetic field starting from the microscopic dynamics of the
Lorentz gas in the intermediate scaling (o € (0, 3)).

We can argue that the same techniques, suitably modified, can be used
to derive the Linear Boltzmann equation from the Lorentz model with long-
range forces and magnetic field in a low density limit (i.e. the endpoint case
a=0).
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More precisely we can assume that each obstacle of radius € generates
. . lz—c| . .
an inverse power law potential ¢ ( ) where the unrescaled ¢ is an inverse
power law potential cutoffed at large distances, i.e.

{ P(z) = |ml|s 2| < 7!

o) = 0D o] > 11

(5.4.1)

with v € (0,1) and s > 2. The distribution of the scatterers is a Poisson
law of intensity pe = e 1y, p > 0.
The equation of motion, in macroscopic variables, are

{ t=v (5.4.2)
0= Byt —eg! > Vqﬁ(i'w;ci‘) )
with ¢ given by (5.4.1).

Let T¢ (x,v) be the Hamiltonian flow solution to Eq.n (5.4.2) with initial
datum (x,v) in a given sample of obstacles and, for a given probability
distribution fo = fo(x,v), consider the quantity

f-(a,0.1) = EL[fo(Te (2, 0))] (5.4.3)
where E. is the expectation with respect to the measure P. given by (5.1.3).

Theorem 5.4.1. Let f. be defined in (5.4.3). Then, for any T > 0,
lim f-(;¢) = f(5t) € C([0,T]; D)

e—0
where f is the unique weak solution to the linear Boltzmann equation with
magnetic field

{ (O +v -V + Bot-V,)f(t,z,v) = Lf(t,x,)

5.4.4
f(.’II,’U,O):f()(.’E,U), ( )

with

™

Lf(v) = plvl [ B(©){f(Re(v)) - f(v)}dO.

—Tr
To prove the transition from the particle system we are considering to
the uncutoffed linear Boltzmann equation (5.4.4) we need the following pre-
liminary result

Proposition 5.4.2. Let f. be defined in (5.4.3). Then, for any T > 0,

b || fe = hell e oyt @2 xs1)) = 0 (5.4.5)
where he is the unique weak solution of the cutoffed linear Boltzmann equa-
tion with magnetic field

(O +v - Vot Bot - Vy)he(t,z,v) = Lho(t,z,v) (5.4.6)
he(z,v,0) = fo(z,v) ; o
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with
Lf(v) = plv] [ Bey(0) {f(Re(v)) — f(v)} do.

This allows to reduce the problem of the transition from the solution of
the cutoffed linear Boltzmann equation to the solution of the uncutoffed lin-
ear Boltzmann equation to a partial differential equation problem. Indeed,
as in [DP], we can prove that

Proposition 5.4.3. Let h. solution of (5.4.6). Then, for any T >0,
he = f in C([0,T]; D) (5.4.7)
where f is the unique weak solution of (5.4.4).

Some comments are in order. The proof of Proposition 5.4.3 is exactly
the same performed in [DP]. We remark that due to the presence of the
magnetic field B, we obtain a complicate expression for the scattering angle
O(M), being M the angular momentum. The explicit expression is given
n (A.4), see Appendix 5.5.1 for the detailed computation. Moreover it is
possible to compute the scattering cross section by using Eq.n (A.9) which
gives a complicate explicit expression for df/dM. To overcome this difficulty
we observe that the scattering cross section in a constant magnetic field is
asymptotically close to the free cross section B. ., since the error vanishes
in the limit € — 0.

To prove Proposition 5.4.2 we follow the approach proposed in Section
5.3.1. Roughly speaking, it works since we can show that the probability of
finding a closed orbit is vanishing in the limit, namely

2’ R 71 2re'R —1+v27R

e TR =T T =M T 50 as gy < 1. (5.4.8)

The estimates of the pathological events obtained in Section 5.3.2, modify
according to the low density regime and the interaction potential we are
considering in this setting. For instance we consider the pathological event
due to a circling trajectory and

Xeire(bQ) = X ({bg s.t. [T(bg)| = 4me”R}) .
By estimating the contribution due to Y. We get

to-1 eY
E%U[XC’LT — ¢ 2tnes” Z’u’f/ dtl.../ dtQ/ dp1
0

0>1 -7

e Q-1
y / dpo _Z (It — tia| > T1})

—e7

(5.4.9)
e2tnecl] 3 @ CIIKE) T 2|U MaS (t _q)e-
Q>1
<20 (t— TL)e—QtM”TL (2%57)2
< Ce_2tli55'yTL€2('Y_1)t’
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for v € (0,1) and ¢ sufficiently small.

To control the recollision event, the analogous of ii) in Section 5.3.1, we
can follow the same strategy used in [DP] (Proof of Proposition 3.1). Also in
this case, as we observed in Section 5.3.2, the presence of the magnetic field
slightly modify the estimate and we obtain the analogous of Eq.n (5.3.35).

5.5 Appendix

5.5.1 The cross-section

We remind the classical formula giving the scattering angle © in terms

of the impact parameter p for a particle moving in a potential ®(r) = r=*,

s> 2.

+o00 p dr

re 1241 — 2<I>eff(1")7

where 7, is a zero of the radicand and

O(p) =m—2

(A1)

2 pQ
®6ff(r):®(r)+ﬁ:7’ +ﬁ'

See [L], Eq.n (18.2). Furthermore, since we deal with a cutoffed inverse
power law potential given by (5.4.1), i.e.

with v € (0,1) and s > 2, we need to solve the corresponding scattering
problem. .
Let § = m — 2¢g be the scattering angle. We set A := 771, it results

that
A

TN (P pdr
¢o(p) = arcsin <Z>+ e T 200,0) (A.2)
and
@: 1 - 1
b i\ e
"/ sin [p (p) 2 <p> p((p))]
+ de A Ul It N Wl I el (0 e :
/arcsin(;;) (y—y%w(g))?’ v \y) v \y) ! y
(A.3)

for 0 < p < A. Since ¢ has a discontinuity of the first derivative in |z| = A,
here ¢/( A7) indicates the limit of the derivative as || — A from below. See
[PSS], Appendix, for further details. We are now interested in computing
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the scattering angle 6 for a particle moving in a cutoffed inverse power law
potential ¢(r), given by (5.4.1), in presence of a uniform magnetic field B.
For the sake of simplicity, it is more convenient to express the scattering
angle 0 in terms of the conserved momentum M, namely 6 = 0(M). We
notice that, as soon as the light particle hits the obstacle, M = p + 5%
Hence it follows that

A M — B2 d
e(M):arcsin(M_EBA> / (M —efriydr
A 2 e r%/l—?(f)eff(?“)
where
1 /M ¢ 2 M? 2 L, €
() = olr) + 5 (B = SBr) = o) + 51 + SB — SBM

and 7, is defined as the solution of the following

20 f(ry) = 1.

Let u = Af, du:—%dr, than
M eB

(M) = in{——-—A4

(M) arcsm(A 5 >

o du w2
+ . — + . —
A \/1_2¢eff(f) A 1_2¢eff(f)

To validate the previous computation we observe that

MY\ M u? e (M 2 ¢
¢eff<u)—¢<u>+2+83 () —§BMa (A.6)

u

, M , (M M 2 (B2M?
Pess <u>:‘¢ ()*‘4( ) A

M M
A

Tx

s =-ow(5)+5-5(55). @

it follows that ¢ ;(A) — 0 for A — +00 as soon as v € (1/2,1).
We change variables again and we set

M .
20csf <u> = sin? v,

sin ¢ cos  dy
M\ M _ ¢ (B2M2))’
<u_¢,(f)?_%< u3 ))

/i\f eZ(M)du (A.5)

hence ¢.f f(%) is non decreasing for u € [ } In fact, since

then

du =
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Substituting this expression into (A.5) we get

. (M eB 2 sin g dip
6(M) = 2 24 +/
( ) arcsii < A 2 ) arCSiH(%_TB )( —¢ ( u ) u? % (Bi];’/p))
5  BM et
arcsin(%*%A) 2w ( —-¢ ( U ) u? % (Bi¥2)>

Thanks to a straightforward computation we obtain

a9 _ !
dM g 2
ayi- (4 - < a)

sin @
+/arcsm (M 2B p) ufgf)’(M/U)f _ 7(B2M2))3

(% 1 w3

x (260 (MJu) -+ 6" (M) g+ 6 (M /w7 ) dg

n /72‘ sin ¢

resin($-£4) (u— o/ (M /u) 3 — 5 (£32))?

2B2M2 eBM?  'BYM?  3M%°B® B

/ M oo n M o = d

<o o'y ETAE WEE By
B MY

n / (5 5 u2) sin @

I‘CSll’l 1\7773

Y- 4) (u— ¢/ (Mfu) 35— 5 (E30))3
xpmwmi@+23“@)mWMmﬁg+WMmfﬁ

eBM? <5232>2M3 3M23B3 53}

— ¢ (M) 2ut 4 ub  8ut 2
(e2(21)) sin g

(u—'(M/u) 2 - 5 (EM2))2

u3

+

2 nR2
2M meﬁ +=5 M <8

(M /u) 3 - 5 () "
_ eBA? (X -4
[+ M> wy1- (O - ) (1o - <5
(A.9)
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Chapter 6

Appendix

6.1 On the solution of the Linear Boltzmann equa-
tion

With the linear Boltzmann equation we enter the world of nonreversible
equations. It combines free transport with scattering off of a medium and
it is used to model many systems, including neutronic dynamics, radiation
transfer, cometary flow and dust particles. The linear Boltzmann equation

reads as
{ 8tf(:c,v,t)+v-vxf(a:,v,t):Lf(ﬂz,v,t) (A 1)

f(l’,’l),O) :fg(l',’l)) . '
with 2 € R? or in T?, v € S!, t € RT. Here Lf = (K — I)f where

Kf(v') = /Sl dv k(v]v') f(v)

and k(v|v') is a transition probability density k& : S!' x S' — RT and
Js1 k(v]v') dv" =1 for all v belonging to S*. (Here we are considering the
two-dimensional case for simplicity, however all our considerations can be
extended easily to the three dimensional case.)

Observe that the linear Boltzmann equation involves “exchange phenom-
ena” in velocity, thanks to the integral kernel k. It is thus not possible to
only consider v as a parameter. As a consequence of this, there is no longer
an explicit solution formula based on characteristics. Characteristic lines are
now replaced by stochastic functions from a Markov process. This is because
the right hand side of equation (A.1) can not be interpreted as something
producing characteristics. Instead, we will often regard the right hand side
as a source term. We assume that the initial probability distribution fj is a
bounded, continuous function expressing the initial distribution of our test
particle. Hence we can rewrite the equation as

f(a:,v,t):fo(x—vt,v)—i—/o (Lf)(x —v(t —s),v,8)ds
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where L denotes the linear operator on the right hand side of the equation.
This is just Duhamel’s principle, and can be checked by differentiation. Note
that the operator 9, +v -V, applied to the first term and the term inside the
integral gives zero, so the only nonzero term is d; applied to the integral,
which gives Lf, the right hand side of the equation, as desired. Observe
that this yields a nice integral equation for f, but not an explicit formula.

Remark 6.1.1. Recall that Duhamel’s principle is based on the idea of
solving a linear PDE with a source term and initial data, i.e. a linear
inhomogeneous PDFE like

o+ 15 = I,

l’LTLOp source

f‘t:o = fo

by solving separately the PDE without the source term but with the initial
data, and the PDE with the source term but zero initial data. Then, by a
linear combination, we obtain the complete solution. Applying this to the
linear Boltzmann equation, we can choose T = v -V, and Uf = Lf =
(K —I)f. In this case, we can easily write

e Tg(z,v) = g(z —vt,v)

so we have
¢
f@.0.6) = fow — vt,0) + [ (LN~ v(t = 5),0,5)ds.
0

Alternatively, we could let T'=v -V, + 1. Hence

e T g(a,v) = g(x — vt,v)e ™"

and we obtain
f(z,v,t) = folx —vt,v)e " + /t e K )z —v(t—s),0,5)ds. (A.2)
0

The process described by (A.1) is that of a particle with velocity of mod-
ulus one, having random transitions (collisions) which preserve the energy.
We introduce a physical mechanism for such transitions. Consider a parti-
cle, with initial velocity v € S*, hitting a circular obstacle of unit diameter,
whose center c is random. If we denote by p the impact parameter and n the
outward normal in the collision point, we can compute the outgoing velocity
v' (in terms of energy and angular momentum conservation) finding

v =v—2(v-n)n.

We want to associate a probability k(v|v") dv’ related to the transition v —

v/. A reasonable choice is to assume p as a random variable uniformly
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distributed in [—1/2,1/2], so that the probability to have the transition
v—v isdp = %dv’ . However, instead of computing k(v|v") explicitly, we
find more convenient to express the operator K, by means of an integration
with respect to the angle a. Using

d
dp = ’p’da—]n‘mdn
do

we get

Note that what distinguishes if v/ is incoming or outgoing is the scalar
product n - v which is positive or negative if v is outgoing or incoming,
respectively. If we consider instead the collision of the particle by an obstacle
generating a smooth potential ¢ we obtain different transition probabilities.
In this case we have an analogous expression for the operator K, i.e.

Kfw) = [ dnBo.Jol) £0),

with B(n, |v|) proportional to the cross section associated to the potential ¢,
namely ‘g—g‘. Moreover in this case we have that v' = v — 2(w - v)w, where w

is the unit vector bisecting the angle between the incoming and the outgoing
velocity.

It is obvious that the Cauchy problem associated to the Linear Boltz-
mann equation has a unique global solution in any reasonable space. Indeed,
we can give the explicit solution. We consider (A.1) in the integral form
(A.2). If we set S(t)fo(x,v) := fo(z —vt,v)et, from (A.2) we get

t
fav.6) = S@oe0) + [ (e~ (K )(wv,5)ds.
0
By iterating we find the following formal series expansion

f((L',’U,t) = S(t)fo(x, U)

t1 to tm—1
+ / dt1 / dts . .. / dt,
Z 0 0 0

m>0

S(t—t—1)KS(t —t—2)...KS(tm)fo,
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or, equivalently,

f(z,v,t) =e " folz — vt,v)

. t1 t2 tm—1
+ e~ / dt dt.../ dtm/dv.../dvm
Z 0 ' 0 ? 0 ! (A.3)

m>0
E(v|vi)k(vi|va) ... k(Vm—1]vm)
folx —v(t —t1) —vi(t1 — t2) — ... Vb, Um)-

Hence, if fo € L°°(R? x S!) the series converges uniformly in R? x S* x [0, T7,
for any T' > 0. We are interested in the physical interpretation of (A.3). The

(z,v)

(x —v(t — t1),v)

(l‘ — U(t — tl) — ’Ul(tl — tg), ’U1)

\

(.CC — ’U(t - tl) - 'Ul(tl - t2) T ee e T vmtma vm)

Figure 6.1: Markov jump process

value of f in (x,v) at time ¢ is a sum of infinitely many contributions. The
term et fo(x — vt,v) is the value of the initial datum in the backward tra-
jectory ( the weight e~! takes into account the mass loss) and is interpreted
as the zero collision contribution. The first term of the series in the right
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hand side of (A.3), i.e.

t1
e—tZ/O dtl/dvl k(olon) folw — v(t — ) — v1t1, 01),

m>0

is the contribution to the probability density to be in (z,v) at time ¢ after a
collision and is called the one-collision term. The generic m-collision term in
(A.3) can be interpreted analogously. Fixed (z,v) we consider the backward
free trajectory in the time interval (¢ — ¢1). At this time, being the unit
vector n; fixed, the particle collides having the transition v — v = v —
2n1(n;1 - v). Now the particle moves with the new velocity vy in the time
interval (¢; — t2) and a new collision happens with the same rules and so
on. (See Figure 6.1.) We compute now the value of the initial datum at the
point (x —v(t —t1) — v1(t1 — t2) — ... Umtm, vy ). Hence we integrate with
respect to the times tq,...,t,, and to the velocities vy,...,v,. This is the
contribution to the probability density at time ¢, due to the fact that the
particle performed m collisions in this time.

Remark. A straightforward consequence of (A.3) is that the solution prop-
agates with velocity which can be at maximum 1. This means that if fj is
supported, with respect to the x variable, in B(0, R) i.e. the disk of radius
R > 0 and centre 0, it follows that f(-,t) is supported in B(0, R+t). Indeed,
it is enough to prove that

[o(t —t1) +v1(ts —t2) + -+ vmtm| <1

for vi,...,vm € Stand 0 < ¢t,, < --- <ty < t.
On the other hand

1o Dlloe < et (1 Y fn,) olloe < follo-
m>0

Therefore the maximum principle holds.

6.2 On the solution of the linear Landau equation
We consider here the linear Landau equation
(8t+v-Vx)f(x,v,t) :BA\v\f(‘T7v7t)v (Al)

where A, is the Laplace-Beltrami operator on the d-dimensional sphere
of radius |v|. Due to its linearity, equation (A.1) can be solved explicitly.
The direct method to solve this equation is reminiscent of the analogous one
valid for the linear diffusion equation, and consists in resorting to Fourier
transform. Let fo(x,v) be an initial distribution function, which we assume
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to be integrable in R x R?. Let us consider the Fourier transform of the
distribution f, with respect to both x and v

A~

foet= [ [ o ne 0 s, (A2)
Rd JRA
Hence Equation (A.1) becomes

O —n-Ve)f(n. &)+ BIEPf(n, & t) = 0. (A.3)

It can be easily verified that the solution of equation (A.3) takes the form

2 2 [n%e3
€7t —gmt?—To—

. . —B(

More precisely, to obtain (A.4), we need to introduce the characteristic
differential system associated to

which reads as

=20

£=-n

Let TH(,€) = (TH01,€), TH(,€)) = (1,€ — nt) be the solution of (A.5).
Hence, since the solution of (A.3) is given by

(A.5)

F,6,8) = fo(T~4(n, €))elo T8 O ds,

by using the explicit expression for T%(n, &) we get (A.4).
Now, by applying the inverse Fourier transform F~!, we obtain

A —B| |¢]Pt—¢- tQ—Wﬁ
flav.t) = 7 (ol +nt)) 7! ( (e )
Hence
f(z,v,t) :/ G(z,v, t; 2,0 fo(a,0"). (A.7)
Rd JRd
where GG indicates the Green function corresponding to initial datum
fo(z,v) =6(x —2')d(v — ).

Observe that

- ez n2®
G(s,v,t) = F ! (6 B(\ﬂ% ez ol ))
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