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Introduction

This thesis deals with the development and the analysis of numerical methods for the resolution
of first order nonlinear differential equations of Hamilton-Jacobi type on irregular data. The
general form of this kind of equation is the following;:

H(z,u(z), Du(x)) =0, z€ (1)

where 2 is an open domain of R"™, or a more complicated domain, as well we will see later, and
the Hamiltonian H = H(x,r,q) is a real valued function on 2 x R x R". We will consider some
specific cases of Hamiltonian, choices that come from applications, H(x,r,q) = |q| — f(z) or
H(z,r,q) = Ar +sup,ca{b(x,a) - ¢ — f(x)} with f measurable and bounded function, possibly
discontinuous.

These equations arises for example in the study of front propagation via the level set methods,
the Shape-from-Shading problem and other control problems. Control theory is an investigated
field of research from the start of XX century, a comprehensive presentation could be found in
the well known monograph by Fleming and Rishel [30] or in the more recent book by Vinter
[59].

This kind of equations, in general, also for regular data, do not admit a classical solution, so
it was developed a weak solution theory, the theory of viscosity solution, initiated in the early
80’s by the papers of Crandall, Lions et al. [13, 12]. We remind also the P.L. Lions’ influential
monograph [41]. In this works it is provided an extremely convenient PDE framework for dealing
with the lack of smoothness of the value functions arising in dynamical optimization problems.
Very useful, for a global treatment of the results archived in the 80’s and the early 90’s is the
monograph by Bardi and Capuzzo Dolcetta [3]. Several numerical approximation schemes have
been proposed by many authors using, for example, Finite Differences, Finite Elements and
semilLagrangian techniques. A detailed treatment can be find in Quarteroni and Valli [48], in
the articles by Crandall and Lions [14], Souganidis [55] and for semiLagrangian schemes the
book by Falcone and Ferretti [27].

The presence of discontinuous terms, or irregular domain involves additional difficulties on the
classical analysis and numerical approximation.

The idea of extending the notion of sub- and supersolutions and the comparing principles to
semicontinuous functions was introduced by Ishii, Barles, Frankowska et al. in various works,
for example [33, 12, 5, 29, 6]. In particular we will use the Ishii’s generalized notion of viscosity
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solution via semicontinuous envelopes.

The literature about approximation numerical methods for discontinuous Hamilton-Jacobi equa-
tions is less wide. We remind the paper by Rouy and Tourin [49], and Ostrov [47] where they
deal with problems coming from the Shape-from-shading problem proposing two different nu-
merical schemes. In particular in [49] is presented a consistent and monotone scheme along
with numerical calculation and in [47] the unique solution is obtained as the limit of sequences
which arise from a suitable regularization of the intensity function. There are also some works
that handle the time dependent problem, we mention the work by Tsai, Giga and Osher [57]
where the graph of the solution is viewed as the zero level curve of a continuous function in one
dimension higher, and the one by Bokanowsky, Forcadel and Zidani [7] for the one-dimensional
case, there is presented also an estimation of the error in the L'-norm. Finally, we want to
mention a paper by Deckelnick and Elliott [18] where there is given a numerical scheme and
some error bound for the solution of the eikonal equation case.

Our contribution to the numerical approximation of Hamilton-Jacobi equations consists in the
proposal of some semilLagrangian schemes for different kind of discontinuous Hamiltonian and
in an analysis of their convergence and a comparison of the results on some test problems. In
particular we will approach with an eikonal equation with discontinuous coefficients in a well
posed case of existence of Lipschitz continuous solutions. In this case it is possible to prove
some error bounds for the approximated solution in the uniform norm. This proof is essentially
obtained with a technique of duplication of variables, just like in the continuous case; of course,
in this case we will have some additional difficulties and some peculiar issues. Furthermore, we
propose a semilagrangian scheme also for a Hamilton-Jacobi equation of a eikonal type on a
ramified space, for example a graph. This is a not classical domain and only in the last two
years there are developed a theory about this. In this situation the major difficulty is to deal
with the behavior of the solution on a knot, where the problem become, from intrinsically one
dimensional, more complicated. At last, we present some applications of our results on several
problems arise from applied sciences.

Outline

The thesis is organized as follows.

Chapter 1 is devoted to the theoretical background necessary to deal with Hamilton-Jacobi
equations and viscosity solutions. Particular attention (Section 1.2) is given to the eikonal
equation since it appears many times in a number of different contexts. We introduce, in
Section 1.3, the Hamilton-Jacobi-Bellman (HJB) equations related to optimal control problems
and the minimum time problem. This physical interpretation of HJ equations is crucial to
understand many proprieties of the solutions. We present in Section 1.4 a brief introduction of
semilLagrangian schemes for this kind of problems.

Chapter 2 is devoted to the original results achieved with regard to approximation of Eikonal
equations with discontinuous coefficients. After a short placement of the problem we remind,
in Section 2.2 some theoretical results of well posedness due to Soravia which we adapt to our
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situation. A comparison theorem entail uniqueness, through an additional Hypothesis on the
nature of discontinuities on f. It is important to remark that, in this case, we have an unique
Lipschitz continuous solution. In Section 2.3 we give a semiaproximated numerical scheme and
provide an error estimation in the uniform norm. We pass to a fully discrete scheme and we
study the convergence and other proprieties of the scheme. We conclude the chapter with a
section (Section 2.4) of simulation, where we provide some empirical a posteriori estimation of
the errors.

Chapter 4 deals in solving an eikonal equation, for example a minimum time problem, on a non
conventional domain, a ramified space. An interesting case is when this domain is a graph in R"™.
This model could represent, for example, navigation on a traffic network or in a labyrinth. In
Section 4.2 we summarize the definitions and the theoretical results introduced by Camilli and
Schieborn in [51]. This concepts are necessary to present, in Section 4.3, an original numerical
scheme of semiLagrangian type for this kind of problems. In this section we provide also some
results of convergence. Moreover in Section 4.4 we make some simulations and numerical test
which show the good performances of the algorithm.

Chapter 5 is dedicated to some applications of our results. In Section 5.1 we use the approaches
presented in previous chapters to solve the SFS problem, a classical computer vision matter,
where we typically deal with discontinuities on the data. In Section 5.2 we handle with opti-
mization problems with constraints, in particular we show as a constrained problem could be
seen as a free problem with discontinuities on the running cost. We deal also with two different
applications: solving labyrinths and sail optimization. In Section 5.3 we discuss another typical
application which is present in various fields of research, the front propagation in a discontinuous
media. In all this sections we show various simulations and tests.
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Chapter 1

Overview of results on
Hamilton-Jacobi equations

In this chapter we present all the definitions and the basic theoretical results we will refer to in
the following. First of all we introduce the notion of viscosity solution of the Hamilton-Jacobi
equation

H(z,u(z), Du(z)) =0, z€ (1.1)

where €2 is an open domain of R" and the Hamiltonian H = H(x,r,q) is a continuous, real
valued function on € x R x R". Later we will discuss further hypothesis on the Hamiltonian.
The notion of viscosity solution, allows us to obtain important existence and uniqueness results
for some equations of the form (1.1).

For a detailed treatment of all the theoretical elements we refer to [3], by this time, a well known
book on this subject.

1.1 Viscosity solution

It is well know that equation (1.1) is in general not well-posed. It is possible to show several
examples in which no classical (that is of class C'!) solution exists or infinite weak (that is a.e.
differentiable) solutions exist. Even for a very simple 1-dimensional eikonal equation with a
Dirichlet boundary condition

{ |Du(z)| =1, z€(-1,1) (1.2)

u(z) =0, x ==l

we can find infinite multiple solutions (see Fig. 1.1). The theory of viscosity solutions was
developed in order to overcome these problems. It gives a way to get uniqueness of the solution
and in some cases also to select the correct physical solution among all solutions of the equation.
We give here two equivalent definitions of viscosity solution.
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Figure 1.1: Multiple a.e. differentiable solutions of the eikonal equation (1.2).

Definition 1.1 (I version). A continuous function u is a viscosity solution of the equation (1.1)
if the following conditions are satisfied:

o H(x,u(z),p) <0 for all z € R", for all p € DT u(x) (viscosity subsolution)

e H(z,u(x),q) >0 for all x € R", for all ¢ € D™ u(x) (viscosity supersolution)

where DV, D™ are super and sub-differential i.e.

Dtu(z) = {p € R™ : limsup uy) —w@) —p-y—z) < 0}

Yy ly — =
D™ u(x) = {q € R" : liminf wy) —ul@) —q-(y—z) > 0} .
y—e |y — x|

Definition 1.2 (II version). A continuous function u is a viscosity solution of the equation
(1.1) if the following conditions are satisfied:

o for any test function o € C*(Q), if zo € Q is a local mazimum point for u — p, then

H(zo,u(xo), De(x0)) <0 (viscosity subsolution)

e for any test function ¢ € C*(Q), if zo € Q is a local minimum point for u — p, then

H(zo,u(xg), Dp(z9)) >0 (viscosity supersolution)

The motivation for the terminology “viscosity solutions” is that this kind of solution can re-
covered as the limit function u = lim,_,o+ u¢ where u¢ € C%(Q) is the classical solution of the
regularized problem

—eAu‘ + H(xz,u,Du) =0, xz€Q (1.3)

in the case u€ exists and converges locally uniformly to some continuous function u. This method
is named vanishing viscosity, and it is the original idea behind this notion of solution. It was
presented by Crandall and Lions in [13].
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In the following we present some comparison results between viscosity sub- and supersolutions.
As simple corollary, each comparison result produces a uniqueness theorem for the associated
Dirichlet problem.

Theorem 1.1. Let Q be a bounded open subset of R™. Assume that uy, ug € C(Q) are, respec-
tively, viscosity sub- and supersolution of

u(z) + H(xz,Du(x)) =0, z€Q (1.4)

and
u; <ug  on Of). (1.5)

Assume also that H satisfies

|H(z,p) — H(y,p)| < wi(|lz —y|(1+ [p])), (1.6)

for z,y € Q, p € R", where wy is a modulus, that is wy : [0, +00) — [0, +00) is continuous non
decreasing with wi(0) = 0. Then u; < ugy in ).

Theorem 1.2. Assume that ui,uz € C(R™) N L®(R™) are, respectively, viscosity sub- and
supersolution of
u(x) + H(xz,Du(x)) =0, x€R". (1.7)

Assume also that H satisfies (1.6) and
|H(xz,p) — H(z,q)| <w2(lp —4q|), forallz,p,q e R". (1.8)
where we 1s @ modulus. Then u; < ug in R".

Remark 1.1. Theorem 1.2 can be generalized to cover the case of a general unbounded open
set @ C R™. Moreover, the assumptions ui,uz € C(R"™) N L*(R"™) can be replaced by uy,us €
UC(R™).

A comparison result can be formulated for the more general case
H(xz,Du(z)) =0, z€f (1.9)

only if we assume the convexity of H with respect to the p variable. This assumption plays a
key role in many theoretical results.

Theorem 1.3. Let 2 be a bounded open subset of R". Assume that ui,us € C(2) are, re-
spectively, viscosity sub- and supersolution of (1.9) with uy < ug on 9. Assume also that H
satisfies (1.6) and the two following conditions

e p — H(z,p) is convexr on R" for each x € €,

e there exists p € C(Q) N CYQ) such that ¢ < wuy in Q and sup,ep H(z, Dp(z)) < 0 for all
B cCqQ.

Then ui < ug in €.
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1.2 The eikonal equation

The classical model problem for (1.9) is the eikonal equation on geometric optics

c(x)|Du(z)| =1, € (1.10)
Theorem 1.3 applies to the eikonal equation (1.10) whenever c¢(x) € Lip(Q2) and it is strictly
positive. In fact the second condition of theorem 1.3 is satisfied by taking y(x) = ming u;.

It is easy to prove that the distance function from an arbitrary set S C R", S # () defined by

ds(z) =d(z,S) = ;gg\az—zl :mei%1|x—z\ (1.11)

is continuous in R™. Moreover, for smooth 0S5 it is smooth near 0.S and satisfies in the classical
sense the equation (1.10) in R™\S for ¢(z) = 1.

For a general set .S, it can be shown that the function dg is the unique viscosity solution of
|Du(z)| =1, xeR"\S (1.12)

Remark 1.2. If we consider the eikonal equation in the form |Du(x)| = f(xz) where f is a
function vanishing at last in a single point in ), then the uniqueness result does not hold. This
situation is referred to as degenerate eikonal equation. It can be proved that in this case many
viscosity or even classical solution may appear. Consider for example the equation |u'| = 2|x|
for x € (—1,1) complemented by Dirichlet boundary condition u = 0 at x = £1. It is easy to
see that ui(z) = 22 — 1 and uz(x) = 1 — 22 are both classical solutions. The case of degenerate
etkonal equations was been archived by Camilli and Siconolfi [17] and numerically by Camilli
and Grine in [16].

1.3 Optimal control problems

We introduce here the basic notations and theory for optimal control problems, focusing on their
relation with Hamilton-Jacobi-Bellman equation. This relation will be useful in the following.

Let us consider the controlled nonlinear dynamical system

{ zgé);ui(y(t)ja(t)), t>0 (1.13)

where:
e y(t) is the state of the system,
e a(-) € A is the control of the player, A being the set of admissible controls defined as
A ={a(-) : [0,+00) — A, measurable },

and A is a given compact set of R™.
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Assume hereafter f : R” xA — R" is continuous in both variables and there exists a constant
L > 0 such that

|f(ylva‘)_f(y27a')| §L|y1_y2| for all Y1, Y2 ER",CIEA. (114)

By Caratheodory’s theorem the choice of measurable controls guarantees that for any given
a(-) € A, there is a unique trajectory solution of (1.13) which will be denoted by y,(¢; a(-)).

The final goal is to find an optimal control a*(¢) such that the corresponding trajectory y,.(¢; a*(-))
is the “most convenient” one with respect to some given criterion, typically minimizing a cost
functional, between all possible trajectories starting from z.

1.3.1 The infinite horizon problem

In the infinite horizon problem the cost functional J associated to every trajectory which has to
be minimized is

J(za() = /0 T Ut a()), alt))e Nt (1.15)

where the discount coefficient X is strictly positive and the running cost I(x,a) : R" xA — R is
continuous in both variables, bounded and there exists C' > 0 such that

[l(z,a) —l(y,a)] < Clx —y| forall z,y € R" a € A. (1.16)
We are looking for the value function v(z) defined as

v(x) = a(i‘glefAJ(x,a(-)) (1.17)

and possibly for the optimal control

a*() = argar(%ienAJ(a:,a()). (1.18)

We have some basic results:

Proposition 1.1. Under the assumption on f and l above, the value function v is bounded and
Lipschitz continuous.

Proposition 1.2 (Dynamical Programming Principle). For all x € R™ and t > 0 the value
function satisfies

v(xz) = inf {/0 l(yx(s;a(-)),a(s))a_)‘sds —l—U(yx(t;a(-)))e_)‘t}. (1.19)

a(-)eA

Essentially, the Dynamical Programming Principle says that “an optimal policy has the prop-
erty that whatever the initial state and the initial decision are, the remaining decisions must
constitute an optimal policy with regard to the state resulting from the first decision” [8], where
with “decisions” we mean the choice of controls.
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Proposition 1.3. The value function v is a viscosity solution of

M +sup{—f(z,a)- Dv—Il(z,a)} =0, z€R". (1.20)
acA

The equation (1.20) is called the Hamilton-Jacobi-Bellman equation for the infinite horizon
problem and links optimization problems to Hamilton Jacobi solutions.

1.3.2 The finite horizon problem

In the finite horizon problem the cost functional J associated to every trajectory which has to
be minimized is

J(ﬂfat,a('))Z/O Uya(s;al(), als))e s + g(ya(t; al-)))e (1.21)

where A > 0, I(z, a) satisfies the same hypothesis as in the infinite horizon case above and the
terminal cost g : R®™ — R is bounded and uniformly continuous. We are looking for the value

function v(x) defined as
v(z,t) .= inf J(z,t,a()). (1.22)
a(-)eA

Proposition 1.4. Under the assumption on f,l and g introduced above, the value function v is
bounded and continuous in R™ x[0,T] for all T > 0.

Proposition 1.5 (Dynamic Programming Principle). For all z € R™ and 0 < 7 < t the value
function satisfies

v(z,t) = a(i~I)1€fA {/0 Wye(s;a()), a(s))eds + v(yz (15 a(-)))e M, t — ’7’} . (1.23)

Proposition 1.6. The value function v is the unique viscosity solution of

{ Ut + A+ supgea{—f(z,a) - Dv(-,t) = l(z,a)} =0 (z,t) € R" x(0,400)

v(z,0) = g(x) xeR" (1.24)

The equation (1.24) is called Hamilton-Jacobi-Bellman equation for the finite horizon problem.

1.3.3 The minimum time problem

In the minimum time problem the cost associated to every trajectory which has to be minimized
is the time needed by the system to reach a given closed target 7 C R", that is

J(z,a(")) = tz(al-)) (1.25)
where

min {¢: y,(t;a()) € T} if yo(t;a(-)) € T for some t > 0

ta(al-)) = { +o0 if y(t;a(-)) ¢ T forallt >0 (1.26)
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The value function is
T(z) := inf ty(a(-)). (1.27)
a()EA

We will refer to T also as the minimum time function and we set T =0on 7.

Definition 1.3. The reachable set is R := {x € R" : T'(z) < +0o0}, i.e. it is the set of starting
points from which it is possible to reach the target.

Note that the reachable set depends on the target, the dynamics and on the set of admissible
controls and it is not a datum in our problem.

Proposition 1.7 (Dynamical Programming Principle). For all z € R, 0 <t < T'(x) (so that
x ¢ T ) the value function satisfies

T(r) = inf {t+T(us(ta()) (1.28)

Let us derive formally the Hamilton-Jacobi-Bellman equation associated to the minimum time
problem from the Dynamical Programming Principle. Rewrite (1.28) as

T(@)~ inf Tlya(tia()) =1

and divide by ¢t > 0

a(s.l)lgA{T(x) — T(tyw(t; a()))} =1 forallt<T(z).

We want to pass to the limit as ¢t — 0T.

Assume that 7" is differentiable at = and lim,_,o+ commutes with sup,.). Then, if §,(0;a(-))
exists,

sup {=DT(z) - g.(0;a(-)} =1

a(-)eA

so that, if a(0) = ap, we get

max {—DT(x) - f(z,a0)} =1 (1.29)

apg€EA
Note that in the final equation (1.29) the maximum is taken over A and not over the set of
measurable controls A.

The same relation between optimization problems and Hamilton-Jacobi equation can be shown
in various different cases. We chose the case of minimum time problem for simplicity.

Proposition 1.8. If R\ T is open and T € C(R\ T), then T is a viscosity solution of

rgleaj{{ff(x,a)-DT(x)}fl =0, zeR\T (1.30)
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Natural boundary conditions for (1.30) are

T(x)=0 xedT
lim T'(z) = +oo. (1.31)
z—0R

In order to archive uniqueness of the viscosity solution of equation (1.30) is useful an exponential
transformation named Kruzkov transform

(1.32)

— e T@ i
o(z) = { l1—e if T'(x) f +00

1 if T'(x) = +o0
It is easy to check (at last formally) that if T is a solution of (1.30) than v is a solution of

v(:):)+maj<{—f(x,a)-Dv(x)}—l:0, x e R"\T. (1.33)
ac
This transformation has many advantages.

e The equation for v has the form (1.4) so that we can apply the uniqueness result already
introduced in this chapter.

e v takes value in [0, 1] whereas T is generally unbounded (for example if f vanishes in some
points) and this helps in the numerical approximation.

e The domain in which the equation has to be solved is no more unknown.

e One can always reconstruct 1" and R from v by the relations

T(x) =—In(l —v(x)), R={zx:v(z)<1}.

1.3.4 Optimal feedback and trajectories

As mentioned above, the final goal of every control problem, for simplicity we will use the
minimum time problem as example, is to find the optimal control

a*(:) = arg ar(%ienAtx(a(-)) (1.34)

and the associated optimal trajectory, i.e. the solution y*(t) of

{ y(t) = fy(t),a*(t), t>0 (1.35)

The next theorem shows how to compute a* in feedback form, i.e. as a function of the state y(t).
This form is obviously more useful than open-loop optimal control where a*depends only on time
t. In fact, the feedback control leads the state to the target even in presence of perturbations
and noise.
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Theorem 1.4. Let T € CY(R\ T) be the unique solution of (1.30) and define a.(z)

a(z) == arggleajc{—f(:c, a)-DT(z)}, ze€R\T. (1.36)

Let y*(t) be the solution of

{wmszw»%@xt>o (1.37)

Then, a*(t) = a.(y*(t)) is the optimal control.

1.4 SemiLagrangian approximation for Hamilton-Jacobi equa-
tions

In this section we recall how to obtain a convergent numerical scheme for Hamilton-Jacobi
equations. As a model we will consider infinite horizon problem as described in previous sections.
In our approach the numerical approximation is based on a time-discretization of the original
control problem via a discrete version of the Dynamical Programming Principle. Then, the
functional equation for the time-discrete problem is “projected” on a grind to derive a finite
dimensional fixed point problem. We also show how to obtain the same numerical scheme by
a direct discretization of the directional derivatives in the continuous equation. Note that the
scheme we study is different to that obtained by Finite Difference approximation. In particular,
our scheme has a built-in up-wind correction.

1.4.1 Semi discrete scheme

The aim of this section is to build a numerical scheme for equation (1.1). In order to do this,
we first make a discretization of the original control problem (1.13) introducing a time step
h = At > 0.

We obtain a discrete dynamical system associated to (1.13) just using any one-step scheme for
the Cauchy problem. A well known example is the explicit Euler scheme which corresponds to
the following discrete dynamical system

{%ij%ﬁwﬂ%ﬂw,n:le (1.38)

where y, = y(t,) and t,, = nh. We will denote by y;(n; {a,}) the state at time nh of the discrete
time trajectory verifying (1.38). We also replace the cost functional (1.15) by its discretization
by a quadrature formula (e.g. the rectangle rule). In this way we get a new control problem
in discrete time. The value function v, for this problem (the analogous of (1.20)) satisfies the
following proposition
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Proposition 1.9 (Discrete Dynamical Programming Principle). We assume that

M > 0: |l(z,a)|] <M forallz e R",a€ A (1.39)
then vy, satisfies
vp = mij{‘l{(l — Ah)op(x + hf(z,a)) +U(z,a)}, x=eR". (1.40)
ac

This characterization leads us to a approximation scheme, at this time, discrete only on the
temporal variable.

Under the usual assumptions of regularity on f and [ (Lipschitz continuity, boundness on uniform
norm) and for A > L as in (1.14), the family of functions vy, is equibounded and equicontinuous,
then, by the Asoli-Arzela theorem we can pass to the limit and prove that it converges locally
uniformly to v, value function of the continuous problem, for h going to 0. Moreover, the
following estimate holds true,

v — vp]se < Ch2 (1.41)

1.4.2 Fully discrete scheme

In order to compute an approximate value function and solve (1.40) we have to make a further
step: a discretization in space. We need to project equation (1.40) on a finite grind. First of all,
we restrict our problem to a compact subdomain 2 C R™ such that, for h sufficiently small

r+hf(z,a)€Q VreQ VacA (1.42)

and we build a regular triangulation of 2 denoting by X the set of its nodes z;, ¢ € [ :={1,..., N}
and by S the set of simplices S, j € J :={1,...,L}. Let us denote by k the size of the mesh i.e.
k = Az := max;{diam(S;)}. Note that one can always decide to build a structural grind for 2
as it is usual for Finite Difference scheme, although for dynamic programming/semilagrangian
scheme is not an obligation. Main advantage of using structured grind is that one can easly find
the simplex containing the point z; + hf(z;,a) for every node x; and every control a € A and
make interpolations.

Now we can define the fully discrete scheme simply writing (1.40) at every node of the grind.
We look for a solution of

o () = zréig{(l — M) I[vF](x; + hf (25, a)) + hl(zi,a)}, i=1,..N (1.43)

1)) = S N @pk), 0<h@ <l Y a@=1 req
J J

in the space of piecewise linear functions on 2. Let us make a number of remarks on the above
scheme:
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1. The function u is extended on the whole space €2 in a unique way by linear interpolation,
i.e. as a convex combination of the values of v,’i (x;), i € 1. It should be noted that one
can choose any interpolation operator. A study of various results of convergence under
various interpolation operators are contained in [26].

2. The existence of (at least) one control a* giving the minimum in (1.43) relies on the
continuity of the data and on the compactness of the set of controls.

3. By construction, u belongs to the set
W* .= {w:Q — [0,1] such that w € C(Q), Dw = costant in S;,j € J} (1.44)

of the piecewise linear functions.

We map all the values at the nodes onto a N-dimensional vector V' = (V1, ..., Vi) so that we can
rewrite (1.43) in a fixed point form
V=FV) (1.45)

where F : RY x RY is defined componentwise as follows

[PV = min |{(1= M) 37 A + hf (@i, @)V3} + (i, 0) (1.46)
J

Theorem 1.5. The operator F' defined in (1.46) has the following properties:

e F is monotone, i.e. U <V implies F(U) < F(V);
e Fis a contraction mapping in the uniform norm ||W||s = max;er |Wil, B € (0,1)
IF(U) = F(V)loo < BIIU = Ve

Corollary 1.1. The scheme (1.43) has a unique solution in W*. Moreover, the solution can be
approximated by the fixed point sequence

vt — py )y (1.47)

starting from the initial guess V(© e RV,

There is, at last, a global estimate for the numerical solution.

Theorem 1.6. Let v and vF be the solutions of (1.20) and (1.43). Assume the Lipschitz
continuity and the boundness of f and [, moreover assume condition (1.42) and that X\ > Ly,
said Ly, Ly Lipschitz constant of the function f and l, then

L,

k
oI (1.48)

o = vf|loe < Ch2 +
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1.4.3 Time-optimal control

At now, we introduce a numerical approximation for the solution of the minimum time problem.

After a discretization of the dynamics as in the previous section, let us define the discrete
analogue of admissible controls

AR = {{an}nen : an € A for all n}
and that of the reachable set

R = {:1: € R": there exists {a,} € A" and 7 € N such that y,(7; {an}) € T} :

Let us also define

min {n : n;{a T h
np(z, {an}) 12{ +OO{ €N ya(nitan}) € T) $Z§h

and
Np(z):= inf np(z,{an}).
{a,}eAl

The discrete analogue of the minimum time function T'(z) is Ty (z) := hNp(z)

Proposition 1.10 (Discrete Dynamical Programming Principle). Let h > 0 fized. For all
z€RM, 0<n< Ny(z) (sothatx ¢ T)

Np(x) = inf h{n—i—Nh(yz(n; {an}))}. (1.49)
{an}eA

The proof of the Proposition 1.10 can be found in [4]. Choosing n =1 in (1.49) and multiplying
by h, we obtain the time-discrete Hamilton-Jacobi-Bellman equation

Th(x) = Hgll{Th(x + hf(z,a))} + h. (1.50)
Note that we can obtain the equation (1.50) also by a direct discretization of equation (1.30)

-~ Tio + hf(z,0) - Tu(a)
Ozrl]lrleaj({—f(:c,a)-DT(x)}—lNgleaj({— h . h } -1

and, multiplying by h,
—min{Th(z + hf(z,a)) = Th(2)} = h = —min{Th(z + hf(z,a))} + Th(z) —h = 0.
As in continuous problem, we apply the Kruzkov change of variable
op(z) =1 — eTh(@),

Note that, by definition, 0 < v, < 1 and v has constant values on the set of initial points z
which can be driven to 7 by the discrete dynamical system in the same number of steps (of
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constant width h). This shows that v, is a piecewise constant function. By (1.50) we easly
obtain that v, satisfies

va(z) = min{fvn(z + hf(z,a))} +1- 5.

where 8 = e~ and we have the following

Proposition 1.11. vy, is the unique bounded solution of

{ vp(z) = Iggll{ﬁvh(a: +hf(x,a)}+1—-8 zeR"\T

vp(x) =0 xedT (1.51)

Note that the time step h we introduced for the discretization of the dynamical system is still
present in the time-independent equation (1.51) and then it could be interpreted as a fictitious
time step.

Definition 1.4. Assume 0T smooth. We say that Small Time Local Controllability (STLC)
assumption is verified if

for any x € OT, there exists a € A such that f(x,a)-n(z) <0 (1.52)

where n(x) is the exterior normal to T at x.

We have the next important result:

Theorem 1.7. Let T be compact with nonempty interior. Then under our assumptions on f
and STLC, v, converges to v locally uniformly in R™ for h — 07T.

Just like in the previous case, we project equation (1.51) on a finite grind. First of all, we restrict
our problem to a compact subdomain @) containing 7 and we build a regular triangulation of
@ with: X the nodes z;, i € I :={1,..., N}, S the set of simplices S, j € J := {1, ..., L}, k the

size of the mesh.
We will divide the nodes into three subsets.
Ir={iel:z; €T}
I, ={i € I\ I : there exists a € A such that z; + hf(z;,a) € Q}
Loy ={i€I\Ir:z+hf(zia) ¢ Q for all a € A}

Now we can define the fully discrete scheme writing (1.51) on the grind adding the boundary
condition on Q)

vp (i) = minge a{BI[vf](z; + hf (zi,0)} + 1= i€ I
v (z;) =0 i€ lr (1.53)
vﬁ(@) =1 1€ Lo

J
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The condition on I,,; assigns to those nodes a value greater than the maximum value inside
Q. It is like saying that once the trajectory leaves @ it will never come back to 7 (which is
obliviously false). Nonetheless the condition is reasonable since we will never get the information
that the real trajectory (living in the whole space) can get back to the target unless we compute
the solution in a larger domain containing ). In general, the solution will be correct only in a
subdomain of @) and it is greater than the real solution everywhere in (). This means also that
the solution we get strictly depends on (). Also in this case, by construction, U],i belongs to the

set
Wk .= {w:Q — [0,1] such that w € C(Q), Dw = costant in S;j,j € J} (1.54)

of the piecewise linear functions.

We map all the values at the nodes onto a N-dimensional vector V' = (V, ..., Vy) so that we can

rewrite (1.53) in a fixed point form
V=F(V) (1.55)

where F' is defined componentwise as follows

{lréiil{ﬁzj)\j(IiJrhf(xi,a))Vj}+1—B i€ lip
[EWV)) =4 0 ielr (1.56)
1 1 € Lout

Theorem 1.8. The operator F' defined in (1.56) has the following properties:

e F is monotone, i.e. U <V implies F(U) < F(V);

o F:[0,1]% —[0,1]7;

e F'is a contraction mapping in the uniform norm ||W||s = max;er |Wil,
IF(U) = F(V)|loo < BIIU = Vs

Corollary 1.2. The scheme (1.53) has a unique solution in W*. Moreover, the solution can be
approximated by the fixed point sequence

vt — py )y (1.57)

starting from the initial guess V(© e RV,

A typical choice for V() is

©_J0 ielr
Vi _{ 1 elsewhere (1.58)

which guarantees a monotone decreasing convergence to the fixed point V*.



Chapter 2

Eikonal equation with discontinuous
data

In this chapter we consider a particular class of discontinuous Hamilton-Jacobi equations. We
start with an eikonal equation with discontinuities on the data. In spite of the simplicity of this
case, there are various applicative situations where we can find this kind of equations.

Let Q C R™ be bounded domain with a Lipschitz boundary 0f2, we consider the Dirichlet

problem
{ |Du(z)| = f(x) z€Q

u(z) = goz(ac) x € 09 (2.1)

where f and ¢ are given functions.

Motivations. This equation arises, for example in geometric optics, computer vision or robotic
navigation. For instance, in geometric optics, to describe the propagation of lights the eikonal

equation appears
N

> aij(@)usug, (z) = g(x) (2.2)

i,j=1

where a = oo! and ¢ has the meaning of the refraction index of the medium. As well known,
refraction law applies across surfaces of discontinuity of g. Another example can be found in
image processing and the Shape-from-Shading model. In this case we come up with the equation,
for a simple situation of vertical light,

15 [Du(@) = —— (2.3)

I(x) '

and the object to reconstruct is the graph of the unknown function w. In this case I(z) € (0, 1]
represent the intensity of light reflected by the object and it is discontinuous when the object
has edges. With a bit of convex analysis, both equations above can be rewritten in the form
(2.1). Further motivations appears directly in control theory when discontinuous function are

23
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used to represent targets (with f as a characteristic function) or state constraint (with f as an
indicator function, instead).

To the fact that solution of (2.1) are in general non smooth, they are defined in the sense of
the theory of viscosity solutions. Indeed with this notion of solution, when an equation has
a discontinuous coefficient, we cannot interpret f in a pointwise sense. For equation (2.1) it
is easily recognized that, even when f has appropriate discontinuities, value functions will not
always satisfy the equation in the viscosity sense if f is interpreted pointwise. We will focus on
this fact by an example in the next section.

In order to define viscosity solutions on this situation, we use appropriate semicontinuous en-
velopes of f, applying an idea that was introduced by Ishii on [33].

This chapter is organized as follows: in Section 2.2 we recall some results of well posedness
presented in various works, for example in Deckelnick and Elliott [18] or in Soravia []. For a
class of f, which satisfy a suitable one sided continuity condition we have well posedness of
the problem (2.1). Later we will build an original scheme of semiLagrangian type for which, in
section 2.3 we introduce some results of convergence and error bounds. Finally, in section 2.4
we present some numerical tests.

2.1 Introduction

The well posedness of (2.1) in the case of continuous f follows from the theory of viscosity
solutions for HJ equations. We can find the whole treatment on [3] where are summarized
the well-known results introduced by Lions, Ishii et al in [34, 13]. The notion of viscosity
solution in the case of discontinuous Hamiltonian was proposed by Ishii in [33] where he presents
some existence and regularity results. The first results of well-posedness of eikonal equations in
the case of discontinuous coefficients on smooth surfaces are been presented on Turin [58], on
Newcomb and Su [45], using the Ishii’s notion of solution. They obtain a comparison result as
well as uniqueness for the Dirichlet problem provided that f is lower semicontinuous.

From the numerical point of view, the literature is less rich. As state of fact, using traditional
numerical schemes developed for regular cases, we can observe that these techniques work well.
Anyway, this observation still remain without a clear explication. In 2004 Deckelnick and Elliott
[18] proposed a scheme of finite difference type to compute the solution of (2.1). This scheme is
very similar to the ones used in the regular case. Moreover, they get some error bounds for the
solution.

Our approach was inspired by this work, but we develop our analysis using the techniques
appropriate for semiLagrangian schemes, (cfr. for example [25] or appendix A of [3]). We adapt
these techniques to this situation where some issues are less regular. For example, the solutions
of the semiapproximated problem are not Lipschitz continuous, like in the regular case. However
we can reach to some results of convergence and error bounds. The benefits of a semiLagrangian
scheme on a Finite Differences one are, as usual, a better ability to follow informations moving
through characteristics not aligned to a structural grind. This skill give us a faster and more
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accurate approximation in some tricky examples.

2.2  Well posedness

We start this section discussing the notion of viscosity solution for the eikonal equation with

discontinuous term Duz)] @
Du(z)| = f(z) z€Q
{ w(z) = o(z)  xedn (2:4)

where ) is an open bound of R". We suppose that f : & — R is Borel measurable and that
there exist 0 < m < M < oo such that

O<m< f(z) <M Vrel (2.5)

Furthermore, we will assume an additional condition on f, on the smoothness of the interfaces
of discontinuity. We are going to discuss that later.

In order to define viscosity solutions we need the notion of upper and lower semicontinuous
envelopes of a locally bounded function v : D — R. They are respectively

v*(x) = lim sup v(y)
r—0t+ yED
ly—z|<r

o (2.6)
R T
ly—z|<r

Now we can introduce the generalization of viscosity solutions in this case

Definition 2.1. o A lower semicontinuous function u :  — R is a viscosity supersolution
of (2.4) if for all p € C*(Q) and a local minimum point o of (u — ¢), we have

|Dip(0)| > fulo) (2.7)

o An upper semicontinuous function u : Q — R is a viscosity subsolution of (2.4) if for all
© € CYQ) and a local mazimum point x¢ of (u — ¢), we have

[De(xo)| < f* (o) (2.8)

o A continuous function u is a viscosity solution of (2.4) if is both a supersolution and a
subsolution. A wviscosity solution u : Q@ — R of (2.4) solves the boundary value problem if
moreover it attains the boundary condition.

Note that the discontinuous term f is not dealt with pointwise. The following example give us a
reason for using semicontinuous envelopes, showing that if f is dealt with pointwise, the theory
is not particular satisfactory. The example is taken from Soravia [54].
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Example 1. Here we discuss the well-posedness of the 1-D equation
u'(z)] = f(z), =€[-2,2], u(-2)=u(2)=0. (2.9)

We will consider two cases where our analysis eventually will show uniqueness of viscosity solu-
tions as defined above. We will try and define viscosity solutions dealing with f in a pointwise
way. Let us consider the case when f(x) =2 —x for x > 0 and f(z) =1 for x < 0. We can
check directly that the function

2
L _224+2 >0
u(z) {x+2 z <0 (2.10)

is solution of the equation when f(0) > 1. If u— ¢ attains at 0 a mazimum point then necessary
©'(0) € [-2,1]. It then turns out that u is a viscosity solution if and only if f(0) > 2 and
therefore only an upper semicontinuous term f would be acceptable in this case.

In order to see how easily uniqueness can fail without proper assumptions on f, now that we
accepted that envelopes of function should be used let us consider the same equation (2.9) as
above with the choice f(x) = 2xq, twice the characteristic function of the rationals. Then one
easly checks that both uy =0 and ug = 2 — 2|z| are viscosity solutions.

We continue this section by discussing Lipschitz regularity of the viscosity solution of the bound-
ary problem (2.4) and existence.

Theorem 2.1. Let assume (2.5), so, there exists a viscosity solution u € C%1(Q) of the problem
(2.4).

Proof. Consider the sup-convolution of f, i.e.

fe(x):sup{f(y)—llx—y|2}, rEQe>0 (2.11)
yeN €

clearly, f. is continuous and f*(z) < fe(x) for all z € Q. Let

1
Lc(z,y) := inf {/0 fey@)Y ()|t s.t. v € WO ((0,1); Q) with 4(0) = z, (1) = y} (2.12)

It is well known that u. := infycpo Le(z, y) + ¢(y) is a solution of

Du(@)] = fu(z) ze€Q
{ u(@) = pla)  x €00 (2.13)
in the viscosity sense. Furthermore, it can be shown that
[u| o @y < C(M, Q) (2.14)

uniformly, in € > 0. Thus, there exists a sequence (e;)ren With e \, 0, k — co and u € C%1(Q)
such that u®* — u uniformly in Q as k& — oco. Using well known arguments from the theory of
viscosity solutions one verifies that u is a solution of (2.4).

This is a classical approach that has been developed by Ishii [34]. O
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We now address the uniqueness problem for (2.4). From the example 1, it is clear that uniqueness
does not hold, for any choice of f. In addiction of condition (2.5) we introduce a request of
regularity on the discontinuities of f.

We assume that for every = € Q there exists ¢, > 0 and n, € S" ! so that for all y € Q, r > 0
and all d € S"! with |d — n.| < e, we have

fly+rd) = fly) <w(ly —=|+7) (2.15)

where w : [0,00) — [0, 00) is continuous, non decreasing and satisfies w(0) = 0.

A similar type of condition was used in [58] and [18]. However, condition (2.15) says that is
sufficient to estimate values of f for vectors whose difference is close to a given direction.

We can make an example.

Exzample 2. Suppose that a surface T' splits Q into two subdomains Qy and Qo, that f|o, €
Co'(), flo, € C%(Q2) and that

lim f(y) < lim f(y) forallzel. (2.16)
ye yeDs

We observe that if T is smooth, automatically condition (2.15) is verified. For Gamma non
smooth, a condition that assures (2.15) is the following.

For every x € T there exists a neighborhood U, and a cone C, such that y € U, N Q1 implies
that y + Cy C Q. Then (2.15) holds with n = n, given by the direction of the cone C,.

It is not difficult to verify that (2.15) implies

[y +rd) = fuly) <w(ly —z[+7) (2.17)

forally € Q,r>0and dc S" L, |d — ng| < €.

We now introduce a comparison result that come from the ideas contained in Soravia [54].

Theorem 2.2. Suppose that u € C(Q) is a subsolution of (2.4), v € C°(Q) is a supersolution
of (2.4) and that at least one of the function belongs to C%(Q). We suppose also that f verifies
conditions (2.5) and (2.15). So, if u < v on 9 then u < v in Q.

Proof. Let us assume that v € C%1(Q). Fix § € (0,1) and define uy(z) := fu(x). Next, choose
xo € Q such that

ug(zo) — v(2o) = max (ug(z) —v(z)) = (2.18)

and suppose, for absurd, that ;1 > 0. Upon replacing u,v by u + k, v 4+ k we may assume u > (
in €, so that ug < w in Q. In particular, ug < v on 02, which implies that zo € Q. Chose
€ = €z, and n = ng, € S"! according to (2.15) and define for A >0, L > 1

1 _
o(r,y) = up(r) —v(y) — LAz —y — XH\Q — |z —m]* (z,9) €QxQ (2.19)
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Choose (zy,yx) € Q x Q such that

QO(J,‘)\,y)\) = max fSO(xay) (220)
(z,y)€QXQ

Since xg € ) we also have xg — %n € Q for large \; using ¢(xx,yn) > ©(zo, o — %n) together
with (2.18) we infer

1 1
LAzy —yy — X”\Z + @y — 2o]* < ug(xr) — v(ya) — ug(xo) + vz — X")

= (ug(xy) —v(xr)) — (ug(z0) — v(20)) + v(xr) — v(Yr) — v(20) + V(20 — %n)

. 1 . 1 2
<1ip(e) (lox =l + 3 ) < tin(0) (Jon —3n = 501+ 3 )
This implies

1 C
LA|zy —yx — Xn|2 + oy — @of* < X

where C' depends on lip(v) and as consequence

T, Yn — Tg aAS A —» 00

N 1 < C <€ (2.21)
Ty —yYr— —n| < —

ATIA TR = VL 2+e

provided that L is large enough. Suppose that u — %@“ has a local maximum in x) with &(x) =
v(yx) + LAz —yx — 30l + |z — xo|%. Since u is subsolution, we may deduce from the relation

o(xx,yn) = p(z,yy) for z € Q that

2EA (e — 3 — 37) + 2o — 20)] < 0F (1)
for large A; similarly
2LA(r — 93— )| > 67u(3)
Combining the above inequalities, we obtain

(L=0)f"(yn) < 2|lzazol + 6 (f*(z2) = f(yr)) (2.22)
In order to apply (2.15) we write x) = yx + rrdy, where
1

1
Ty = X!n+wx|7 wy = Ax\ — Y — Xn)

Nt wy
N |7 4 wy| '
Recalling (2.21) we deduce

d

2
2|wy | < Tie

1—|’UJ>\|_1—2L+6_

[dx —n| <

and (2.17) therefore yields

f(@x) = fe(yn) = 5 (yn +7rady) — felyr) < w(lya — zol +72) (2.23)

If we send A — oo in (2.22) we finally obtain from (2.5), (2.23) and (2.21) that (1 — 8)m < 0.
That is a contradiction. Thus, vy < v in Q and sending § 1 gives the desired result. O
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2.3 A semilagrangian approximation

2.3.1 Semi-discretization in time

Following the approach of [25] we construct an approximation scheme for the equation (2.4).

We prefer to deal with a transformed problem, equivalent to the (2.4), obtained through the
Kruzkov’s transform. Said v(z) = 1 — e *(®) the problem (2.4) become

f(z)v Du(z)| = f(z) z€Q

to come back to the original function we can use the inverse transform, i.e. u(x) = In(1 —v(x)).
Let us to observe that for u(x) >0, 0 < v(x) < 1.

For reasons that will be clear in the follow, we write the previous equation in the equivalent way

(2.25)

We want to build a discrete approximation of (2.25). Let start using the equivalence |v(z)| =
max,ep(0,1)1@ - v(v)}. Let divide, moreover, and get

aesBu(I(il) {f(:r) : DU(:L‘)} =1—v(x). (2.26)

We observe that, in this formulation, it exists a clear interpretation of this equation as the value
function of an optimization problem of constant running cost and discount factor equal to one
and the modulus of the velocity of the dynamics equal to ﬁ

We discretize the left hand side term of (2.26) as a directional derivative obtaining

vp(r — ast) — vp(z
sup ){ A f(z)) A )} =1—vp(z). (2.27)

a€B(0,1 —h

Finally, we propose the following discretized problem:

vp(z) = H—Lh inf ) {vh(m—a%)}—l—lﬁ—h r €N

a€B(0,1
x—aﬁeﬁ
vp(z) =1 — e ¥ x € 00

(2.28)

where h is a positive real number.

We have to remark that for x € Q we have that always the set QNB(z, %) = {x - a% € ﬁ} #

(0, (see Figure 2.1). This is true because ) is an open set, so for all x € it exists a ball
B(z,r) € Q. Hence for every a such that |a| < r%* we have that z — a% €.
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. , h
Figure 2.1: The set QN B(x, m)

Now we want to show that for h — 0T, the solution of (2.28) converges to the viscosity solution
of (2.25).

To do this, we need a definition and three Lemmas contained in [3] that we recall.

Definition 2.2. For the functions uc : E - R, 0 < e < 1, E C R, the lower weak limit in E
as € — 0T at the point x € E is

u(xz) = liminf wu(y) :=supinf{uc(y):y € E,|Jx —y| < and 0 < e < §}
(y,e)%(m,OJr) 6>0

the upper weak limit is

u(z) = limsup wuc(y):=supsup{u(y):y € E, |z —y| <d and 0 <e<d}.
(y,€)—(z,01) 5>0

Lemma 2.1. The lower weak limit u is lower semicontinuous and the upper weak limit w s
upper Semicontinuous.

Lemma 2.2. Let u. € USC(E) (respectively LSC(E)) be locally uniformly bounded ¢ € C1(E),

:= B(xo,7) N E be closed, and assume xo € B is a strict mazimum (respectively minimum)
point for uw— ¢ (resp. uw— @) on B. Then there exists a sequence {x,} in B and €, — 0T such
that z,, is a maximum (resp. minimum) point for u., — ¢ on B and

limax, = xg, limue,(x,) =u(zo) (resp. u(zop)).

Lemma 2.3. Assume that the functions u. satisfy supg |ue| < Cx on every compactum K C
and

u=u=u onK

Then ue — u uniformly on K as e — 0%,
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Now we are ready to show the following theorem. We have to remark that, instead the continuous
case, the family of solutions uy are not Lipschitz continuous, moreover, they are not continuous
at all, in general. So we have to take a particular care on it.

Theorem 2.3. Let assume the Hypothesis of Theorem 2.2. We have that

sup |vp(x) — v(x)| = 0 with h — 0.
Q

Proof. Tt is immediate check that
sup |vp(x)] < 1.
Q

Let us define the functions v, v by

v(x) = liminf ou(y), v(x)= limsup wp(y).
( ) (y,h)—(z,0%) ( ) ( ) (y,h)—(z,01) ( )

By Lemma 2.1 v, U are, respectively, lower semicontinuous and upper semicontinuous, and satisfy
v<7Tin (2.29)

Let us assume temporarily that v is viscosity supersolution and v is viscosity subsolution of
(2.25). Then by the comparison principle, Theorem 2.2 we obtain

7<vin

Taking (2.29) into account, then ¥ = v. Therefore v := ¥ = v turns out to be a continuous
viscosity solution of (2.25) and also by Lemma 2.3

v, — v locally uniformly in Q as h — 0"

which proves the theorem.
Let us show then that v is a viscosity supersolution of (2.25).

Let 2 be a strict minimum point for v — ¢ in B = B(x1,7), ¢ € CY(RY). By Lemma 2.2 there
exists x,, € B and h,, — 0T such that

('Uhn - @Z))(xn) = H%n(vhn - Q;Z))’ Tn — L1, Uh, (xn) — Q(Scl)' (230)

Since vy, solves (2.28) we obtain

vp(xn) — vp (:Un — anf(h;n)> = hyp, (1 — vp(xy)) (2.31)
for some a,, = a,(x,). Using (2.30) we know that
un(wn) — v (xn - anf(]?n)> < (zn) = Y(an — anf(]Z;))
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so the equation (2.31) becomes

_h

for sufficient small h,,. Divide now by h,, > 0, take a subsequence ny, such that a,, — a € B(0,1)
and let k — 400 to obtain

Y(zn) — P(Tn — an ) 2 hy (1= vp(2n))

a

m : Di/)@l) >1 —Q(xl),

and so
a-Dip(x1) = f(21) (1 —w(z1)) > fulz1) (L —2v(21)),
This implies that v is a viscosity supersolution of (2.25).
Now let 2 be a strict maximum point for 7 — on B := B(xg,7). By Lemma (2.2) again, there
exist =, € B, h, — 01, such that

(vh,, — V) (zp) = mEax(vhn —), Xy — zo, U, () — V(z0). (2.32)

From this we obtain
hn I
Vp(xp) —Op | Tp — n—— | > V(Tp —w(xn—an>
()= (o~ ) 2 0o Fan)
and again

P(n) = (x o ) < B (1= )

N

Divide now by h,, > 0, take a subsequence ny, such that a,, — a € B(0,1) and let k — +o0

a- Dy(xo) < f(xo) (1 —v(x0)) = f*(w0) (1 —(z0)),

This shows that 7 is a subsolution. O

We have seen that supg, |vp, —v| — 0 as h — 0. The next result shows that rate of convergence
can be estimated under a condition on discontinuities a bit stronger than (2.15).

We assume that there exist n > 0 and K > 0 such that for all x € €) there is a direction
n=n, € S ! with
fly+rd) = fly) < Kr (2.33)

forally € Q,de S" 1 r>0with |y —z| <n, |d —n| <nand y+rd € Q.

Theorem 2.4. Let assume the Hypothesis of Theorem 2.2 and moreover (2.33).

We have that
sup [op(2) — v(z)| < CVh  for all h >0
Q

for some constant C' > 0 independent from h.
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Proof. If x € 02 the assumption is trivially verified because of Dirichlet boudary conditions.

Let z € Q. Consider for € > 0 the auxiliary function

e =yl

U(a,y) = 0(@) — vly) -

where v, := (vp,)+ It is not hard to check that the boundness of v, v, and the upper semicontinuity
of v, implies the existence of some (Z,7) (depending on €) such that

V(@,y) = ¢(z,y) forallz,ye
We suppose, at now, that dist(y, o) > % Different cases will be discussed later.

The inequality ¥ (7, 7) > 1(0,0) immediately gives
——~ < Be (2.34)

with B = 2(supq |v(z)| + supq |v«(2)|). Now use ¥(Z,7) > 1(y,7) to get, on the account of the
Lipschitz continuity of v(z)

< v(@) — () < Blz -7 (2.35)

By (2.34) we have that [T — 7| < v/2eB < 1 for a small e. Hence (2.35) leads to the estimate
|z — 7| < Be.
By equation (2.28) we have

v, (x _ af(h:c)> — vo() + hva(z) — (2.36)

for some @ = @(y). This equation is valid also if dist(x0€) < % because, as we explained in a

previous part a € {B(O7 1)|x — a% € ﬁ} On the other hand since

—p
r—
v — (o) — fun(7) + 2]

has a maximum at 7, from (2.25) we obtain

T—y * (= * [ —

T < @) - ) (2:37)
and then o

o(@) <1- 2=V (2.38)
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The inequality ¥ (Z,y) > (T, 7 — E%) gives

I L N e R 1
v (9) 5 «(y—a f(y)) 5
w0 e _\x—y\z I h o ah ah a-(r—y)
e 2 UG T [2ef<y) ¢ }
and then ; h h z 7]
S _ r—y
w5505 >0~ 75 g
and substituting the left hand side term with (2.36)
b E-g
w21 |+
Now, add this to (2.37)
. |z — 7| 11 h
@i < (75 ) o
_E-yl (@) - @) h Tyl (@) - +©) h
e ( f@) () ) Tpm S ( m? ) T 2e2G)

We have now, give an estimate of f*(Z) — f«(7). We use the assumption (2.33) with n = 2\/e.
To do this, let us write T = § + red. with

n + We

. Te = €|n+ we|, we

r
:z@f—y)

- In + we|’

We remind that [T — 7| < € we have that

;(m—y)\ < Keln| + Vee = (K +ve) < Ke  (2.39)

which estimation holds true because of

1@ = fi(y) < Kre = Keln +

2| — 7| 2e 2/€
— < < < 24/€. 2.40
T u] ~ Ve-To—7] = Ve—e S T—ye S 2V (2.40)

Finally, choosing € = v/h we obtain
v(Z) — v.(7) < CVh
For C suitable positive constants. Then the inequality ¥ (Z,7) > ¢ (z, z) yields

v(x) —vp(x) < v(z) —ve(z) <v(T) —ve(y) < Ch (2.41)



2.3. A SEMILAGRANGIAN APPROXIMATION 35

for all z € Q. To prove the inequality vy, (z) —v(x) < Ch it is enough to interchange the roles of
v and vy on the auxiliary function . We take

|z —y|?

plz,y) = v(x) — o7 (y) + —

where v* := (vp)* For the boundness of v, v* and the lower semicontinuity of ¢, we know that
exists a (Z,y) (depending on €) such that

o(Z,7) < p(x,y) foral z,y € Q
we can make again all the argument, changing the side of the disequations. We obtain
v(z) —vp(x) > v(r) — v (x) > v(T) —v(y) > —Ch (2.42)
for all z € Q.
Results (2.41) and (2.42) give, together the thesis.

2.3.2 Fully discrete scheme

In this section we introduce a FEM like discretization of (2.28) yielding a fully discrete scheme.

Let us assume that Q = II?" ; (a;, b;) and that the grind size Az > 0 is chosen in such a way that
b; — a; = N;Ax for some N; € N, i =1,....,n. We then define

Qag = ZZI NQ, 0Nagz = sz noxY, ﬁAx = Qaz UO0QAL

where ZR ., = {zq = (a1 + Azaq, ...an + Azay)|ay € Z,i =1,...,n}.
We look for a solution of

{ W(za) = 1_%}1 min I[W](zq — af(ga)) + H—Lh ZTo € Qaz

a€B(0,1)

(2.43)
W(zy)=1-— e ¢(a) ZTa € 0NAL

where I[W](z) is a linear interpolation of W on the point z, in the space of piecewise linear

functions on €2
WAT = {w: Q- Rjwe C(Q) and Dw(z) = ¢, for any = € (Ta, Tat1)} -

Remark 2.1. The existence of (at last) one control a* giving the minimum in (2.43) is not so
simple in this case from the fact that the set B = { xq — a%} is not compact. We can bypass

this difficulty considering the minimum on the closure of the set B. Note also that the search
of a global minimum over B is not an easy task. Let us underline that when A (in this case
B(0,1) = A) is finite (e.g. A={aq,...,a,), the minimum can be obtained by direct comparison
at each node. So one simple way to solve the problem is to replace A by a finite set of controls
constructing a mesh over A. In this case we can prove (as in [3]) that the optimal controls are
bang-bang, so a careful discretization (essentially only of the boundary of A) can give accurate
results.
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The above scheme was examined for continuous f in some works like [3], [25].

Theorem 2.5. Let xo — ha € §, for every o € Qag, for any a € B(0,1), so there exists a
unique solution W of (2.43) in WH®

Proof. By our assumption, starting from any z, € Qa, we will reach points which still belong
to Q. So, for every w € WA? we have

L

w(za —a )= Z)‘aj(a)w(xj)
f(xog) j=1
where A\,j(a) are the coefficients of the convex combination representing the point z, —a (Za),
and L the number of nodes of Qa,, i.e.
L L
Ta —a = ajla)z; (2.44)
Flea) ~ &
now we observe
0< Aj(a) <1 and Y Agj(a) =1 for any a € B(0,1) (2.45)

Then (2.43) is equivalent to the following fixed point problem in finite dimension
W =T(W)
where the map T : RY — R” is defined componentwise as

1 h
TW))g = | —— AMa)W + —— 1,...L
(T(W)) T 7 aciiny A Tivn), €
Wy = W(z,) and A(a) is the L x L matrix of the coefficients \,; satisfying (2.44), (2.45) for
a,j€l, ..., L.

T is a contraction mapping. In fact, let @ be a control giving the minimum in 7'(V'),, we have

1 _
TW) = T(V)], < 15 D@ - V)],

1
<
< T max|Aag (a)l[[W - VHoo_l W =Vlloo

Switching the role of W and V' we can conclude that

[7(W) =TV W=Vl

°°_1—|—h



2.3. A SEMILAGRANGIAN APPROXIMATION 37

The solution of (2.43) has the following crucial proprieties:

e Consistency. From (2.43) we obtain

W(xa) — ;Laelgzgl) {—W(:L‘a) + I (20 — af(Za))} _
We can see the term on the minimum as a first order approximation of the directional
derivative
- aeré}%&l) {—=a-DW} +o(h)=1—-W(x,)
using max(-) = — min(—-) we find the consistency, that is of order o(h + Ax).

o Convergence and monotonicity. Since T is a contraction mapping in R, the sequence
W"=TWn" ),
will converge to W, for any Z € RY. Moreover, the following estimate holds true:

n 1 "
W7 =Wl < (15 ) 170 = Wil

We suppose W"(z,) < V*(z4) for every (z,) € Q. We have that W"(z,) < V' i(z,)
from

W (2q) — V' (24) =

1 . h h
T aciin [V —age )+
. h h
T T 5 eciit WVl(@a —agms) = 90 =
1 . h . h
T (agﬁéa{l) W)@a —agr—) = min, 1V](za = af(xaﬂ) :

W(I‘ﬁ) - V(Jjﬁ) <0

We want now, to give an error bound between the solution of the semi discretized problem wy,
and the solution of the fully discrete one W, in order to give a estimate for the approximation
error in the Lo (€2) norm.

Theorem 2.6. Let v, and W be the solutions of (2.28) and (2.43). We have

A
lon — Wlleo < C(1+ h)Tx (2.46)

said C' a positive constant.
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Proof. For any x € {2 we can write

[on(x) = W (@) <1 Aj(on(@) —vnz;)| +1)_ Ajonlay) — W(zj)]
j j

where the \; are the coefficients of a convex combination. By the equations, we have

1
1+h

L h)} < L

7(y) fa))] = 1+n

Now, we have to show the Lipschitz continuity of v, we can use the classical techniques pre-
sented, for example, in [3]. We briefly sketch the idea.

oney) — Wiay) < hm+a ) W(e; +a lon — W]l

We introduce a notion of distance L(z,y) as in the proof of Theorem (2.1)

1
Le)i=int { [ 7O Oldt 58 5 € W9 (0,1:9) with 2(0) =7(1) =y | (247
we know that for a small € > 0

vp(w) < vn(y) + L(z,y) + €

and in the same time
op(y) < wvp(z) + Ly, @) + €

afterwards
lun(2) — vn(y)| < L(z,y) + e <mlz —y| + €

for € — 0 we have the Lipshitz continuity of v;. Now we can say that
lop(x) — v ()| < CAw.
Coupling the results
lon = Wik < T llon = Wllao + CAz.

we conclude L+
o = Wil < —-2(CA)

2.4 Tests

In this section we present some results of numerical calculations for (2.1). As the first test
example, let Q= (—1,1) x (0,2) and f: 2 — R be defined by

1 x1 <0,
f(xl,xg) = 3/4 T = 0 (2.48)
1/2 1 >0



2.4. TESTS

It is not difficult to see that f satisfies (2.15). Furthermore, let ¢ := 0 on 09.

In figure 2.3 are presented the results on our approximation.

In our second example we consider 2 = (—1,1), » = 0 and

2, (r1—3)+a3<g
flay,wa) =< 3, (21— §)*+23 <4
1, otherwsise.

and 29 > 21 — &

29

and x2<x1—%,

39

Note that in this case, discontinuities of f occur both along curved lines and along a straight line
witch is not aligned with the grind. Furthermore, the three regions, in which f takes different
values, meet at the triple points (3/4,1/4), (1/4,—1/4). It is not difficult to check that f satisfies
(2.15). The results are displayed in figure 2.3.

For our next test, we take the same situation than in the first test. Let 2 := (—1,1) x (0,2) and
f:Q — R defined like in (2.48). We can verify that the function

u(xy, x2) =

T2

1
§I‘2,

V3

€2,

1
T+ 522,

$120a

1
1 < —%.%2.

L
V3

zo < w1 <0,

if a viscosity solution of | Du| = f(z) in the sense of our definition. Furthermore, let be ¢ := ugq.
We show in the table 2.4 and in figure 2.4 our results.

[ Az=h LI loo [ Ord(Leo) [ (11l | Ord(Ly) |
0.1 1.7346 0.0811
0.05 0.8039 | 1.1095 | 0.0326 | 1.3148
0.025 0.5359 | 0.5851 | 0.0183 | 0.8330
0.0125 0.3055 | 0.8108 | 0.0079 | 1.2119
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Figure 2.2: Testl.
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Chapter 3

HJ with discontinuous data

3.1 Well-posedness

We remind some theoretical elements of the control problem associated to this kind of equations.
We consider the following dynamical system

(1) = bly(®),a(t),
{7 " (3.1)

where b : RY x4 — RY is a continuous function and A is a compact subset of a metric space.
The control function is taken in A, the set of the measurable functions a(-) : R* — A. We study
the optimal control problem of the previous dynamic with respect to the running cost

¢
Tewa) = [ e [a(un(s). a(9) + Flu(s))] ds. (32)
Moreover, we require the following regularity hypothesis

_ < _ N
{ |b($, a) b(y7a’)| — L“T y‘? ‘/'E)y e R 70’ 6 A (33)

lg(x,a) —g(y,a)| < Lrlz —y|, |z|,|yl < R,ac A

where L,Lg are positive constants. It follows that, for a given a € A e x € R, there is an unique
global solution of (3.1) which we call, for simplicity, y.(¢;a) = y(-).

We introduce, at now, the concept of viscosity solution in the discontinuous case. This definition
use the concept of semicontinuous envelope and was introduced by Ishii in [33].

We denote the Hamiltonian

H(z,p) = zgg{—b(w, a)-p—g(z,a)} (3.4)

Let Q be a subset of RY. Let us consider the following Hamilton-Jacobi equation

Mu(z) + H(z, Du(x)) = f(z), z€Q (3.5)

43
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here and in the continuation A > 0 and f : Q@ — RU{+400, —o0} is a Borel measurable function.

Later we will need of the notion of upper and lower semicontinuous envelope of a function
v:Q — RU{+00,—o0}. They are, respectively,

v (z) = lim sup v(y), yeEN (3.6)
r=0F Jy—a|<r
ve(z) = lim inf o(y), ye. (3.7)

r—=0t |y—z|<r

Viscosity solutions of the Hamilton-Jacobi equation (3.5) with discontinuous and extended real-
valued coefficients are defined as follows. Note that solutions are defined in two different ways.
The definitions are not equivalent in the general case, this will play a role, according to the
regularity of the problem.

Definition 3.1. o A lower semicontinuous function U : @ — RU{+o0} (resp. upper semi-
continuous V : @ — RU{—o0}) is a viscosity super- (resp. sub-) solution of (3.5) if for
all ¢ € CYHQ) and x € dom(U) a local minimum point of (U — @), (resp. x € dom(V) a
local mazimum point of (V — ¢)), we have

AU(z) + H(z, Dp(x)) = fu(z),  (AU(x) + H(z, Dp(z)) < f*(2)) (3.8)

e A lower semicontinuous function U : @ — RU{+o0} is a lower semicontinuous subsolution
(Isc-subsolution for short) of (3.5) if it is a viscosity supersolution of

— \U(x) - H(x, Dg(x)) = —f.(a). (3.9)

o A locally bounded function U is a (standard) viscosity solution of (3.5) if Uy is a superso-
lution and U* is a subsolution.

o A lower semicontinuous function U is a lsc-solution (or a bilateral supersolution following
[3]) if it is a supersolution and a lsc-subsolution of (3.5).

The concept of Isc solution was introduced by Barron and Jensen [6] and is different from the
standard one of Crandall-Lions’ viscosity solution (when applied to discontinuous solutions with
the Ishii’s generalization). It is a crucial notion, however, when dealing with boundary value
problem in order to characterize a unique solution without local controllability assumptions on
f at the boundary, even when g is continuous, see [53].

We define the exit time of the trajectories of (3.1) from the open set @ c RV

Ty = Tp(a) := inf{t > 0|y (t;a) ¢ Q} (< +00). (3.10)

The main goal contained on various articles by Soravia (see [54]) is to show that viscosity super
and sub-solutions of (3.5) can be characterized by implicit representation formulas that use the
data of the Hamiltonian along the solutions of (3.1). This idea can be viewed as a weak for of the
method of characteristics. These representation formulas are called optimality principles. Value
functions of optimal control problems satisfy optimality principles basically by the dynamical
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programming principle. The main fact is that the assumption on the data do not guarantee a
comparison principle for the differential equation (3.5).

Let’s remind the definition of optimality principles.

Definition 3.2. We say that u satisfies the upper optimality principle in Q with respect to the
optimal control problem for system (3.1), set of admissible controls A and running cost g+ f if

)= 1 s { e g0, a0) 4 L] s ute0) ) Ba)

for all x € .
We say that u satisfies the lower optimality principle in Q if

u() = inf inf [{ e ltato)ats)) + £ (a(s]ds + e”u<yx<t>>} (3.12)

ac€Atelo,o

for all x € .

Let’s see, now, the link between optimality principles and viscosity solutions:
Proposition 3.1. Assuming (3.3), we have:

1. Let f : Q — RU{+4o00} be bounded from below and let U be a lower semicontinuous viscosity
supersolution of (3.5), bounded from below. Then U satisfies (3.11).

2. Let f:Q — RU{—00} be locally bounded from above. Let U be either an upper semicon-
tinuous viscosity subsolution or an lsc-subsolution of (3.5). Then U satisfies (3.12). (3.5).
Then U satisfies (3.12).

3.1.1 The boundary value problem

At now, we consider the boundary value problem

{ Mu(z) + H(x, Du(z)) = f(z), x€Q

u(z) =1p(z), =€ (3.13)

where possibly Q = RY. Of course, if @ = R" then the boundary condition disappears, otherwise
the boundary value is always supposed to be compatible with respect to the data in (3.13). This
means that the boundary condition is obtained by restricting on 9§ a function ¢ : RY — R
which is lower semicontinuous and satisfies

a€At>0

$(z) = inf inf { [ e latus(s)ao) + 1) ds + ewyx(t))} (3.14)

for all z € RY. Equivalently, we can ask that v is a viscosity supersolution of

= Mp(z) — H(z, Dip(z)) = —ful2). (3.15)
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In the case © = RY the meaning of viscosity super and subsolution of (3.13) of course is as in
Definition (3.1), otherwise we define next what super and subsolutions of the boundary value
problem are, with respect to a compatible boundary data . Again we give two definitions
of solutions according to how we prescribe the boundary condition to be attained, whether

pointwise or in a generalized sense.

Definition 3.3. o A supersolution of (3.13) is a lower semicontinuous function u which is

a viscosity supersolution of the pde in (3.18) and such that u > 1 on ).

e Subsolutions are upper semicontinuous functions and are defined correspondingly.

o A Isc subsolution of (3.13) is a lower semicontinuous function which is a viscosity super-

solution of
—\u(z) — H(z, Du(z)) > —f*(z), zeRY

and such that v =1 in RV \Q.

e A viscosity solution of (3.13) is a function u : Q — R that is viscosity solution of the pde

in (3.13) and continuously attains the Dirichlet boundary condition.

o A lsc solution (or bilateral supersolution) of the boundary value problem (3.13) is a lower
semicontinuous function u : Q — R that is viscosity solution of the pde in (3.13) and

continuously attains the Dirichlet boundary condition.

We proceed by discussing the existence of maximal subsolutions and minimal supersolutions of
(3.13). To this end we introduce the two following value functions of optimal control problems

corresponding to the boundary value problem (3.13). They are respectively

Tz (a)
Vin(z) = inf /0 e M (g(ya (1), alt) + fe(y(1))dt + Xtje< o0} (Ta(@))e D (yp (72 (a)))

acA

(3.16)

7z (a)
Var(z) = inf /O e M (g2 (1), alt)) + ¥ (y(0))dt + Xgrje< o0} (T (@))€ (ys(72(a))).

acA

We can note that:

o Viu(z) < Vy(x)
e (Vin)«, (Var)« are lsc-solutions

e V.., Vs are viscosity solutions, if they are bounded and continuous on 0f2.

The following weak comparison results holds, a consequence of the optimality principles.

(3.17)
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Proposition 3.2. e Suppose that g is bounded from below and let U : Q — RU{+o0} be a
viscosity supersolution, bounded from below of (3.13). We require that U is nonnegative if

A=0. Then

U(z) > Vip(z) Yo el (3.18)
Thus V,y, is lower semicontinuous and the minimal viscosity supersolution of (3.13) bounded
from below.

o Suppose that g is locally bounded from above, and let U be an upper semicontinuous viscosity
subsolution, or a lower semicontinuous lsc-subsolution of (3.13), respectively. We also
assume that U is bounded from above if A > 0 (or that g(x,a) > 0, f(z) >c>0if AX=0).
Then

U(x) < Vy(z) Vee (3.19)

Thus, if (Var)* is finite, bounded from above if X\ > 0, and (Var)* < ¢ on 02, then it is the
mazximal viscosity subsolution of (3.13). Moreover, (Vir)« is the maximal lsc-subsolution.
The following statement is now straightforward.

Corollary 3.1. Let assume the hypothesis of the proposition 3.2,

e if U is a viscosity solution of (3.13) that continuously attains the boundary data 1 on O
then Vi, < U, < U < U* < Vi in Q. In particular, if at © € Q we have V,,(x) = Vis(x),
then U is continuous at x.

e IfU is lsc-solution of the boundary problem (3.13) then Vi, < U < (Vis)s.

The previous results explain the roles of the definitions of viscosity solution and Isc-solution, and
give explicit representation formulas for the minimal supersolution and maximal subsolution as
value functions of optimal control problems related to the pde that we want to solve.

At now, therefore, the question of uniqueness for (3.13) is reduced to a mere control theoretic
question: is it true that V,,, and Vj; are both finite, satisfy the prescribed boundness and sign
conditions, and that V;,, = Vi (o for lsc-solutions V,,, = (Vas)«)?

It is clear that this is not always true, in particular uniqueness turns out to be hopeless if the
discontinuity set of f has nonempty interior. However, we will obtain a necessary and sufficient
condition for the unique solution.

Let us consider a point = € € and a sequence x,, — x and (ay)nen such that

Tan (an)

lim e_)\t(g(yzn (), an(t)) + fe(Ya, (t)))dt+

n—-+0o00 0
Xtft<toc} (Tan (@n))e 0 0y, (74, (an))) = Vin(z)  (3.20)

in this case a necessary and sufficient condition for the uniqueness of Isc-solution is the following;:

Tan (an)

lim e (FeWa, (1)) = [ (y, (1)dt (3.21)

n—+oo Jq
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So, we state:

Theorem 3.1. Let assume the hypothesis of the proposition 3.2, and let V,,(x) be finite. We
have that Vi, (x) = (Var)«(x) if and only if (3.21) holds. Therefore a lsc-solution (bilateral
solution) is unique if and only if (3.21) holds for all x € .

Condition (3.21) can be made slightly more readable. In fact if we suppose a € A is an optimal
control for Vp,(x) and fi(y.(-,a)) = f*(y(:,a)) almost everywhere, then (3.21) holds.

Let end discussing an explicit result of uniqueness We have to add some hypothesis, considering
a simpler, less general case. Let consider a class of Hamiltonians, where A > 0, the vector fields
is simply b(z,a) = a, h > 0 is continuous, bounded and satisfies (3.3). Suppose, further, that
the set of controls A is convex, compact and that contains a ball RY > A 5 B,(0) for a r > 0.
Moreover, we also restrict ourselves to special discontinuities of f. We will consider an open
subset with nonempty boundary Q@ ¢ RV, N > 2, and suppose that

m
0=Jo (3.22)
=1

where each €2; is an open, connected domain with Lipschitz boundary, {; N Q; = 9Q; N 99
if i # j, and each x € € belongs to at most two subdomains €2;. We will suppose that the
discontinuous coefficient f : Q — [¢, 400, ¢ > 0, is lower semicontinuous and locally bounded
from above. Moreover, we suppose that it is continuous in each £;, that near the boundary of
the subdomain f assumes a constant value f; and that, for z € 9€;,

f(z) = ( Ql\l%;r;i f) (3.23)

where K = (J; 0.

Theorem 3.2. In the assumptions above, the boundary value problem (3.13) has a unique
(standard and lsc) viscosity solution.

3.2 Numerical Approximation

We want, in this section, to build some numerical approximations for the results of the previous
section, in particular we want to make some approximation schemes for the minimal super-
solution (3.16) and the maximal subsolution (3.17). Obviously, on the cases where there is
uniqueness we will have a coincidence of these two approximations, respectively a.e. coincidence
on the uniqueness case of Isc-solution, and punctual coincidence on the case of viscosity solution.

Let introduce a result that we will use in the following.

Proposition 3.3. We call f : [a,b] — [-M, M] a function lower semicontinuous with a finite
number {z;}, j = 1,...,m of isolated points of discontinuity, in the rest of the domain C*. Taking
a Ax > 0 we call A; the i-interval of an uniform discretization of [a,b] (i.e. Ay = [a,a + Ax],
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Ay =la+h,a+2h] ... Aj=la+iAzx,a+ (i+1)Az]), and f; = fi(a+iA). We have that, for
C > 0, the following estimation holds:

n b
1> fii— [ boyda] < OAs (3.20)
i=0 a

hence, we have that | fi Ai — f: b(z)dx| arz0y.

Proof. We make a discretization of the interval [a,b] with a constant step Az. Hence, xg =
a,r1 = a + Azx,x2 = a + 2Ax, ...z, = b. Now, considering a family of intervals A; = [z;, xiy1)
the m points of discontinuity will fall, at the most, on m intervals A;. We divide these intervals
on the collection B; = [z, 2i41], j = 0.n — m — 1 where the function f is regular (i.e. said
B = U;Bj, f € C*(B)) and Cj = (x,%;+1), j = 0..m — 1 where we have some discontinuities,
we call I' = cup;C;. At now, we have, for the triangle inequality, that

n b n—m m
i = i iCi — ,
Izz;f /af(x)d:cy<|;f3 /Bf(x)der]iZ;fC’ /Ff(a:)dx] (3.25)

it is well known that there exist some prior estimations for the quadrature formulas on regular
functions. In this case, taken an interval [, 8] such that f(z) € C!([a, 8]) we know that the
mean value theorem hold, it means that

(@ —a)f'(ya) = f(2) = f(a) (3.26)

for some y, € [a,x]. If we integrate on x from « to 5 both the terms and we take the absolute
value, we obtain

B B
/ f(x)dz — (8 — a) f(a) / (z — 0) f' ()

We can, moreover, estimate the term on the right hand side of the identity, taking the absolute
value of the term and replacing f’ with a upperbound. That is
(B —a)?

=2 s 17)) (3.28)
z€[a,f]

(3.27)

B
/ f(@)dz — (8 - ) f(a)

We can use this estimation on the intervals composing B, or rather if for all B; (3.28) holds,
and remind that m(B;) = Az

— ' (Az)? Az
> sBi [ S <3 S sw @) < mB T swlf @ (329)
i=0 B i=0 v€B; eeb
Where m(B) is the measure of the set B (m(B) < |b — a|). Focus, now, on the integration
domain I'. For this, we make the worst estimation that is possible, i.e., for the boundness of f,

S hCi- / F(@)do] < S 2MAz < 2MmAz (3.30)
i=0 r i=0

We can conclude obtaining the equation (3.24) placing C' = @ supyep |f/(z)| + 2Mm. We

note that sup,cp |f/(z)| is bounded for Weierstrass’ theorem (f € C! on a compact set). O
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We want to give an approximation of V,,.

We have to add some hypotesis on the discontinuous function f. We suppose

o |f(z)| < M for some M > 0.
e we can find a partition of Q = |J; Q; with (), Q; = 0, such that f € COL ().

We proceed to a semidiscretization on the time variable on the dynamics associated to the
optimization problem. We define h > 0 the discretization step and we call, in the usual way,
tj = j-h with j = N, we call furthermore, o = {a; = a(t;) € A,j € N} e y; = y(t;). Obviously
a; € A for any j € N. Therefore the dynamic, discretized, will be:

Yo=2

we also link to this dynamic a cost functional, a discretization of the optimization problem of
which V,,, is the value function

J(@,0) =h> e gy, a5) + fuly;)] + e M p(y) (3.32)
=0

where (n+ 1) =inf{i e N:y; ¢ Q} and 7, = (n + 1)h.

Therefore the approximation of the value function of this problem, that is a discretization of
Vin(x) will be

n+1

Vo) = o (5) bma) + 2w+ (1555) wom) 63

where {y;;7 € {0,1,...,n+ 1}} is a discretization of the trajectory that follow (3.31).
Proposition 3.4. We have that

| Vi(z) = Vin(z)||1 < Ch (3.34)

Proof. Let fix a z € , and chose a control @ that minimize V,,(x),

Vi(z) = Vin(z) =

n 7 T
hian( L ) f*(yj)+e*h(”“)so(ynﬂ)—ggﬁl/o e M fu(ye(t) + e N p(yu (1)) dt

ac A 14+ A
J Ta
<h), (1 Jrl)\h> Fwi) _/0 )

j=0
y j g 4
<h > <1+1)\h> f*(yj)_/o <1+1>\h> Folye(8))dt + o(h)
< Ch+o(h) <C'h (3.35)
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where [%] is the nearest lower integer to % and C, C' are positive constants.

We can make the same exchanging the role of the terms. We obtain
|[Vi(x) — Vip(2)] < Ch (3.36)

for a C' > 0 independent from h. Finally, using this relation for every point of {2
/ Vi () — Vin(@)|dz < Chm(9) (3.37)
Q

where m(QQ) is the measure (finite) of the set €. O

3.3 Fully Discrete Scheme

We consider a uniform discretization of the set Qa, := Q N Z" Az. We introduce also the
application

T(U)(za) = mf {U(xo + hb(xaya0))} + hfc(xa) (3.38)

1
1+ Aha
and the space of piecewise linear functions

Was = {w: Q= Rlw € C(Q) and Dw(z) = ¢, for any © € (z4,a0+41) } (3.39)
This application 7' is a contraction on the space of the bounded functions with the uniform
norm. We mean
Proposition 3.5. Let x4 — hb(Ta,as) € Q for every x4 € Qag, for any a € A, so there exists

a unique solution W of (3.38) in Way.

Proof. By our assumption, starting from any x, € Qa, we will reach points which still belong
to €. So, for every w € WA we have

L
w(zq — ab(zq, aq)) Z)\
7j=1

where A\, (a) are the coefficients of the convex combination representing the point x4 —ab(zq, aq),
and L the number of nodes of Qa,, i.e.

L

To — ab(xo,a0) = Z Aaj(a)z; (3.40)
j=1

now we observe

0 < Agjla) <1 and Z)\aj(a) =1 for any a € B(0,1) (3.41)
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We can rewrite (3.38) as the following fixed point problem in finite dimension
W =5(W)

where the map S : R — R” is defined componentwise as

(S(W))g 1= |— min A@W +hf(ea)| @€l

1+ Ah aeB(0,1)

[0}

Wy = W(z,) and A(a) is the L x L matrix of the coefficients A,; satisfying (3.40), (3.41) for
a,j€1,..., L.

S is a contraction mapping for A > 0. In fact, let @ be a control giving the minimum in S(V),,
we have

1
_ < T _
SOV) = SV, < 1 M@ = V)],
1 1
< . W — < W —
Switching the role of W and V' we can conclude that
1
_ < _
IS(7) = SVl < 157 IW = VL.
O

We want show now, that the restriction of Vh|§M C Wa. is equal to W, fixed point of the
application T.

Proposition 3.6. The function

W) :_{hmfaeAzj:o () l9wia) + £ + () Ylns)s if o € Qas

Yo + (1 - ’Y)xa—i—l ifx ¢ Qagz and z € [xaaxa-‘rl]

|
(3.42)

is the unique fixed point of the application T .

Proof. We substitute on (3.38) the function (3.42) on a point x, € Qa,.

We call yg := x4,

n 1 ]
Y (1 n Ah) Fely) + e M (y,10)

Jj=0

h n—1 1 j
- 1+)\hz<1+)\h> Felygen) + hfulyo) + eV () (3.43)
7=0
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we make the substitution 7 = j + 1 on the right hand term, getting

n

1y i 1\
jz_; <1+)\h> Y o ; <1+/\h> Y %o

so we have shown the assumption.
We have now to show that W € Wa,, is sufficiently near to Vj(x).
Proof. We start considering the following
Q)
/ W () — Vi (a)|dz < mT(ZE:BamaX/ W (25) — Vi (ag)|da

where eg is a finite element of the lattex Qa, and x5 € eg.

93

(3.44)

(3.45)

We have that zg ¢ Qaz, otherwise we have |W(xg) — Vj,(2g)] = 0. So x5 ¢ Qa,. To fix our

ideas we restrict ourselves in dimension 1.

We impose 3o = Tq, Yo = To + 1 and §o = x5 with 2, < 23 < £o41. We have

n

W () = V()| = hvgggZ; (HM) Fo(@)

J=

f . f (4
(L= )h jnf 0<1+)\h) Jo(53) = h inf, ,_0<1+)\h> 1(35)

=

n 1 i B - .
<h|S (1) 06 + 0= DA@) - 1.6

<h ( ! )\@ﬂ@»+u—wuuw»—ﬂ@m
0

7=0

So, coming back to the (3.45) we have

W@ = Viaids = °5

1 J
<
Ah) 2m < Ch

Finally, we can prove that

W () = Vi (@)1 < [[W(2) = Vi(@)l| L1 + [[Va(2) = Vin(@)l| 21 < Ch

hz <1+1Ah> 2m. (3.46)

(3.47)

(3.48)



54 CHAPTER 3. HJ WITH DISCONTINUOUS DATA

08¢

[IR=R 3

(I
A w=h=0.05

06+

05+

04F

03r

02r

lzc-soluzione
o1rf #  ¥mapprox
2 WM approx

04

Figure 3.1: Esempio 1.

3.4 Examples and Tests

Example 1

We want to solve the following equation on the interval [—1, 1]

u+ |ou'| = f(x) (3.49)
with
f(z) == { (1) i;g (3.50)

hence we have, for the symbology that we have chosen, that A = 1, b(x,a) = —ax and g(x,a) = 0.
The solutions of the dynamic, in this case are very simple, that is they are y(t) = ze~%.

Let explicitly calculate the functions V;,, and Vj;. We have

T2 (a) In—z~1 _ <
Vm(‘r) = inf / e_tf*(y(t,a))dt = qnx’l O " Inz~! t= "
a€A Jo 0 etdt = [—e7"], =1l-2z x>0
(3.51)

It’s simple showing, in fact, with the same reckoning, that V,(z) = V() for x € Q\ {0}. The
functions will diverge only in = 0 where V;,,(0) = 0 # 1 = Vj4(0), it’s sufficient to think that
Vi is Ls.c. and V) is u.s.c.
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Figure 3.2: Example 2. ¢ = 2.

Therefore, in this case we have not the uniqueness for viscosity solutions, instead

0 <0

1—z z >0 (3.52)

Vin(z) = (Var)a(z) = {

it is our unique Isc-solution.

We want to verify if the numerical approximation introduced in the previous section, converges
to the right solution. Let make a test obtaining the results contained in Figure 3.1 and in Table
3.4, where it is reported experimental errors of the approximation of V,,.

|| Vinapproxr Az = h || I 1loo | Ord(Lso) | [l 11 | Ord(L"') ||
0.4 0.5302 0.1827
0.2 0.9960 | -0.9096 0.1729 | 0.0795
0.1 0.9935 0.0036 0.1166 | 0.5684
0.05 0.9885 0.0073 0.0765 | 0.6080
0.025 0.9785 0.0147 0.0495 | 0.6280
0.0125 0.9585 0.0298 0.0349 | 0.5042

Example 2

Let consider, now, the equation on [—o0, +o0]

u+ || = f(x) (3.53)
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con
0 =<0

flx):==X —c =0 (3.54)
1 z>0

so A = 1, b(z,a) = —a and g(z,a) = 0. In this case the solutions of the dynamics are:

y(t) = —at + z. Let find explicitly, also in this case, the functions V;, and Vjs. Let note that
fx = f while f* diverges from g only in = 0 where f*(0) = 1. We have

—+o00 T —+o00 — T —t18 __
Vin(z) = inf eftf*(y(t a))dt = fo 0 dt+ for —cetdt = limg_, 4 oo [ce t]x = —ce® <0
acA J ’ Joetdt+ [T —ceTtdt =1 —e*(1+¢) x>0
(3.55)
while for what concern Vj,
too J30 dt=0 z <0
_ —t px — 0
Vi (z) = felﬁx/o eyt a))dt = { JTetdt+ [0 etdt=1—e" 23>0 (3.56)

Hence, in this case, we have no uniqueness of solutions. Viscosity solutions or Isc-solutions are
contained between V;,, and Vjs. That is, called U a solution V,,,(x) < U < Vi (z).

Also in this case, we make a numerical test performing the scheme for V,,, and Vjs. The results
are presented in Figure 3.2.

Example 3

Let pass on a higher dimension. Let take ©Q =]0,1[x]0, 1] ((x,y) € Q) and consider the Dirichlet
problem

—uy = f(z,y) (z,y)€ Q
u(z,y) =0 (z,y) € o0 (3.57)
with . 1
o Y>35
J(@):= { 1 otheﬁwise (3.58)

so A =1, b(z,y,a) = (0,1) e g(z,a) = 0. In this case we can immediately deduce that for y # 3,

1—=2 Yy <

Valo) =Vua) ={ o 75 Y3 (5.59

N | DO =

We have that V,, is lower semicontinuous and Vj; is upper semicontinuous, instead. The two
solutions will diverge for y = % This case is very similar to the 1-D one, presented on the
example 1. We will have the uniqueness for the Isc-solution for the boundary value problem,
from the fact that V,,, = (Vas)s. We remark that the boundary condition is not attained on

every point but only in a generalized sense.

Also in this case, we make a numerical test performing the scheme for V,,, and Vjs. The results
are presented in Figure3.3.
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Figure 3.3: Example 3.
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Chapter 4

Eikonal equation on Networks

Several phenomena in physics, chemistry and biology, described by interaction of different media,
can be translated into mathematical problems involving differential equations which are not
defined on connected manifold as usual, but instead on so-called ramified spaces. The latter
can be roughly visualized as a collection of different manifolds of the same dimension (branches)
with certain parts of their boundaries identified (ramification space). The simplest examples
of ramified spaces are topological networks, which basically are graphs embedded in Euclidean
space. The iteration among the collection of differential equation describing the behavior of
physical quantities on the branches is described by certain transition conditions governing the
interaction of the quantities across the ramification spaces.

We can also view this problem, as a particular case of state constraint, becoming, in some
cases, an alternative approach to the well-known theory of Hamilton-Jacobi theory with state
constraints, developed by several authors like P.L. Lions, H. Ishii, I. Capuzzo Dolcetta et al.
and still an open field of research.

In this chapter we will consider an Eikonal equation on a topological network. This situation
can be viewed as a minimum time problem, solved on a irregular domain (a graph on R"),
with a general continuous running cost f(z). This problem is strictly related to detect shortest
paths connecting the vertices of a weighted graph I' to prescribed target set of vertices. This
is a very famous problem, typically solved with combinatoric techniques. Dijkstra’s classical
algorithm [20] was the first managing the situation where there is exactly one target vertex
(single-source shortest path problem), and it is followed by a long list of modifications or more
specific approaches to the same problem (see for instance [31], [56]).

Dijkstra’s algorithm successively lists all shortest paths from the target to the other vertices:
starting at the target vertex vp, it determines the level sets L; := {z € I'| d(z) = t} of the
distance from the target for continuously increasing ¢ > 0. As soon as a set L; contains one
or more vertices, these vertices are assigned the shortest distance ¢ to the target, along with
the way “back downhill” as shortest path to the target (which is not necessarily unique). This
procedure is continued until a shortest path is assigned to each vertex.

59
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Whereas Dijkstra’s algorithm is originally restricted to abstract weighted graphs (that is, de-
tection of shortest ways between vertices), the level set idea described here may of course be
extended to all points of the graph, particularly to edge points. Moreover the weights can be
assumed to vary in a continuous way along the edges (continuous shortest path problem). In this
case the problem cannot be solved by means of algorithms of combinatoric type and a different
approach is compulsory.

In RY the problem of finding the (weighted) distance to a given target set 7 is equivalent to
solve the Eikonal equation |Du| = f(z) in R \7 with a null Dirichlet boundary condition on
the target set 7. This problem was presented in chapter 1.

To solve the continuous shortest path problem we aim to study Eikonal equations on graphs.
In [51] a notion of viscosity solution for Hamilton-Jacobi equations of Eikonal type on graphs is
introduced. It has been proved that this notion satisfies a comparison principle giving unique-
ness. Existence has been proved via a representation formula for the solution of the Dirichlet
problem. It is worthwhile to observe that the previous approach is intrinsically 1-dimensional,
since Hamilton-Jacobi equations and differentiation along the edges are given in an intrinsic
way making use of the maps embedding the network in RY. The crucial point is obviously the
definition of viscosity solution at the vertices which allows to select the correct a.e. solution, i.e.
the distance function from the target set.

In this chapter we will firstly present (section 4.2) some theoretical results contained in [51]
where the authors introduce a concept of viscosity solution on a network and discuss the well-
posedness. The rest of the chapter is concerning original numerical results. In the following
section (section 4.3) we introduce a scheme of semilagrangian type by discretizing with respect
to the time the representation formula for the solution of the Dirichlet problem. The proof of
the convergence of the scheme relies on stability properties of the viscosity solution given in [51]
and it can be easily modified to manage other boundary conditions instead of Dirichlet one or,
also, different approximation schemes. We will also study a fully discrete scheme giving a finite-
dimensional problem which can be solved in practice. The scheme is obtained via a finite element
discretization of the discrete in time problem. Also for this step of the discretization procedure
we prove convergence of the scheme to the unique solution of the continuous problem. It is
important to observe that the scheme not only computes the solution of the Eikonal equations,
but it also produces an approximation of the shortest paths to the target set.

In section 4.4 We also discuss some issues concerning the implementation of the algorithm and
we present some numerical examples. The original elements of this chapter (sections 4.3,4.4) are
also presented in the paper [15] by Camilli, Festa and Schieborn.

4.1 Introduction

The concept of ramified spaces has originally been introduced by Lumer [43] and has later been
refined and specified by various authors, e.g., J. von Below and S. Nicaise [46]. Since 1980, many
results have been published treating different kinds of interaction problems involving linear and
quasi-linear differential equations (confer for instance with Lagnese and Leugering [38], Lagnese,
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Leugering and Schmidt [39], von Below and Nicaise [11] ).

As far as we know, fully nonlinear equations such as Hamilton-Jacobi equations have not yet been
examined to a similar extent on ramified spaces. The major difficulty, to extend the concept
of viscosity solutions to topological networks is to establish a correct transition condition st
transition vertices. As a matter of fact, these transition conditions make up the core of this
theory, as they constitute the major difference from the classical theory of viscosity solutions.

A different attempt to study Hamilton-Jacobi equations on networks has already been made in
[1]. However, the aim of this paper deviates from the one addressed in the present paper: its main
issue is to characterize the value function of controlled dynamics in R? restricted to a network.
Therefore, the choice of the Hamiltonian, which may be discontinuous with respect to the state
variable, has to be restricted by assumptions ensuring both a suitable continuity property with
respect to the state variable and the fact that the set of admissible controls be not empty at any
point of the network. Additionally, the definition of viscosity solution characterizing the value
function is different from this approach, as it involves directional derivatives of test functions in
R? along the edges.

In the present chapter, Hamilton-Jacobi equations and differentiation along the edges are given
in an intrinsic way making use of the maps embedding the network in R™, hence the approach is
intrinsically 1-dimensional. Moreover in our approach appropriate assumptions at the transition
vertices guarantee the continuity of the Hamiltonian with respect to the state variable. The
existence of a viscosity solution is obtained by a representation formula involving a distance
associated to the Hamiltonian (see [17, 28, 36] for corresponding results on connected domains),
the solution turning out to be the maximal subsolution of the problem. Uniqueness, on the other
hand, relies on a comparison principle inspired by Ishii’s classical argument for Eikonal equations
[34]. In this respect, the existence of a strict subsolution plays a key role. An important and
classical problem in graph theory is the shortest path problem, i.e. the problem of computing
in a weighted graph the distance of the vertices from a given target vertex ([9]). The weights
represent the cost of running through the edges. A motivation of our work is to generalize the
previous problem to the case of a running cost which varies in a continuous way along the edges.
In this case the aim is to compute the distance of any point of the graph from a given target
set and this in practice corresponds to solve the Eikonal equation |Du| = f(z) on the network
with a zero-boundary condition on the target vertices. Moreover Hamilton-Jacobi equations of
Eikonal type are important in several fields, for example geometric optics [10], homogenization
[22], singular perturbation [2], weak KAM theory [23, 24], large-time behavior [35], and mean
field games theory [40].

4.2 Assumptions and preliminary results

We give the definition of graph suitable for our problem. We will also use the equivalent termi-
nology of topological network (see [43]).

Definition 4.1. Let V. = {v;, i € I} be a finite collection of different points in RY and let
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{m;, 7 € J} be a finite collection of differentiable, non self-intersecting curves in RY given by
7 [0,1] = RN 1; > 0,5 € J.

Set ej :=m;((0,15)), €& :=m;([0,1;]), and E := {e; : j € J}. Furthermore assume that

i) 7;(0),7;(;) €V for all j € J,
ii) #(e;NV) =2 forall j € J,
iii) ejNe, CV, and #(e;Neg) <1 forall jk e J, j#k.
iv) For all v,w € V there is a path with end-points v and w (i.e. a sequence of edges {ej}évzl
such that #(é; N€j41) =1 and v € &, w € ey ).

Then T := Ujes & C RY s called a (finite) topological network in R .

For i € I we set Inc; := {j € J : e;is incident tov;}. Given a nonempty set Ip C I, we define
OI' :== {v;, i € Ip} and we set I := 1\ Ip. We also set I' := T\ 9". We always assume i € Ip
whenever #(Inc;) = 1 for some i € I.

For any function u : I' — R and each j € J we denote by u/ the restriction of u to ej, i.e.

W =uom:[0,;] = R.

We say that u is continuous in T' and write u € C(T) if u is continuous with respect to the
subspace topology of I'. This means that v/ € C([0,1;]) for any j € J and

uj(ﬂj_l(vi)) = uk(ﬂ'k_l(vi)) for any 7 € I, j,k € Ing;.

We define differentiation along an edge e; by

_—_— o .
dju(z) := Oju (m; L)) = ETxUJ (7; L)), for x € ej,
and at a vertex v; by
4 o
. -1 _ -1 . .
dju(z) = O0ju! (" (x)) = %uj (m; " (2)) for z = vy, j € Ing;.

Observe that the parametrization of the arcs e; induces an orientation on the edges, which can
be expressed by the signed incidence matriz A = {a;;}i jes with

1 ifv; € € and 7;(0) = v,
Qij = -1 ifwy; € € and Wj(lj) = V4, (4.1)

0 otherwise.

Definition 4.2. Let ¢ € C(T).

i) Let x € ej, j € J. We say that ¢ is differentiable at x, if @ is differentiable at W;l(l‘).
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it) Let x = v;, i € Ip, j, k € Inc;, j # k. We say that ¢ is (j, k)-differentiable at x, if
aij 0505 (75 () + ainOpor(my, ' (x)) = 0, (4.2)
where (ai;) as in (4.1).

Remark 4.1. Condition (4.2) demands that the derivatives in the direction of the incident edges
7 and k at the vertex v; coincide, taking into account the orientation of the edges.

We consider the eikonal equation
|Ou| — f(z) =0, zel. (4.3)

where f € C°(I), i.e. f(x) = fj(7rj_1(x)) for z € e, f7 € C°([0,1;]), fj(7Tj_I<’UZ‘)) = f¥(m; H(w))
for any i € I, j, k € Inc;. Moreover we assume that

flz)>n>0 zel (4.4)

Definition 4.3.
A function uw € USC(T) is called a (viscosity) subsolution of (4.3) in T if the following holds:

i) For any x € ej, j € J, and for any ¢ € C(I') which is differentiable at x and for which
u — @ attains a local mazimum at x, we have

10j0(x)| = f(x) = 10505(m; (@)| = (w7 (2)) < 0.

it) For any x = v;, i € Ip, and for any ¢ which is (j, k)-differentiable at x and for which
u — @ attains a local mazimum at x, we have

|0j0(2)| — f(z) <0.
A function v € LSC(T) is called a (viscosity) supersolution of (4.3) in ' if the following holds:

i) For any x € ej, j € J, and for any ¢ € C(I') which is differentiable at x and for which
u — @ attains a local minimum at x, we have

0j¢(x)| — f(x) = 0.

it) For any x = v;, i € Iy, j € Inc;, there exists k € Inc;, k # j, (which we will call i-feasible
for j at x) such that for any ¢ € C(I') which is (j, k)-differentiable at x and for which
u — @ attains a local minimum at x, we have

|0jp(x)| = f(x) = 0.

A continuous function u € C(I') is called a (viscosity) solution of (4.3) if it is both a viscosity
subsolution and a viscosity supersolution.
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Remark 4.2. Leti € Iy and p € C(T') be (j, k)-differentiable at © = v;. Then
05p(x)] = f(a) = 050;(m; H (@)| = F(m; (@) = | £ Ojepr(my. ()| = f* (. ()
= |Op(z)| — f(2),

hence in the subsolution and supersolution condition at the vertices, it is indifferent to require
the condition for j or for k.

We give a representation formula for the solution of (4.3) completed with the Dirichlet boundary
condition

u(x) = g(x) x €l (4.5)
We define a distance-like function S : ' x T' — [0, c0) by

S(z,y) := inf {/Otf(fy(s))ds :t>0,v€ B;y} (4.6)
where

i) v:1[0,t] — T is a piecewise differentiable path in the sense that there are ¢t := 0 < #; <
- < tp41 := t such that for any m = 0,...,n, we have y([ty,, tm+1]) C €, for some
Jm € J, 7r]_ml SROS Cl(tmatm—i-l)a and

ii) B., is the set of all such paths with v(0) =, y(t) = .

If f(x) =1, then S(z,y) coincides with the path distance d(x,y) on the graph, i.e. the distance
given by the length of shortest arc in I' connecting 4 to x. The following result is in the spirit
of the corresponding results in RY in [17], [28], [36] (for the proof, see [51, Proposition 6.1])

Theorem 4.1. Let g : T' — R be a continuous function satisfying

9(@) —g(y) < S(y,x)  for any x, y € L. (4.7)
Then the unique viscosity solution of (4.3)—(4.5) is given by
u(z) :=min{g(y) + S(y,z) : y € oT'}. (4.8)

Remark 4.3. It is worthwhile to observe that if supersolutions were defined similarly to subso-
lutions, then the supersolution condition could not be satisfied by (4.8). Consider the network
['=U_e; CR?, where ey = {0} x[0,1/2], ea = {0} x[~1,0], e3 = [0,1] x {0}. and the equation
|Ou| —1 = 0 with zero boundary conditions at the vertices vy = (0,1/2), va = (0, —1), v3 = (1,0).
Then the distance solution, see Theorem 4.1, is given by u(z) = inf{d(y,z) : y € OI'} where
d is the path distance on the network. The restriction of u to es U es has a local minimum at
the vertex vg = (0,0). Hence if ¢ is a constant function, u — ¢ has a local minimum at vg
and therefore the supersolution condition is not satisfied for the couple (es, e3) (see figure 4.1).
Instead the arc ey is vg-feasible, see the definition of supersolution, for both the arcs eo and es.
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Figure 4.1: Remark 4.3, solid arrows, supersolution condition verified, dashed arrows superso-
lution condition not verified.

4.3 The approximation scheme

We consider an approximation scheme of semilagrangian type for the problem (4.3)-(4.5).

4.3.1 Semi-discretization in time

Following the approach of [25] we construct an approximation scheme for the equation (4.3) by
discretizing the representation formula (4.8). We fix a discretization step h > 0 and we define a
function up : I' = R by

up(x) = inf{Fy(v") + g(y) : v € BE,, y € aT'} (4.9)
where Fj(y") = S0 hf(70)gm| and

i) An admissible trajectory 7" = {y2,}M_, C I' is a finite number of points v, = 7, (tm) € T

such that for any m = 0,..., M, the arc Y4 ., C €, for some jn, € J and |gn| =
|t =tn | <

ii) Buf;y is the set of all such paths with ’yé‘ =, ’yf\} =q.

Remark 4.4. Given v" € BQW we define a continuous path, still denoted by v", in B, by
setting Y(s) = mj,, (tm + (S_]Znh) (tmt1 — tm)) for s € [mh, (m + 1)h] if ¥4, C €j,,. Then,
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recalling formula (4.8) we approximate

S (s) \ds—z/ \qm!d8~zhf 7 g

which shows that (4.9) is an approximation of (4.8). In the continuous case it is always possible
to assume by reparametrization that |y(s)| = 1. In the discrete one we consider instead velocities
in the interval [—1, 1], since otherwise near the vertices the discrete dynamics can move only in
one direction.

Mh

Let B(T") be the space of the bounded functions on the network. We show that the function wuy,
can be characterized as the unique solution of the semi-discrete problem

up(z) = S(h,z,up) (4.10)
where the scheme S : RT xT' x B(I') — R is defined by

S(h,z, ) = inf — {p(zng) + hf(x)lql} if v =m;(t) € ¢ (4.11)

q€[-1,1]: zpq€E;

S(h,z,p) = inf inf {¢(zhg) + hf(2)]ql} ife=wv,i€lp (4.12)
ke€lnc; | ge[—1,1]: zpq€ey
S(h,z,v) = g(x) if x € O (4.13)

where, for z = 7;(t), we define zp,, := 7;(t — hq).
Proposition 4.1. Assume that
g(z) < inf{Fn(y) +gly): ve B 4 Y EOITY for any x € OT". (4.14)

Then up, is the unique solution of (4.10). Moreover uy, is Lipschitz continuous uniformly in h,
1.e.
lun(z1) — up(e)| < Cd(a1,22)  for any x1,29 €T (4.15)

Proof. Let uy, us be two bounded solutions of (4.10) and set w;(z) = 1 — =% for i = 1,2.
Then w; satisfies

wi(x) = S(h, z,w;) (4.16)
where
S(h,z,p) = inf {e_hf(‘””q‘go(:chq) +1—hf(x)|ql} if e =m;(t) € e
q€[—1,1]: xpq€E;
S(h,z,¢) = inf inf {e_hf($)|q‘gp(:nhq) +1—hf(x)|ql} ite=wv,i€elr
k€lnc; | qe[-1,1]: zpq€ey
S(h,z,v)=1—e 9@ if x € OT

where, for © = 7;(t), xpe := 7;(t — hq). We have
sup |S(h, 2, wi(@)) = S(h,z, wa(z))] < Bsup wi () — wa()]
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with 8 = e~ < 1, see (4.4). Since S is a contraction, we conclude that for h > 0 there exists
at most one bounded solution of (4.16) and therefore of problem (4.10).

Now we show the function wy is a bounded solution of (4.11)—(4.13). It is always possible to
assume, by adding a constant, that g > 0. It follows that up > 0. Moreover it is easy to see that

up(2) < |[flleo sup d(z, 8T) + sup g(x).
zel xedl
To show (4.13), observe that we have uy(x) # g(z) for x € I if and only if there is some z € OT'
such that g(z) > g(z) + Fx (") for some 4" € Bl which gives a contradiction to (4.14).

We consider (4.11) and we first show the “<”-inequality. For x € e; and for ¢ € [—1,1] such
that zp, € €j, let y € 9L and 4 € B! be e-optimal for up(zp,). Define v = {4}l with

ZThq Y
Y=z, 4 = xpq. Hence Fru~h e B;ﬁy (with xpq counted only one time in Y U~") and

un(x) < g(y) + Fu(Y" U) << g(y) + Fu(7") + hf (@)]al < unlang) + € + hf(@)lql.

To show the reverse inequality, assume that for some = € I,

up(z) < inf {un(zng) + hf(x)lq|} — 9.

- g€[-1,1]: Thq€Ej

for 6 > 0. Given € < 6, let y € OI' and ’yg}}y = {yhIM_ € Bg’y be e-optimal for z. By the
inequality
9(W) + Fu(vh,) — € < up(x) < up(ang) + hf(x)lql — 6

it is clear that if y = x4 for some ¢ € [—1,1] we get a contradiction. Define = ’yﬁy \ v" where

h

gy WE have

A = {’ylh}%:o with ’y(’} =z, = Tpe. Since Fh = ’y;},y \y" e B

9W) + Fr(3") = 9(u) + Fu(vl,) — Fn(h") < un(ang) +€—6

a contradiction to the definition of uj, and therefore (4.11). The equation (4.12) can be proved
in a similar way.

We finally show that the function uy, is Lipschitz continuous in I', uniformly in h. Consider first
the case of two points in the same arc, i.e. x1, 2 € €; for some j € J. Given € > 0, denote by

’Yh = {71};1} € B;Ll,zg by

Ty, m:(),
A=Y 2, m=1,...,M—1; (4.17)
To, m=DM.

where |7rj_1(’ym) - 7T]-_1<7m+1)’ < hform =0,...,M. Let y € 0" and 7| € B , be e-optimal
for 1. Then A UA" € Bfgw and

up(2) < g(y) + Frn(y1 UE) < 9y) + Fa(1) + Fu(13)

M
Sup(r1) + C Y himj(tmar — m5(tm)| + € < up(21) + Cd(w, 22) + 2

m=0
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Exchanging the role of z; and z2 we get

]uh(:cl) - uh(:cg)| S Cd(wl,l'g) (4.18)
If 1,29 € T, let v be such that fOT 19(s)|ds < d(x1,22) + € and {e;,,}¥_; C J such that
v([0,T]) € UM_e;,.. For each one of the couples (z1,v;,), (vj,.,Vj,.,,) for m =1,..., M and
(vj,» T2) define a trajectory ¥/, as in (4.17). Then define v" € thm by
x1, k=0
Y'=q k=N Micy . 0 My + My — 1

xa, m= M.

where M = Zi]\igl M;. For t;, = W;Tj('y,};), k=" M_1,....,>~ Mi_y + M,, — 1, then we
have tgy1 — t = hqp with |gx] < 1. Let y € 0T and 4! € B!  be e-optimal for x;. Then

T1,Y
7{1 u~h e B:’éz,y and
i
un(22) < g(y) + Fa(yi U8) < 9(u) + Fr(13) + Fu(hh) < un(er) + > hlarlf(47) + €
k=0

< up(z1) + Cd(x1,22) + 2€.
Exchanging the role of x1 and xs we get (4.18) O

Remark 4.5. By Remark 4.4 and the continuity of f, assumption (4.7) implies
g(x) <inf{Fp(y)+gly): v € Bg’y, y€dl't+Ch for any x,y € OT.

Moreover, if g =0 on O, the condition (4.14) is satisfied since F, (") > 0 for any +".

Theorem 4.2. Assume (4.14) for any h > 0 and (4.7). Then for h — 0, the solution u; of
(4.10) converges uniformly to the unique solution u of (4.3)-(4.5).

Proof. we first observe that (4.3) can be written in equivalent form as

sup {—qdu(z) — f(z)lgl} =0

qe[flvl}

By (4.15), uyp, converges, up to a subsequence, to a Lipschitz continuous function u. We show
that u is a solution of (4.3) at x € I'. We will consider the case © = v; € Iy, as otherwise the
argument is standard (see f.e. [3, Th.VIL.1.1]).

To show that u is a subsolution, choose any j, k € Inc;, j # k, along with an (7, k)-test function
@ of u at . Observe that it is not restrictive to consider x to be a strict maximum point for
u— ¢, since we otherwise consider the auxiliary function ¢s(y) := ¢ (y) +dd(z,y)? for 6 > 0 with
Om(d(z,)?) (7 (x)) = 0 for m = j and m = k. Then there exists 7 > 0 such that u — ¢ attains
a strict local maximum w.r.t. B,(z) at x, where B,(z) := {y € T': d(x,y) < r}. Moreover z is
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a strict maximum point for u — ¢ also in B := B,(z) N (¢; Ueég). Now choose a sequence wy, — 0
for h — 0 with
sup |u(x) — up(z)| < wp (4.19)
r

and let y;, be a maximum point for u, — ¢ in B. Up to a subsequence, 3, — z € B. Moreover,

u(z) — p(z) —wp < up(x) — e() < up(yn) — e(Yn) < wlyn) — (Yn) + wn.

For h — 0, we get u(z) — p(z) < u(z) — p(2). As x is a strict maximum point, we conclude
x = z. Invoking

u(@) +o(yn) — (@) — wp < un(yn) < ulyn) +wn
we altogether get

lim y, =2, li = 4.2
lim yp =z, lim up(yn) = u(z) (4.20)

We distinguish two cases:
Case 1: yp, # x. Then yp € e, with either m = j or m = k. Since up — ¢ attains a maximum
at yp, then for yp, = my,(ts) and ypq = T (th — hq) € &y,

un(yn) — 2(yn) > un(m (Yng)) — 2(m (Yng))

and therefore

-1 _ ﬂ.fl
sup {_@(Fm (Wnq)) — P(Tm (yn)) hfm(yh)\ql} <0 (4.21)

q€[-11]: yng€ém h
The set {¢ € R : m,(t — hq) € &,} contains for h small enough either [—1,0] if a;,, =1 or [0, 1]
if a; m, = —1. Passing to the limit for h — 0 in (4.21), since f(x)|q| = f™(x)| — ¢| we get

sup {qOmep(z) — f(z)lq|} <0.
g€l-1,1]

Case 2: y, = x. Since up — ¢ attains a maximum at x, then for x = m;(t;) and ypy =
Wj(th — hq) €ej
un(yn) — ©(Yn) = w(Yng) — 2 (Ung)

and therefore

sup
q€[—1,1]: ypq€e;

The set {¢ € R: 7j(t — hq) € €;} contains for h small enough either [—1,0] if a; ; = 1 or [0, 1] if

{_ 3 (ng) — 2 (Un)
h

- hfj(yh)|Q} <0

a; ; = —1 and passing to the limit for A — 0 we conclude as in the previous case that
sup {q0;p(x) — f(x)lq|} < 0.
qE[—l,l}

To show that u is a supersolution, we assume by contradiction that there exists j € Inc; such
that for any k € Inc;, k # j, there exists a (7, k)-test function ¢y, of u at x for which

sup {gdn(x) — F(a)lal} < 0. (4.22)
q€[-1,1]
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there exists 7 > 0 such that u — ¢, attains a strict minimum in B, (z) at 2. Observe that x is a
strict minimum point of u — ¢y, also in By, := B,(x) N (&; U é).
Since for any h, there exists kj, such that

u] Vi) = lIlf ukh e t_h +h k'h, v;
MO0 = o (= ) R w0l

we may assume, up to a subsequence, that there exists k € Inc; such that kp = k for any A > 0.
Let yp, be a minimum point of uj, — ¢ in By and let wy, be as in (4.19). As in the subsolution
case, we prove that (4.20) holds. If y, # x, we have for y, = m,(ty) and tp, — hq € €,

un(yn) = @(yn) < u(mm(th — hq)) — @(Tm(th — hq))

and therefore

sup

{_SOT(ﬂm(th — hq)) — &5 (yn)
q€[-1,1): mm (t—hq)Eem

d ~ ol 20
for either m = j or m = k. If y, = x, we get

{_cpi(m(th - f;q)) —ehlun) hfj(f'«“>|q’} =0

sup
q€[—1,1]: mj(t—hq)€e;

Arguing as in the subsolution case we get for h — 0

sup {q0jp(z) — f(z)lq|} > 0.
q€[-1,1]

which is a contradiction to (4.22).

We conclude the proof by observing that the uniqueness of the solution to (4.3) implies that any
convergent subsequence uy, must converge to the unique solution u of (4.3)-(4.5) and therefore
the uniform convergence of all the sequence uy, to u. O

4.3.2 Fully discretization in space

In this section we introduce a FEM like discretization of (4.10) yielding a fully discrete scheme.
For any j € J, given Ax? > 0 we consider a finite partition

PJ:{t{:O<--~<th<--~<t§Wj =1}
of the interval [0,[;] such that |PI| = maxi . (t?n - t{n_l) < Azd. We set

Az = Azd M=> M; 4.23
z = max A7, jezj j (4.23)

The partition P7 induces a partition of the arc ej given by the points

x) =m(t), m=1,...,M;.
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M; g
and we set Xa, = Ujeg UL, Tm.

In each interval [0, ;] we consider a family of basis functions {ﬁﬂn i\r{io for the space of continuous,
piecewise linear functions in the intervals of the partition P?7. Hence Bﬁn are piecewise linear
functions satisfying Bfn(tk) = O, for m,k € {1,...,M;} 0 < Bgn(t) <1, 2%21 B%z(t) =1 and
for any ¢ € [0,1;] at most 2 3,’s are non-zero. We define B;:é; — R by

B () = B (m; ().

Given W € RM we denote by I Az[W] the interpolation operator defined on the arc €; by

I]Am Z Bj WJ = Z 6] _l T € €;.

We consider the approximation scheme
U=S8(Ax,h,U) (4.24)

where the scheme & = {S(Axz, h, W)}, cs is given by

S (Az, b, W) = inf {[W](2,(q)) + hf(x,)lql} if 2, €e;  (4.25)
q€[-1,1]: 2l (g)€e;
S (Az,h,W) = inf {I"W) (2, (q) + hf () al} if 2J, =v; € Ir  (4.26)
q€[—1,1]: 2k, () €ey,
k€lnc;
Sh(Az, h, W) = g(uv;) if ol = v, ielp  (4.27)

for #,(q) = 7 (), — hq).

Proposition 4.2. For any Ax > 0 with Ax < h/2, there exists a unique solution U € RM
o (4.25)-(4.27). Moreover, defined upaz(x) = In[U], if Az = o(h) for h — 0, then upay
converges to the unique solution u of (4.3)-(4.5) uniformly in T.

Proof. We show the boundedness of a solution to (4.24) by induction. For this purpose we
number the nodes x; such that d(z;4+1,0T") > d(x;,0T) for all i = 1,..., M, and claim that

Ul < sup |g(a)| + h(Ly + My) +2Myd(z,, OF)
zeol’

For each z; with d(z;, ") < h this estimate is immediate. Now assume the assertion is true for
all z; with i =1,...,1— 1. For x; € ; by (4.24) we obtain the inequality

Ui < hf(a)|ql + P[U)(] () < hMy + P[U)(] (q))

for any ¢ € R" with |¢| <1 and l‘l.( ) € €j. Choosing ¢ such that d(m{(q),@F) = d(x;,0I") —
and using Az < h/2 we obtain that the value I/[U](x l(q)) only depends on nodes z;, with
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d(z;,,0T') < d(x;,0') — h/2, thus i, < [. Picking that node z;, such that U;, becomes maximal,
and using the induction assumption we can conclude

U < M¢ih+ U, < M¢h+ sup |g(x)| + h(Lg + My) + 2Ms(d(x;, 0T') — h/2)
zedl’

i.e. the assertion.

To show existence of a unique solution U we apply the transformation

U=1-¢"
to (4.24). Hence U is a solution to _
U=S8(Ax,h,U) (4.28)
where
Sh(Aw,h, W)= if  {e MEPW(d,(g) + 1 hf(xd,)lal} if 2, € ¢
q€[-1,1]: a, (q) €85
SI(Ax, h, W) = inf {e M @) IR (2F (@) + 1 — hf(z")|ql} if ) =wv; € Ip
a€[-1,1]: zf, (9) €5y,
k€lnc;
S/ (Az, h, W) =1—e9) if o/ =wv;,i€lp

As in the proof of Proposition 4.14 we show that S is a contraction in RM and we conclude that
there exists a unique bounded solution to (4.28) and therefore to (4.24).

To show the convergence of upa, to u, we set tp, = 1 —e ", upa, = 1 — e "r22 and we estimate
for x € g;
() — Gnae ()| < |an(z) — P[0 (2)] + [P UM () — P[U)(2)] (4.29)

where Uh, U are the vectors of the values of iy, @na. at the nodes of the grid. By the Lipschitz
continuity and boundedness of uj we get

i (x) — P[0 (z)| < CAz (4.30)

with C' independent of h. Moreover, by (4.16) and (4.28) we get for xp = 7rj_1(tk) € ey,
Zpq = m;(ty, — hg) and since xi(q) = Tpq

U = Ox| < e ™ iy () — P [O) (2 ()] < e ln — @naelloo (4.31)
where 7 as in (4.4). Substituting (4.30) and (4.31) in (4.29) we get

. C
in — Ghazlloo < mAm

and therefore, taking into account Theorem 4.2, we have that if Az = o(h) for h — 0, then upa,
converges to u uniformly on I'. O
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4.4 Implementation of the scheme and numerical tests

In this section we discuss the numerical implementation of the scheme described in the previous
section and we present some numerical examples. We remark again that the most interesting
feature of our approach is that it is intrinsically one-dimensional, even if the graph is embedded
in RY. For this reason it does not present the typical curse of dimensionality issue which is
usually encountered in solving Hamilton-Jacobi equations on RY.

The numerical implementation of semiLagrangian schemes has been extensively discussed in
previous works (see for example the Appendix B in [3]), hence the only regard is due to vertices,
where the information could come from different arcs. We briefly describe the logical structure
of the algorithm we use to compute the solution.

Let A be the m x m incidence matrix defined in (4.1). We also define a matrix BC which
contains the information on boundary vertices, in particular: BC(-,1) represents a boundary
vertex and BC(-,2) = the value of the Dirichlet datum at that vertex. The number of the edges
is at most n = (m—21)m and, after having ordered the edges, we define the auziliary edges matrix
B € M>"™ where the i-row contains the following information:

e B(i,1) = #knot where the i-arc starts,
e B(i,2) = #knot where the i-arc ends,

e B(i,3) = length of the discretized i-arc,

We choose the same discretization step Ax = Awx; for every edge, so that the approximated
length of the edge i is L; = trunc(%) € Nt and we consider a finite partition

Pl ={th =0t} = Ax,th =27z, - th, | = (M; — 1)Az, 1}y, = B(i,3)}. (4.32)
The matrix C, contains the grid points of the graph, i.e. for the edge i
Cli,j) =m(ty) j=0,...,M; (4.33)

Finally, we denote by U(i, j) the the approximated solution at the point C'(i,7) point. We solve
the problem using the following iteration

HJ-networks algorithm.

1. Initialize
U = U() N
it=0;

2. Until convergence, Do
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3. for i=0 to n

4 If B(i,1) appears in BC(+,1) to s

5. then U(i,0) = BC(s,2);

6 else

7 U(i,0) = min {mingyas@,1),0-13 {IUN(C(k, £5))}
mingg acp(,1)=—1} {IIUNC(k, B(k,3) — 25)) }} + hf(C(,5))

8. for j =0to B(3,3) — 1

0 U(i,3) = minge(1. {IU1(CG G+ 22))} + hF(C(. )

10. If B(i,2) appears in BC(+,1) to s

11. then U (i, B(i,3))=BC(s,2);

12. else

13. U(i, B(i,3)) = min {mingase2-1y {1UICE, 25)}

mingapi2)=—13 {IU)(C(k, B(k,3) — 2))} } + hf(C(i, )
14. re-initialize vertex on U

15. EndDo

The interpolation I[U](C(i,x)) is the usual linear interpolation, i.e.

I[C](x) = C (i, trunc(z)) + (x — trunc(x))C (i, trunc(z) + 1) — C(i, trunc(x))
U(i, trunc(x) + 1) — U(i, trunc(x))
C(i,trunc(z) + 1) — C(4, trun(c(x)))

Remark 4.6. The order given to the edges, which is necessary for define the previous iteration,
brings some additional problems that we have to consider:

IUN(C (3, z)) = U4, trunc(x)) + (I[C)(z) — C (3, trunc(x)))

o At the end of each iteration of the method, the values of the solution at a same verter,
which is contained in different arcs, could be different. Hence we make a re-initialization,
choosing for every vertex the minimum of the previous values.

o [t is also important that the initial guess Uy of the solution we use to initialize the algorithm
is greater than the solution. In fact, if this condition is not satisfied, for particular choices
of the discretization step the algorithm could generate a fake minimum of the solution.

In the first test we consider a five knots graph with two straight arcs and two sinusoidal ones
(see figure 4.2). The only boundary knot is the one placed at the origin and the value of the
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solution at this knot is fixed to zero. The cost function is constant, i.e. f(z) =1 on I'. In this
case the correct solution is

u(z) =dist(z,0) = /23 + 23  for the straight arcs

|| (4.35)
u(z) = / (v/1+ (27 cos 2xt))dt  for sinusoidal arcs
0

In table 4.1, we compare the exact solution with the approximate one obtained by the scheme.
We observe a numerical convergence to the the correct solution in Le-norm and in the uniform
one.

In the second test we present a more complicated graph with two boundary vertices and a several
connections among the arcs. Also in this case, we consider a constant cost function f(z) =1 on
I". In table 4.2 and in figure 4.5 we show our results.

In the last test we consider a five knots graph (figure 4.6), with a running cost which is not
constant. For any point on the graph = = (z1,z2) € I', we take f(z) = 10(x; — 1) + 7, hence
f(x) > n > 0 for x € T. In the example, we set n = 1070, The graph of the approximate
solution is shown in figure 4.7.

[Az=h [Tl [ Ord(Ese) [ 11> | Ord(Zo) |
0.2 0.1468 0.1007
0.1 0.0901 0.7043 0.0639 | 0.6562
0.05 0.0630 0.5162 0.0491 | 0.3801
0.025 0.0450 0.4854 0.0402 | 0.2885
0.0125 0.0321 0.4874 0.029 0.4711

Table 4.1: Test 1.

[ Az=h [ lloo [ Ord(Lee) [ 1[-l2 | Ord(Lo) |
0.2 0.1716 0.0820
0.1 0.0716 | 1.2610 | 0.0207 | 1.4652
0.05 0.0284 | 1.3341 | 0.0127 | 1.2256
0.025 0.0126 | 11611 | 0.0072 | 0.8188

Table 4.2: Test 2.
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Figure 4.2: Test 1, structure of the graph.
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Figure 4.3: Test 1, Az = 0.025.
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Figure 4.7: Test 3, Az = 0.05.



Chapter 5

Applications

5.1 The SFS problem

5.1.1 The model

The Shape-from-Shading problem consists in reconstructing the three-dimensional shape of a
scene from the brightness variation (shading) in a greylevel photograph of that scene (see Fig.
5.1). The study of the Shape-from-Shading problem started in the 70s (see [32] and references

Figure 5.1: Initial image (left) and reconstructed surface (right).

therein) and since then a huge number of papers have appeared on this subject. More recently,
the mathematical community was interested in Shape-from-Shading since its formulation is
based on a first order partial differential equation of Hamilton-Jacobi type. Unfortunately, the

79
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numerous assumptions usually introduced in order to make the problem manageable highly
reduce the relevance of the models.

The most common assumptions are (see [19]):

H1 - The image reflects the light uniformly and then the albedo (ratio between energy reflected
and energy captured) is constant.

H2 - The material is Lambertian, i.e. the intensity of the reflected light is proportional to the
scalar product between the direction of the light and the normal to the surface.

H3 - The light source is unique and the rays of light which lighten the scene are parallel.
H4 - Multiple refections are negligible.
H5 - The aberrations of the objective are negligible.

H6 - The distance between the scene and the objective is much larger than that between the
objective and the CCD sensor.

H7 - The perspective deformations are negligible.
HS8 - The scene is completely visible by the camera, i.e. there are not hidden regions.

Remark 5.1. Assumptions HI and H2 are often false for a common material.

Assumption H3 means that we can describe the light direction by a unique and constant vector.
Note that this is true only if the light source is very far from the scene (for example, if the scene
is illuminated by the sun). Naturally, this assumption does not hold in case of flash illumination.

Assumption H7 means that the camera is very far from the scene and it is obviously false in
most cases.

Let us briefly derive the model for Shape-from-Shading under general assumptions. Let € be a
bounded set of R? and let u(z,y) : © — R be a surface which represents the three-dimensional
surface we want to reconstruct. The partial differential equation related to the Shape-from-
Shading model can be derived by the “image irradiance equation”

R(n(z,y)) = I(z,y) (5.1)

where [ is the brightness function measured at all points (z,y) in the image, R is the reflectance

function giving the value of the light reflection on the surface as a function of its orientation (i.e.

of its normal) and n(z) is the unit normal to the surface at point (z,y,u(z,y)). If the surface

is smooth we have

(_U:L‘(-T’y)a_uy(xay)vl). (52)
1+ [Du(z,y)|?

n(x;y) =

The brightness function I is the datum in the model since it is measured on each pixel of the
image in terms of a gray level, for example from O=black to 255=white or, after a rescaling,



5.1. THE SFS PROBLEM 81
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Figure 5.2: Two different surfaces corresponding to the same image I.

from 0 to 1. To construct a continuous model we will assume hereafter that I takes real values
in the interval [0, 1].

Clearly, equation (5.1) can be written in different ways depending on which assumptions H1-HS8
hold true.

Example 3. It is important to note that, whatever the final equation is, in order to compute a
solution we will have to impose some boundary conditions on 02 and/or inside Q2. A natural
choice is to consider Dirichlet type boundary conditions in order to take into account at least
two different possibilities. The first corresponds to the assumption that the surface is standing
on a flat background, i.e. we set

u(z,y) =0 (z,y) € 00 (5.3)
The second possibility occurs when the height of the surface on the boundary is known
u(z,y) =gz, y) (z,y) € 0N (5.4)

The above boundary conditions are widely used in the literature although they are often unrealistic
since they assume a previous knowledge of the surface. We will come back later on this problem.

Under assumptions HI1-HS, we have

R(n(z,y)) = w-n(z,y) (5.5)

where w € R3 is a unit vector which indicates the direction of the light source. Then, equation
(5.1) can be written, using (5.2)

I(x)\/1+ |Du(z,y)|? + (w1, w2) - Du(z,y) —ws =0, (z,y) € (5.6)
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which is a first order non-linear partial differential equation of the Hamilton-Jacobi type.

If the light source is vertical, i.e. w = (0,0,1), then equation (5.6) simplifies to the eikonal
equation.

zm@w):< I@LP—1>,(%QGQ. (5.7)

Points (x,y) where I is mazimal (i.e. equal to 1) correspond to the particular situation when w
and n point in the same direction. These points are usually called “singular points” and, if they
exist, equation (5.7) is said to be degenerate (see Remark 1.2). The notion of singular points
is strictly related to that of concave/conver ambiguity which we briefly recall in the following
example.

The SES problem is one of the most famous examples of ill-posed problem.

Consider for example the two surfaces z = ++/1 — 22 —y? and z = —/1 — 22 — y? (see Fig.
5.2). It is easy to see that they have the same brightness function I and verify the same boundary
condition so that they are virtually indistinguishable by the model. As a consequence, even if
we compute a viscosity solution of the equation, it is possible that the solution we obtained is
different from the surface we expect. Note that this is an intrinsic problem and it can not be
completely solved without a modification of the model.

In order to overcome this difficulty, the problem is usually solved by adding some informations
such as the height at the singular points (see [42]). More recently, an attempt as been made to
eliminate the need for a priori additional information by means of the characterization of the
maximal solution (see [16, 17]). A result by Ishii and Ramaswamy [37] guarantees that if I is
continuous and the number of singular points is finite, then a unique maximal solution exists.
Following this approach, some algorithms to approximate the unique maximal solutions were
proposed (see for example [19] and references therein).

5.1.2 Simulations

In order to solve the Shape from Shading problem in the case of vertical light, we will use the
numerical method presented in Chapter 2.

As introduced before we are in the case considered, with

ﬂ@:( H;2_Q req. (5.8)

Let us focus on two important points:

e We note that a digital image is always a discontinuous datum. Is is a piecewise constant
function with a fixed measure of his domain of regularity (th pixel). So this is the interest
of our analysis for discontinuous cases of f.
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e In the case of maximal gray tone (I(xz) = 1), we are not in the Hypothesis introduced in
Chapter 2. In particular we have that f = 0 in some points. We overcome this difficulty,
as suggest in [16]. We regularize the problem making a truncation of f. We solve the
problem with the following f,

P { flz) = (1 [ - 1) if f>e 59)

€ if f<e

It is possible to show that this regularized problem goes to the maximal subsolution of
the problem with ¢ — 0. And that this particular solution is the correct one from the
applicative point of view. For more details [16, 19].

Figure 5.3: Pyramid: original shape and sfs-datum.

Figure 5.4: Pyramid: reconstructed shape.

We start with a simple example, a pyramid. The datum is synthetic, we mean that we have build
a surface and then take a picture of it. After this, we try to reconstruct the original surface. We
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take Q := [~1.2,+1.2]? and the pyramidal surface is the following

(5.10)

min(1 — |z1|,1 — |z2|) if max(|z1],|z2]) <1
U= .
0 otherwise

the synthetic datum and the original surface is shown in Figure 5.3. We build a numerical
approximation, with Az = 0.01, At = 0.001 and ¢ = 107°. We obtain the result shown in
Figure 5.4. In this case the result is excellent. We have to say, anyway, that this is a very simple
case with no points where the eikonal equation degenerates.

Figure 5.6: Half sphere: reconstructed shape.

The second case which we consider is a bit more complicated. We consider a half sphere, so we
find a point where f runs to zero. Also in this case we make a synthetic image from an original
shape and then we try to reconstruct it. We take  := [~1.2,+1.2]?, the original shape is

U — 1—a? — a3 if dist(xy,22) < 1
10 otherwise

(5.11)
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the synthetic datum and the original surface is shown in Figure 5.5. We build a numerical
approximation, with Az = 0.01, At = 0.001 and ¢ = 107°. We obtain the result shown in
Figure 5.6.

Figure 5.7: Vase: Sfs-datum and reconstructed image.

The last example is relative to a real image of a vase. It is a 256 x 256 image. We have to remark
that this case is more difficult that the previous ones. We have several points of maximum value
of I and some noise in the sfs-datum. Furthermore we have the problem of the boundary, where
we do not now, a priori, the correct value of U. We have chosen to impose zero across the lateral
silhouette of the shape, and a half circle on the superior and inferior silhouette of the vase. This
choice it is made to preserve the convexity of the shape also in these areas. We take At = 0.0005
and € = 1075, The result is shown in Figure 5.7.

We consider, now a test with a precise discontinuity on I, and we will discuss some issue about
this case.

We firstly consider a simple problem in 1D. Let the function I be

VvV1—z2 if —1<20.2
I=q 2 if0.2 <21 (5.12)
0 otherwise

we can see that we have a discontinuity on z = 0.2; despite this, as we have shown on Chapter 2,
the solution will be continuous. For this reason we can see that changing the boundary condition
of the problem, the solution will be the maximal Lipschitz solution that verifies continuously
the boundary condition. To see this we have solved this simple monodimensional problem with
various Dirichlet condition, in particular we require u(—1) = 0, and u(1) = {-1,0.5,0,0.5,1}.
With Az = 0.01 and At = 0.002, we obtain the results shown in Figure 5.8.

We can realize, in this way, an intrinsic limit of the model. It can not represent an object with
discontinuities. We make another example that is more complicated and more close to a real
application.
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-15
1

Figure 5.8: Sfs-data and solution with various boundary values.

We consider a simplified sfs-datum for the Basilica of Saint Paul Outside the Walls in Rome, as
shown in Figure 5.9. We have not the correct boundary value on the silhouette of the image and
on the discontinuities, so we impose simply « = 0 on the boundary. Computing the equation with
At = 0.001 we get the solution described on Figure 5.10. We can see that, although the main
features of the shape as the slope of the roofs, the points of maximum are well reconstructed,
there are some limits of the model to reconstruct walls (i.e. discontinuities of the solution). We
can add some information about this imposing some boundary condition on the discontinuities
of the image, obtaining a well-reconstruction of the original shape. This is presented in Figure
5.12.
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Figure 5.9: Basilica of Saint Paul Outside the Walls: satellite image and simplified sfs-datum.
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Figure 5.10: Basilica: Original shape and reconstructed without boundary data.
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Figure 5.11: Basilica: bondary layer (white).

Figure 5.12: Basilica: reconstructed shape and modulus of the error.
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5.2 Optimization problems with state constraints

5.2.1 Theoretical background

One major interest in view of real applications is to see how state constraints can be included in
the model. In practical problems, the system has often to satisfy some restrictions (e.g. on the
velocity or on the acceleration, or some obstacles through the domain) which can be written as
state constraints for the dynamics of the control problem associated to the equation.

We briefly present here, a classical case of well posedness of the problem with state constraints.

We will introduce such constraints in our infinite horizon problem. Let €2 be an open bounded
convex subset of RY with regular boundary (n(z) being its outward normal at the point z € 99).
For any initial position = € €, we require that the state remains in Q for all ¢ > 0. As a
consequence we will consider admissible with respect to the state constraint only the (open-
loop) control functions such that the corresponding trajectory of the dynamical system

never leaves 2. We will denote by A(x) such a subset of A, i.e., for all z € Q we define
A(z) = {a(-) € A:yu(t,a(t) € Q,Vt >0} (5.14)

where y,.(t, a(t)) denotes the solution trajectory of (5.13) corresponding to «. The value function
for the constrained problem is
v(z) = inf Jy(« 5.15
(@)= inf Jifa) (5.15)
with

Jo(a()) = /0°° Flya(t;a()), alt))e . (5.16)

By the theory of, for example [3], with a regular boundary (92 of class C? and compact) and
the key condition (Soner’s condition)

inf b(x,a) -n(z) <0 for all z € 9O (5.17)

acA

we know that v is the unique constrained viscosity solution of

Au(z) + igg{—b(m, a) - Du(z) — f(z,a)} = 0. (5.18)

In order to understand the problem it is useful to note that at each internal point we can choose
any control in A since, at least for a small time, we can move in any direction without leaving
Q. On the other hand, at each point on 92 not all the controls in A are allowed since some of
them correspond to directions pointing outward with respect to the constraint 2. This means
that the set of admissible controls will depend on x (in a rather irregular way if we do not make
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additional assumptions on the boundary of ), and the “right equation” for the value function
should be:

Au(z) + sup {—b(z,a)- Du(z) — f(zx,a)} = 0. (5.19)
TE€A(x)
where
A for x € Q
Alz) = { {a € A:b(z,a) points inward the constraint } for x € 9. (5.20)

Thought the hypothesis of regularity on 0{2 we can rewrite the above definition as
A(z) ={a € A:b(z,a) -n(x) <0}, foranyz e . (5.21)

Note that the Soner’s condition (5.17) guarantees that A(z) is not empty for any z € Q.

We propose an alternative technique which was able to solve these kinds of constrained problems
without the request of the Soner condition. For doing this, we use the results obtained on
Hamilton Jacobi equations with discontinuous running cost f.

We consider the constrained problem as a problem without constraints but with a running cost
very hight on the constraint.

We take, for example, an infinite horizon problem in € open bounded subset of R™ and a closed
region I' C 2 where we can not pass with the trajectories of the dynamical system. We introduce

the following running cost
| flz) ifzeQ\T
We want now to show the following proposition:

Proposition 5.1. We have that the solution of the equation

Ave(x) + igg{—b(:c, a)-Dv(z)} =g(z) z€Q (5.23)

coincides for every x € Q\ T, to a solution of the constrained problem

Au + Slelg {=b(z,a) - Du(z)} = f(x) xe€Q\T. (5.24)

Proof. We fix a € > 0 small.
We consider an optimal trajectory y,(¢) for the unconstrained problem, from a point z € Q\ T

We divide on two different situations:

e all the points of the trajectory y,(¢) are contained in Q \ I'. In this case, for definition,
the solution v. and u are coincident, from the fact that are the minimum of the same
functional; i.e.

= - e*/\t = - e*)‘t =ulx
velx) = /0 o(ya(0))e Nt /0 F(ga(t))e Nt = u(z). (5.25)



92 CHAPTER 5. APPLICATIONS

e they exist two values 1, t2 € (0,400] such that for s € [t1,t2] we have y,(t) € I'. We can
show that y,(f) can not be an optimal trajectory for the uncontrained problem, for a € > 0
sufficiently small.

We define a trajectory z,(t) in the following way

w={ ) frem o2

where v(t) is a whichever curve contained in 2\ I" and that continuously connect y,(¢;)
and y,(t2). We have that

—+00 —+00

f(zm(s))e_)\Sds _ t1 f(ym(S))e_)\st—l- t2 f(yx(s))e_)‘sdé’-i- f(yx(s))e_)‘sds <
0 0 t £y

s+ [tk [ pntne s = [ atuntsne Vs

0 t1 2
(5.27)

S0 yx(t) is not an optimal trajectory. We came back to the previous case.

O]

Remark 5.2. We can also observe that Proposition 5.1 is true for e < saied u(x) the

1
max u(z)’
zeQ\Il

solution of the unconstrained problem. We can verify that substituiting € on (5.27) and observe
that it is always valid.

5.2.2 Simulations

In the following we deal with some optimization problems with constraints using the techniques
introduced in previous chapters.

Solving labyrinths

We propose to use our results on HJ equations on discontinuous data to solve a labyrinth. We
propose two different approaches. In the first we can think about a labyrinth as a minimum time
problem with constraints, that are the walls. In this case, from the fact that the dynamics is
isotropic, the Soner’s condition is verified, so we could deal also to this problem with the classical
theory of HJ with constraint. This is an alternative approach. In the second one, we build a
graph that modelize the labyrinth, and we solve a minimum time problem on it. Obviously
these two different approaches solve two different problems, from the fact that we use a different
model in every case.

We consider the labyrinth I(z) as a digital image with I(z) = 0 if z is on a wall, I(z) = 0.5 if
x is on the target, I(x) = 1 otherwise. We propose to solve the labyrinth shown in Figure 5.13
where the gray square is the target.
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We solve the eikonal equation
Du(a)| = f(z) =e€Q
with the discontinuous running cost

Ldf I(x)
f(“"):{ M I(z) =

1
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(5.28)

(5.29)

We are in the Hypothesis of Chapter 2 so we use the numerical scheme proposed in that chapter.
We obtain the value function shown in Figure 5.14. We have chosen dz = dt = 0.0078, M = 10'°.
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Figure 5.13: A labyrinth as a digital image.
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Figure 5.14: Mesh and level sets of the value function for the labyrinth problem.
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The second approach that we want show uses the results for an eikonal equation on a graph,
results presented in Chapter 4.

We build a graph I' that modelizes our labyrinth as shown in Figure 5.15 after this we impose
f(z) =1 on T, so we can use the method discussed in Chapter 4. We chose dt = 0.05 and we
obtain the result shown on Figure 5.16.
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Scheme of the Network

Arcs
® Knots

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 ® BoundKny

Figure 5.15: The graph that modelizes the labyrinth.

Figure 5.16: Value function on the Graph.
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Constraints without Soner’s condition

Here we use the approach introduced above for an optimization problem where the Soner’s
condition fails.

We consider the domain Q = [-1,1)2\ C, where C' = [-0.2,0] x [~1,0], and the dynamics
b(xz,a) = (a1,0). We can show that the boundary 0C; = [-0.2,0] x {0} does not verify the
Soner’s condition, for example

b(z,a) -n(x) =(a1,0) x (0,1) =0 =z € IC;. (5.30)

As shown before, we modelize the constraint using the function cost f. We impose the discon-
tinuous running cost

1 ifxe
@={ wrce )
we use, then, the following boundary conditions
_J 0 ifxre{-1}x[-1,1]
(@) = { 1 ifzéQ. (5-32)

so, we can see at this problem as a minimum time problem with constrains where the target is

T ={-1} x [-1,1].

We have a numerical approximation of the solution of the problem, shown in Figure 5.17. In
the test we have dz = 0.04 and dt = 0.02. We take also M = 1019.

Obviously, there will be some points x € 2 that are outside the reachable set of the problem, in
which we can not define a finite solution for M — +4oc0.
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Sail Optimization

Here we want to present an application of optimization theory to the research of optimal tra-
jectories in sail boat race.

A sailboat has some restrictions to his choice of trajectories, becaure of it can not move with an
upwind angle, less than «. The angle « is a variable that depend from the kind of the boat, the
speed of the wind, and the ability of the helmsman. Tipically, we want to minimize the time
of arrival on a waypoint (buoy) which is placed upwind. So we can not move directly in the
direction of the target, but we have to alternate some pieces of trajectory moving to the left side
and to the right. This is the typical beating (to windward).

In our model we introduce the dynamic system

y(t) = b(y(t), a(t)),
{ " (5.33)

where, saied w = [wy, we] the direction of wind, the function b is

[ a ifa-w<cos(a)
by, a) = { 0 otherwise (5-34)

We impose the target set 7 = {(0,1)}, and a constant running cost equal to one.

In our first simulation we consider the case of constant wind w = [0,—1]. We can observe
in Figure 5.18 the results. In this figure we have also traced the optimal trajectories starting
from the start, that is the line zo = —0.9. For every starting point we have traced in bue, the
trajectories that choose preferably the left side of the race field and in red the ones that prefer
the right side. We have to remark that for every starting point the blue trajectory and the red
one are both optimal. Are also optimal the other trajectories with optimal angle with respect
to the wind and included between the red and the blue one.

In the second simulation we change just the wind. We suppose that the vector w is the following:

(0,-1) if 25 < —0.3
w(z){ (cos(2n)sin(2m)) if x9 > 0.3 (5.35)
(cos(18—17r) sin(%w)) otherwise .

This fact change prominently the situation. As it is shown in Figure 5.19 from the starting
points where there is just one trajectory, the oprimal choice is unique, where there are sections
of the same that have a different red way and blue one, there are possible infinity choices of
optimal paths.
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Figure 5.18: Sail Optimization: solution and optimal trajectories.
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Figure 5.19: Sail Optimization: solution and optimal trajectories with changes of wind.
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5.3 Front Propagation in Discontinuous Media

5.3.1 Theoretical background

Here we briefly present some basic concepts of the theory of curve evolution.

We consider curves to be deforming in time. Let C(p,t) : S* x [0,T) — R? denote a family
of closed (embedded) curves, where ¢t parameterizes the family and p parametrizes the curve.
Assume that this family of curves obeys the following PDE:

9C(p, t)
ot

with Co(p) as the initial condition. Here 7 and n are, respectively, the unit tangent and the
inward unit normal. This equation has the most general form and means that the curve is
deforming with a velocity in the tangential direction and ¢ velocity in the normal direction.
If we are just interested in the geometry of the deformation, but not in its parametrization,
this flow can be further simplified following the result of Epstein and Gage [21], i.e., if ¢ does
not depend on the parametrization, then the image of C(p,t) that satisfies equation (5.36) is
identical to the image of the family of curves C(p,t) that satisfies

aC(p, 1)
ot

In other words, the tangential velocity does not influence the geometry of the deformation, just

= a(p,)7(p,t) + (P, )n(p, 1) (5.36)

= c(p, t)n(p,t). (5.37)

its parametrization.

Curves and surfaces can be, often, represented in an implicit form, as level sets of a higher-
dimensional surface. A typical example is the representation of a curve as the level set of a
function. The pioneering and fundamental work on the deformation of level sets was introduced
in [44]. This implicit representation has a good number of advantages, like stability, accuracy,
topological changes allowed etc.

Let us represent this curve as the zero level set of an embedding function u(z, t) : R? x[0,T) — R:
C(z,t) = {(z,t) e R x[0,T) : u(z,t) = 0} (5.38)

differentiating this equation and combining with (5.37), we obtain

0

ai: = e(x,1)| Dyl (5.39)
where all the level sets of the function u is moving according to (5.36). With an appropriate
initial function ug, the zero level set represent the motion of the curve C. For details see [50].

If we suppose that c(z,t) = ¢(z) > 0 we can use an alternative representation. Supposing that
T(z) : R?* = [0, 4+00) is the function representing the time at which the curve crosses the point
x, we can show that the function time-of-arrival T' satisfies

c(x)|DT| = 1. (5.40)
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the function 7" gives a representation of the motion of C as level sets, i.e. C(t) = {z : T'(x) = t}.
We can use the method proposed in Chapter 2 to give an approximation of the time-of-arrival
T in the case of discontinuous velocities c.

5.3.2 Simulations

We consider a simple situation: there is a source of a signal in the point (—1,1) and the velocity
of the signal is not constant through the whole domain, instead, it varies following the function
c(x). We can see at this situation as an evolution of a curve (at time zero a point) through an
inhomogeneous field of velocities.

We take the following value for the function ¢(x)

10 if —0.2< 2 <£0.2

cz1,22) = { 1 otherwise . (5.41)

We get the results shown in Figure 5.20.

We consider also a more complicated situation. This could represent the time of arrival of
an electromagnetic radiation of planar waves that moves from a source placed in the point
(—1,1). The function ¢(z) modelizes the index of refraction of a discontinuous media. We take
ac(z): [~1,1]? — (0, M] as presented in Figure 5.21, of the form

1 ifap > g | 1

10
.¢ log(et+z1) 2 log(e+1) 1
3 if 71 2 ~ 10 S xT9 S 2 + 10
c(z1,22) =< 920 if A l<g,< w -2 (5.42)

1 ifay < —2%301 -
2  otherwise .

the approximated solution of the problem is presented in Figure 5.21. We can also, mind-
ing the physical model, try to reconstruct some trajectories of the waves through the media.
[VERIFICARE!] the results are presented in Figure 5.22.
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Figure 5.20: Front propagation: solution (mesh and level sets).
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Figure 5.22: Front propagation: level set of the solution and some optimal trajectories.
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