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Introduction

We present here general limit theorems for sums of i.i.d. random variables under
the basic assumption that the logarithm of the characteristic function has the
form:

log'(t) = jtj� (�c+ �(t) +R(t))

�(t) =
X

k�1;j�0
k+j��r

�+kjt
k jtjj�(*)

for t � 0, with c; �+kj 2 C, 0 < � � 2 and R(t) = o(jtjr) t ! 0; for t � 0 with

have the same expression in term of coe�cients ��kj . The coe�cients ��kj and �
+
kj

are called the left and right quasicumulants of the characteristic function, and
they are extremely useful quantities when the usual cumulants or moments do
not exist. In the case � = 1; 2 (i.e. when the random variable is in the domain
of attraction of the Cauchy and Gaussian law respectively) the quasicumulants
correspond to the left and right derivative of log'(t) at the point t = 0.

If (Xn) is a sequence of i.i.d. random variables with characteristic function
satisfying (*) it is possible to derive in terms of the quasicumulants an asymp-
totic expansion in powers of n�k=��j for the probability pn(x) := P(Sn = x),
Sn = X1+ � � �+Xn, if Xn are lattice random variables, or for the density pn(x)
of Sn, if Xn have density. This expansion generalize the classical Chebyshev-
Edgeworth-Cram�er expansion for for sums of i.i.d. random variables having
�nite variance and a certain number of higher order moments. If we also as-
sume the di�erentiability C� of '(t) in all point except the origin (and 2k�,
k 2 Z, for lattice random variables) we can improve the estimate in x of the
remainder term of the asymptotic expansion. Using this result it is easy to prove
in the cases 0 < � � 1 and � = 2 the global limit theorem, i.e. large deviation
holding uniformly on the whole real line.

The collection of all characteristic functions satisfying (*) is called ��; the
name was an idea of Petrov (see [7]) who noticed that such characteristic func-
tions, having a singularity at t = 0, resemble a \�".

The motivation of the assumption (*) came from the following problem. If
f(Xn; Yn)g is a two dimensional random walk, let �n be the successive times
when Yn = 0, and de�ne Xn = X�n : Xn is the trace of the random walk
f(Xn; Yn)g through the x-axis. In the continuous time case it was shown by
Molchanov [6] that the trace of a two dimensional Brownian motion on the
x-axis, parametrized by the local time on the axis, is a Cauchy process. In
analogy we proved in [7] that the random variable X1 belongs to the domain of
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attraction of the Cauchy law, and more the characteristic function satis�es:

log'(t) =

(
�ct+Pr

k=2 c
+
k (it)

k +R+(t) t � 0

ct+
Pr

k=2 c
�
k (it)

k +R�(t) t < 0

with c > 0, and R+ and R� are o(jtjr); so '(t) 2 �1. We then wanted to see if
we could get example of (*) with general 0 < � < 2 using a procedure similar
to the trace process, i.e. by subordinating a random walk with �nite variance
to a sequence of random times. The local times arising from the trace process
all belong to the stable law of exponent 1=2, so in order to construct random
times with di�erent exponent we considered the return times to 0 of the Markov
chain on the natural numbers corresponding to the Jacobi polynomials: varying
one of the parameters in the de�nition of the Jacobi polynomials we can get all
the di�erent exponents 0 < �0 < 1 for the random times, and all 0 < � < 2 in
(*). The equivalence between families of orthogonal polynomials and Markov
chains on the natural numbers can be found in [14], while for a discussion on
the subordinated processes in continuous time we suggest [6] or [11].

The idea of using some substitute of the moments in proving limit theorems
seems to rise to Linnik ([4], Ch. 14): he introduced the \pseudomoments"
de�ned as the left and right derivatives of the characteristic function at the
point t = 0, and used them to in order to prove limit theorems holding on the
whole real line for the distributions of sums of i.i.d. random variables with �nite
variance and regular-decaying density. Linnik assumptions are a particular case
of (*) with � = 2, and his result follows from the consideration in Chapter 4.

In Chapter 1 we introduce the trace process in a general setting and derive
the formula for the characteristic function. We prove that in the case of the two
dimensional random walk the characteristic function satis�es (*) with � = 1.

In Chapter 2 we introduce the analogy between Markov chains on the nat-
ural numbers and families of orthogonal polynomials, which we took from [14],
and we develop the particular case of the Jacobi polynomials, deducing the
asymptotic for the generating function of the return time to 0.

In Chapter 3 we study the asymptotic expansion of pn(x) assuming (*), and
we give non-uniform estimate on the remainder term when the di�erentiability
of the characteristic function outside t = 0 is assumed.

In Chapter 4 we derive the global limit theorems for 0 < � � 1 and � = 2
as a corollary of the results of Chapter 3. The global limit theorem for � = 2
incorporates the result of Linnik ([4], Ch. 14) but the method for the proof is
di�erent.

3



Chapter 1

Trace process and Cauchy

law

1.1 Introduction

We begin our discussion on the limit theorems with an example of random walk
whose characteristic function can be analyzed in term of quantities which we will
later call quasicumulants. Consider a 2-dimensional random walk f(Xn; Yn)gn�0
where the random variablesXn and Yn represent the position of a particle on the
x-axis and the y-axis respectively; assumeX0 = Y0 = 0. Let A = f(x; 0) : x 2 Zg
be the x-axis, we de�ne �n as the successive times for which the particle is in
A; let Xn = X�n . We call the new random walk fXngn�0 the trace process, as
it is the trace that the particle leaves on the x-axis. In this chapter we study
the characteristic function of the trace process.

1.2 The general case

Let us start from the following general case: let fXng be a homogeneous Markov
chain on the countable state space S, with transition matrix P = (px;y)x;y2S .
Let A � S be a proper subset, and assume that the random time � = minfn �
1: Xn 2 Ag is �nite with probability 1. Let fXng be the process de�ned by the
trace that Xn leaves in its passages in A, i.e. Xn = X�n , where �n is the time
when fXng returns to A for the nth time. We are going to derive an expression
for the transition matrix Q of the Markov chain fXng; the entries of Q are
qx;y = Px(X� = y), x; y 2 A.

Given a bounded function f on A, we de�ne, for z 2 C and jzj � 1, the
linear operator

(Uzf)(x) = Ex[z
� 0f(X� 0)]; x 2 S

where � 0 := minfn � 0: Xn 2 Ag; it is well de�ned since the argument of the
expected value is bounded. It is well known from the discrete potential theory,
that the function uz(x) := (Uzf)(x) satis�es the relation

(1.1)

(
uz(x) = z(Puz)(x) if x =2 A;
uz(x) = f(x) if x 2 A:
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If we denote by l1(S) and l1(A) the spaces of bounded functions on S and A
respectively, which are Banach spaces with respect to the supremum norm, it
is clear that Uz : l

1(A) ! l1(S) has kUzk � 1. For jzj � 1 we also de�ne the
operator Qz : l

1(A)! l1(A)

(Qzf)(x) = Ex[z
�f(X� )]; x 2 A:

This operator is a strongly continuous function of the parameter jzj � 1, this
means that Q := Q1 = limz!1Qz and, as easy to see Q is the transition operator
of the trace process on A.

In order to �nd an expression forQz, will will investigate the relation between
Qz and Uz. Namely

(Qzf)(x) = Ex[z
�f(X� )] =

+1X
n=1

P (� = n)Ex[z
nf(Xn)j� = n]

=
X
y2A

p(x; y)zf(y) +
+1X
n=2

X
y=2A

znPx(X1 = y; � = n)Ey[f(Xn)]

= z
X
y2A

p(x; y)f(y) + z
X
y=2A

p(x; y)Ey[z
� 0f(X� 0)]

= z(RPUzf)(x)

where R : l1(S) ! l1(A) is the restriction operator (Rf)(x) = f(x), x 2 A
(above we used the fact that if the initial point y is not in A then � = � 0).
Therefore Qz = zRPUz.

What about Uz? Introducing the extension operatorM�A : l
1(A)! l1(S)1

de�ned as

M�Af(x) =

(
f(x) if x 2 A
0 if x =2 A

we can rewrite relation (1.1) in one line as

(Uzf)(x) = z(PUzf)(x) + (M�A(1�Qz)f)(x);

which means
(1� zP )Uz =M�A(1�Qz)

If jzj < 1, then 1� zP is invertible, hence Uz = (1� zP )�1M�A(1�Qz). So

Qz = zRP (1� zP )�1M�A(1�Qz)

= zRP (1� zP )�1M�A � zRP (1� zP )�1M�AQz

from which

[1 + zRP (1� zP )�1M�A ]Qz = zRP (1� zP )�1M�A

[1 + zRP (1� zP )�1M�A ]Qz = 1 + zRP (1� zP )�1M�A � 1

and �nally

(1.2) Qz = 1� [1 + zRP (1� zP )�1M�A ]
�1

if jzj is small enough.

1The notation for the extension operator comes from the fact that it \multiplies by the
function �A".
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1.3 The trace process

Now we specialize the formula in (1.2) to the case of an ordinary lattice random
walk, i.e. S = Zd+1, A = f(x; y) 2 Zd � Z : y = 0g and the transition matrix P
is translation invariant, that is

p(x1;y1);(x2;y2) = p(x2 � x1; y2 � y1); x1; x2 2 Zd and y1; y2 2 Z:
As we mention above, the basic assumption is that the return time � of our
random walk f(Xn; Yn)g is �nite with probability 1. Condition for this can be
found easily by looking at the projection of the random walk f(Xn; Yn)g on the
y-axis, which correspond to the random walk fY 0ng with transition probability

p0(y) =
X
x2Zd

p(x; y)

The random time � is �nite with probability 1 if and only if the projected
random walk fY 0ng is recurrent. fY 0ng is a 1-dimensional random walk, and it
is proved in [12] that a 1-dimensional random walk with �nite �rst moment is
recurrent if and only if the �rst moment is zero.

It is easy to see that the operators R, P and M�A can be regarded as oper-
ators on l2 rather then l1, and they are still bounded. Hence we get from (1.2)
that also Qz : l

2(A)! l2(A) is bounded if jzj is small enough.
Let F : l2(S) ! L2(Td+1) and F1 : l

2(A) ! L2(Td) be Fourier transforms,
we want to �nd the operator Q̂z : L

2(Td) ! L2(Td) such that Q̂zF1 = F1Qz.
Direct calculation shows that the operator M̂�A : L

2(Td)! L2(Td+1) such that
M̂�AF1 = FM�A is given by

(M̂�A f̂)(s; t) = f̂(s); s 2 Td and t 2 T;
and the operator R̂ : L2(Td+1)! L2(Td) such that R̂F = F1R is

(R̂f̂)(s) =
1

2�

Z �

��

f̂(s; t)dt; s 2 Td and t 2 T:

Therefore it follows from (1.2) that

(1.3) Q̂z f̂(s) =

�
1� 1

Gz(�s)
�
f̂(s); s 2 Td

where Gz(s) is given by the expression

(1.4) Gz(s) =
1

2�

Z �

��

dt

1� zp̂(s; t)
:

Notice that the Fourier transform p̂0(t) of the transitions probability for the
projected random walk fY 0ng is given by p̂(0; t), so the function Gz(0) coincide
with the Green function of the fY 0ng, i.e.

P
n�0 p

0n(0)zn.

Theorem 1.3.1. Let f(Xn; Yn)g be a random walk on the state space Zd � Z,
with transition matrix P = (p(x2 � x1; y2 � y1)), xi 2 Zd, yj 2 Z, i; j = 1; 2.
If the �rst moment of the projected random walk fY 0ng is zero, then the trace
random walk fXng on the hyperplane A = f(x; y) 2 Zd � Z : y = 0g is well
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de�ned, and the function q(x), x 2 Zd, which de�ne the transition matrix Q =
(q(x2 � x1)), has the Fourier transform

(1.5) q̂(s) = 1� 1

G(�s) ; s 2 Td

with G(s) = G1(s) as de�ned in (1.4).

Proof. We know that Q = limz!1Qz, so passing to the limit in (1.3) gives us
the desired result.

Remark 1.3.1. If fXng and fYng are independent, then p̂(s; t) = p̂1(s)p̂2(t)
and G(s) = 1

2�

R �
��

dt
1�p̂1(s)p̂2(t)

. It is known (see, for example, [12]) that the

generating function of � , F (z) = E[z� ] can be expressed as

F (z) = 1� 1

Gz

where Gz =
1
2�

R �
��

dt
1�zp̂2(t)

. Therefore (1.5) reduces to q̂(s) = F (p̂1(s)).

Remark 1.3.2. For the projected random walk fY ng the Fourier transform of
�p(y) is �̂p(t) = p̂(0; t), which means that G(0) = G1.

Example 1.3.1. Suppose f(Xn; Yn)g is the usual nearest neighbors random
walk p(�1;�1) = 1=4, then substituting its Fourier transform p̂(s; t) = 1

2 (cos s+
cos t) into (1.5) and integrating we get

q̂(s) = 1�
r
1� cos s� 1

4
sin2 s

Example 1.3.2. If fXng and fYng are independent symmetric random walks
on Z, with the same transition probability p(�1) = 1=2, then F (z) = E[z� ] =
1�p

1� z2 and, by Remark 1.3.1,

q̂(s) = 1�
p
1� cos2 s = 1� jsin sj :

1.4 Asymptotic of q̂(s)

For our consideration we further restrict to the case d = 1. We want to study
the behaviour of the c.f. q̂(s) and show that, under mild regularity condition on
the moments of the original random walk, it belongs to the domain of attraction
of the Cauchy law.

Consider the integral

(1.6) G(s) =
1

2�

Z �

��

dt

1� p̂(s; t)
:

Of course, as p̂(s; t) is the characteristic function of an aperiodic random walk,
if s is away from 0 we have no trouble with integral (1.6), and G(s) has the
same regularity as p̂(s; t), which we assume Cr+3. We will therefore study G(s)
for small value of s.
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By the Morse Lemma (see Appendix A) there exist neighborhoods 0 2 U �
T, 0 2 V � T and a function u : U � V ! R of class Cr+1 such that

p̂(s; t) = �u(s; t)2 + p̂(s; �(s))

where �(s) is the maximum of p̂(s; t) as a function of t, for �xed s (it is the
maximum because we assume p̂00(s; t) positive de�nite). By the continuity of
u(s; t) we can �nd a smaller neighborhood 0 2 U1 � U such that for s 2 U1,
u(s; V ) � ]��; �[, for some �xed � independent on s. Hence for s 2 U1 we de�ne
A(s) = ft 2 V : u(s; t)2 < �2g and we split the integral

G(s) =
1

2�
I1(s) +

1

2�
I2(s);

I1(s) =

Z
A(s)

dt

1� p̂(s; t)
;

I2(s) =

Z
TnA(s)

dt

1� p̂(s; t)
:

The integral I2(s) is C
r+3 because the integration variable t is uniformly

bounded away from 0 when s 2 U1. As for I1(s), we can change variable and
write

I1(s) = ~I1(�) =

Z �

��

f(s; u)

�2 + u2
du(1.7)

�2 = �2(s) = 1� p̂(s; �(s))(1.8)

where f(s; u) is Cr (notice that the integration variable u of I2 runs exactly
from �� to � by our assumption s 2 U1).

Lemma 1.4.1. If f(s; x) is of class C2r, then the integral

I(�; s) = �

Z �

��

f(s; x)

�2 + x2
dx

is of class C2r in the variable (�; s), and I(0; s) 6= 0 if f(s; 0) 6= 0.

Proof. Write the Taylor expansion

f(s; x) =
2rX
k=0

ak(s)x
k + �(s; x)x2r

where �(s; x)! 0 when x! 0. Hence

I(�; s) =
rX

k=0

2a2k(s)
k(�) + ~
r(�);


k(�) = �

Z �

0

x2k

�2 + x2
dx;

~
r(�; s) = �

Z �

��

�(s; x)x2k

�2 + x2
dx:
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First notice that the 
k(�) are analytic. Indeed


k(�) = �

Z �

0

x2x2k�2 + �2x2k�2

�2 + x2
dx� �3

Z �

0

x2k�2

�2 + x2
dx

= �

Z �

0

x2k�2dx� �2
k�1(�) =
kX

j=1

�2j�1
Z �

0

x2k�2jdx+ (�1)k�2k
0(�)

and 
0(�) = arctan �
� is analytic. As for ~
r(�; s), we repeat the same procedure:

~
r(�; s) = �

Z �

��

�(s; x)x2k�2dx� �2~
r�1(�; s)

=
rX

j=1

�2j�1
Z �

��

�(s; x)x2r�2jdx+ (�1)r�2r~
0(�; s)

where ~
0(�; s) = �
R �
��

�(s;x)
�2+x2 dx! 0 when �! 0. Therefore I(�; s) is a sum of

a C2rfunction plus a remainder term �2r~
0(�; s).
Moreover, since 
0(0) 6= 0 and 
k(0) = 0 = ~
r(0; s) is k and r are 6= 0, then

I(0; s) 6= 0 if f(s; 0) 6= 0.

Considering equation (1.8), we notice that, since �(0) = 0 and p̂0(0; 0) = 0,
�2(s) has a Taylor expansion

�2(s) =
r+2X
k=2

aks
k +R(s)

and a2 > 0 by the non-degeneracy condition of the random walk. Therefore

�(s) = a jsj g(s); a > 0

with g(s) of the class Cr and g(0) = 1.
Now we have all the ingredients to prove the following

Theorem 1.4.2. Suppose the characteristic function p̂ : T � T ! R of the
random walk f(Xn; Yn)g on Z2 with 0 �rst moment belongs to the class Cr+3,
and p̂00(0; 0) is positive de�nite. Then the characteristic function

q̂(s) = 1� 1

G(�s)
of the trace random walk, with G(s) given by (1.6), admits the representation

(1.9) q̂(s) = 1� a jsjF (s)

with a > 0, F (s) of the class Cr, F (0) = 1 and F (s) 6= 0 if s 6= 0.

9



Chapter 2

Subordinated random walks

and quasicumulants

2.1 Subordinated random walks

Before formulating and proving general limit theorems for sums of independent
random variables we want to show how such theorems are important by show-
ing how characteristic functions having quasicumulants appear naturally in the
theory of random walks. In the previous chapter we analyzed the case of the
trace of a r.w., which always belong to the domain of attraction of the Cauchy
law. In order to have other limiting laws we need to use the idea of subordinated
random walk.

Let (Tn)n�1 be a sequence of i.i.d.r.v. with values in the positive integers
(random times). For z 2 C, jzj � 1, de�ne the common generating function
of the Tn's as F (z) = E[zT1 ]. The sum Sn = T1 + � � � + Tn, S0 = 0, has
generating function F (z)n. Let (Xn)n�0 be a homogeneous random walk with
transition function p(x), x 2 Z, and characteristic function p̂(t). The random
walk (Xn)n�0 de�ned as Xn = XSn is called the r.w subordinated to Xn; the
Markov chain Sn is called the subordinator, and Xn and Xn are the direct and
subordinated r.w. respectively. Elementary calculations show that the c.f. of
X1 is given by q̂(t) = F (p̂(t)) (cfg. Remark 1.3.1).

In many cases F (z) can be written as

(2.1) F (z) = 1� (1� z)�c(z)

where 0 < � < 1, and c(z) is of class Cn in a neighborhood of the point z = 1,
and c(1) 6= 0.

Example 2.1.1. The function F (z) = 1�c(1�z)�, 0 < c � 1 is the generating
function of the distribution

p0 = 1� c

p1 = �c

p2 =
�(�� 1)

2
(�c)

: : :
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Theorem 2.1.1. If the generating function satis�es (2.1) and the c.f. p̂(t) can
be expanded as

p̂(t) = 1� m2

2
t2 + � � �+ mr

r!
(it)r + o(jtjr)

with m2 > 0, then we have

q̂(t) = 1� jtj2� g(t)
where g(t) is of class Cm, m = minfr � 2; 2ng, and g(0) = (m2=2)

�c(1).

In the next section we will show that using the relationship between orthog-
onal polynomials (OP) and Markov chains on the half axis, interesting examples
of generating functions satisfying (2.1) can be produced.

2.2 Basics of orthogonal polynomials

Let � be a probability measure on the real line with compact support, and which
is not concentrated on a �nite number of points. Then on the Hilbert space
L2(R;B; �) we can apply the Graham-Schmidt orthogonalization process to the
family of monomials f1; x; x2; : : : g (for the moment we do not choose any par-
ticular normalization). The result is a family of polynomials fRn(x)gn�0 which
are orthogonal with respect to �, i.e. (Rj jRk) = 0 if j 6= k, and degRn(x) = n.
The smallest interval [a; b] which contains the support of � is called the interval
of orthogonality. The �rst important result in the theory of orthogonal poly-
nomials is there exist coe�cients an, bn and cn so that the following relation
holds

(2.2) xRn(x) = anRn+1(x) + bnRn(x) + cnRn�1(x):

The coe�cients an and cn depend on the particular choice of the normalization
while bn do not, in fact

(2.3) an =
(Rn+1jxRn)

kRn+1k2
; bn =

(RnjxRn)

kRnk2
; cn =

(Rn�1jxRn)

kRn�1k2

and ancn+1 > 0 for n � 0. We can choose the normalization which sets the
leading coe�cient equal to one, and denote the corresponding family of OP by
the symbol Mn(x). In this case we have an = 1 and cn+1 > 0. The following
theorem, due to Favard, provides the converse to what we showed so far.

Theorem 2.2.1. Let fMk(x)gn�0 be a family of monic polynomials with degree
degMk(x) = k, which satis�es the recurrence relations

(2.4)
M1(x) = x� b0

Mn+1(x) = (x� bn)Mn(x)� cnMn�1 n � 1

with cn > 0. Then there exists a probability distribution � such that (Mj jMk) =
0 if j 6= k.

The structure of the zeros of a family of OP is described by the next classical
result.
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Theorem 2.2.2. If fRn(x)g is a family of OP with interval of orthogonality
[a; b], then:

(A) the roots of Rn(x) are all real, simple and contained inside ]a; b[;

(B) if x1 < � � � < xn are the roots of Rn(x), then for every m > n in the
interval ]xk; xk+1[ (k = 0; : : : ; n, x0 = a, xn+1 = b) there is at least one
root of Rm(x).

For the proofs of the above Theorems and a more detailed discussion on
orthogonal polynomials see, for example, [13].

2.3 Orthogonal polynomials and Markov chains

Consider the Markov chain on (Xn)n�0 on the non-negative integers with tran-
sition probabilities P(Xk+1 = n+ 1jXk = n) = pn, P(Xk+1 = njXk = n) = rn,
P(Xk+1 = njXk = n + 1) = qn+1, for n � 0, and pn + rn + qn = 1 (q0 = 0).
We assume pn > 0 and qn+1 > 0 for n � 0 so that the chain is irreducible. The
measure on N given by �(n) = p0 � � � pn�1=q1 � � � qn if n � 1, and �(0) = 1 is
invariant under the action of the transition matrix P .

On the Hilbert space H = L2(N; �) of all complex valued functions f(n)

s.t.
P jf(n)j2 �(n) < 1, with the scalar product (f jg) = P f(n)g(n)�(n), we

de�ne the operator P as

(Pf)(n) = pnf(n+ 1) + rnf(n) + qnf(n� 1):

This is the usual action of the transition matrix on L2; P is selfadjoint since the
chain is reversible, and kPk = 1, therefore the spectrum �(P ) is contained in
the interval [�1; 1]. Using the assumption that the chain is irreducible it can be
shown that the vector �0 is cyclic for P , i.e. the linear span of the set fPn�0g
is dense in H.

Now de�ne the family of polynomials recursively as

(2.5)
Q0(x) = 1

xQn(x) = pnQn+1(x) + rnQn(x) + qnQn�1(x) n � 1:

By Theorem 2.2.1 there exists a probability measure � on R such that the
Qn(x)'s are orthogonal to each other. In fact it can be shown (see [14]) that the
measure � coincide with the spectral measure of P relative to the vector �0, i.e.
8z 2 C with Im z > 0 we can write

(�0j(P � zI)�1�0) =

Z 1

�1

�(dx)

x� z
;

(the function F (z) =
R �(dx)

x�z is called the Borel transform of �).
Let us notice the polynomials Qn(x) satisfy the normalization Qn(1) = 1.

Viceversa if � is a measure concentrated on [�1; 1] (and not concentrated on a
�nite set) we can construct the family of monic polynomials Mn(x) orthogonal
w.r.t. � and by Theorem 2.2.2 we have Mn(1) > 0. The new OP's de�ned by
Qn(x) = Mn(x)=Mn(1) will satisfy the recurrence relations (2.5) with pn > 0,
qn+1 > 0 (n � 0) and rn = bn; moreover pn + rn + qn = 1. Therefore the

12



measure � is the spectral measure of a Markov chain on the natural numbers in
all cases when the coe�cients rn (or bn) are non-negative.

By the functional calculus we have the formula for the probability of return-
ing to 0 after k steps

p00(k) =

Z 1

�1

xk�(dx)

so the generating function for these probabilities is given by

(2.6) G(z) =
1X
k=0

p00(k)z
k =

Z 1

�1

�(dx)

1� zx
; jzj � 1

and G(z) is related to the Borel transform by the formula G(z) = �F (1=z)=z.
Let us introduce the probability measure on the interval [�1; 1]

���(dx) = n��(1� x)�(1 + x)�dx

�; � > �1 and n�� is the normalizing factor. The family fP (�;�)
n (x)g of OP

generated by ��� using the normalization

(2.7) P (�;�)
n (1) =

�(n+ 1 + �)

n!�(1 + �)

are called Jacobi polynomials. There are classical formulas for the coe�cients
an, bn and cn (see for example [13])

(2.8)

an =
2(n+ 1)(n+ 1 + �+ �)

(2n+ 1 + �+ �)(2n+ 2 + �+ �)

bn =
(�2 � �2)

(2n+ �+ �)(2n+ 2 + �+ �)

cn =
2(n+ �)(n+ �)

(2n+ �+ �)(2n+ 1 + �+ �)
:

So, from (2.3) and (2.7),

(2.9)

pn =
2(n+ 1 + �)(n+ 1 + �+ �)

(2n+ 1 + �+ �)(2n+ 2 + �+ �)

rn =
(�2 � �2)

(2n+ �+ �)(2n+ 2 + �+ �)

qn =
2n(n+ �)

(2n+ �+ �)(2n+ 1 + �+ �)
:

As easy to see rn is non-negative i� one of the three happens:

(A) � = � (rn = 0 for n � 0);

(B) � > 0 and �� < � < � (rn > 0 for n � 0);

(C) � > 0 and � = �� (r0 = � and rn = 0 for n � 1).
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If � = � 6= �1=2 it is customary to write the measure as �
(dx) = (1 �
x2)
�1=2dx (
 = � + 1=2); the family of OP fC(
)

n (x)g generated by �
(dx)

using the normalization C
(
)
n (1) = �(n + 2
)=n!�(2
) are called Gegenbauer

polynomials. The case � = � = �1=2 give rise to the Chebyshev polynomials
fTn(x)g under the normalization Tn(1) = 1; they correspond to the Markov
chain p0 = 1 and pn = qn = 1=2 for n � 1. Another family of classical
OP is that of the Legendre polynomials fPn(x)g which have � = � = 1 and
normalization Pn(1) = 1; they have transition probabilities pn = (n+1)=(2n+1)
and qn = n=(2n+ 1).

2.4 Asymptotic of the generating function

The generating function (2.6) for the Jacobi Markov chain becomes

(2.10) G��(z) = n��

Z 1

�1

(1� x)�(1 + x)�

1� zx
dx:

The goal of this section is to study the asymptotic of this function in the variable
z for di�erent values of the parameters � and �.

An expression for (2.10) can be given using the hypergeometric series, which
is de�ned as

(2.11) 2F1(a; b; c; �) =
1X
n=0

(a)n(b)n
(c)n

�n

n!

where the symbol (�)n := (�)(�+ 1) � � � (�+ n� 1) is called the rising factorial.
The series (2.11) is convergent for j�j < 1. The hypergeometric series has the
representation

(2.12) 2F1(a; b; c; �) =
�(c)

�(b)�(c� b)

Z 1

0

wb�1(1� w)c�b�1

(1� �w)a
dw

when 0 < Re b < Re c. The LHS of (2.12) is called the Euler hypergeometric
integral (see [13]). It is easily seen that after the change of variable w = (x+1)=2
in (2.12), (2.10) can be written as

G��(z) = n��
2�+�+1�(� + 1)�(�+ 1)

(1 + z)�(�+ � + 2)
2F1

�
1; � + 1;�+ � + 2;

2z

1 + z

�
for jzj < 1. However this formula doesn't give us information on the asymptotic
when z ! 1; the case � > 0 is not interesting for us since the integral (2.10) is
�nite for z = 1 (the Markov chain is transient).

Theorem 2.4.1. For � < 0 the integral (2.10) can be written, in a neighborhood
of z = 1, as

G��(z) =

�
1� z

z

��
h(z) + l(z)

where h(z) and l(z) are analytic and h(1) 6= 0, and the power � on the RHS is
the branch which gives real values for real arguments.
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From this we can derive an expression for the generating function of the time
T1 of �rst return to 0, F��(z) :=

P
n�1 fnz

n, fn := P(T1 = n):

F��(z) = 1� 1

G��(z)
= 1� (1� z)��c(z)

with c(z) analytic and c(1) 6= 0. For the particular case of the Chebyshev
polynomials (� = �1=2) we have c(z) = 1.
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Chapter 3

Limit theorems using

quasicumulants

3.1 The class ��

Suppose '(t) is the c.f. corresponding to the probability distribution �. For
0 < � � 2 let's introduce the class �� of all c.f. satisfying the condition:

(3.1) log'(t) = jtj� (�c(t) + �(t) +R(t))

in some neighborhood of t = 0, where c(t) = c 2 C, Re c > 0, for t � 0 and
c(t) = c for t < 0, and

�(t) =
X

k�1;j�0
k+j��r

�+kjt
k jtjj�(3.2)

�(�t) = �(t)(3.3)

and R(�t) = R(t), R(t) = o(jtjr) t! 0, and r 2 R. We call the coe�cients �+kj
the normalized (right) quasicumulants of order (k; j) of the c.f. '(t); for t < 0

expansion (3.2) holds with �(t) =
P
��kjt

k jtjj�, where ��kj = (�1)k�+kj and

��kj 's are the normalized left quasicumulants. It follows from the de�nition that

if '1; '2 2 �� and have normalized quasicumulants �
(1)+
kj and �

(2)+
kj respectively,

then the c.f. '1(t)'2(t) belongs to �� with �+kj = �
(1)+
kj + �

(2)+
kj .

Proposition 3.1.1. The following statements are true:

(a) if �1 6= �2 then ��1 \��2 = ;;
(b) if '(t) is the strictly stable distribution of exponent �, then '(t) 2 ��;

(c) if '(t) 2 �� then '(t) belongs to the domain of attraction of the strictly sta-
ble distribution of exponent � and the complex number c in (3.1) satis�es
���=2 � arg c � ��=2 if 0 < � < 1, and ��(2��)=2 � arg c � �(2��)=2
if 1 < � � 2.
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Example 3.1.1. Suppose '(t) satis�es:

(3.4) log'(t) =

(
��2 t22 +

Pr
k=3

c+k
k! (it)

k +R+(t) if t � 0

��2 t22 +
Pr

k=3
c�k
k! (it)

k +R�(t) if t < 0

where both R+(t) and R�(t) are o(jtjr) and � 2 R. In view of '(�t) = '(t)

necessarily we have c�k = c+k and for t � 0 R�(�t) = R+(t). The coe�cients c�k
and c+k are called the (left and right) quasicumulants (of order k) of the c.f. and
they correspond to the left and right-sided derivatives of log'(t) at the point
t = 0. If we de�ne:

R(t) :=

(
R+(t) t � 0

R�(t) t < 0

�+k;0 := �ik c+k+2

(k + 2)!

then '(t) 2 �2; the de�nition of �+k;0 in terms of the quasicumulants ck+2 jus-
ti�es the de�nition of \normalized quasicumulant". Notice that if '(t) has the
cumulant ck, then cj = c+j = c�j 2 R for all j � k. Viceversa let '(t) satisfy

(3.4) and let r0 be the �rst index such that c+r0 6= c�r0 (eq. Im c+r0 6= 0), then by
a classical result in probability theory (see for example [2]) the distribution cor-
responding to '(t) has 2m0 moments, where m0 := maxfn : 2n � r0g; therefore
if k � 2m0, then c

+
k = c�k = ck where ck is the usual cumulant.

Example 3.1.2. Let '(t) satisfy:

(3.5) log'(t) =

(
�ct+Pr

k=2 c
+
k (it)

k +R+(t) t � 0

ct+
Pr

k=2 c
�
k (it)

k +R�(t) t < 0

with c = a � ib, a > 0, and R+ and R� o(jtjr). Then '(t) 2 �1 with �+k;0 =

ik+1c+k+1=(k+1)!. As in Ex. 3.1.1 the coe�cients c�k and c+k are called left and
right quasicumulants, since they coincide with the left and right derivatives of
log'(t) w.r.t the variable it.

3.2 Generalized Chebyshev-Edgeworth-Cram�er

expansion

Consider a sequence (Xn)
1
n=1 of i.i.d. random variables with common charac-

teristic function '(t) belonging to ��, and let Sn = X1 + � � � + Xn. We will
consider two cases simultaneously.

Case A: Xn are lattice random variables, i.e. they take values in the set
a + hZ where h > 0 is called the span of the distribution of Xn. The span is
called maximal if there is no other a1 and h1 > h such that Xn takes values
in a1 + h1Z with probability 1. For lattice random variables we will always
assume, without lost of generality, that the maximal span is equal to 1, which
is equivalent to say that j'(t)j = 1 i� t = 2k� (i� '(t) = 1).

Case B: the common c.f. '(t) satis�es the condition
R1
�1

j'(t)jp dt <1 for

some p � 1. Since j'(t)j � 1 8t, ' 2 Lq 8q � p; in particular 'n 2 L1 for all
integers n � p. Therefore Sn has continuous and bounded density for all n � p.
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With an abuse of notation we will denote by pn(x) either the probability
P(Sn = x) x 2 Z, if we are in case A, or the density of the r.v. Sn, n � p, if we
are in case B. By the Fourier Theory pn(x) has the integral expression

pn(x) =
1

2�

Z L

�L

'(t)ne�itxdt

with L = � or 1 depending whether we are in case A or B.
For an arbitrary � > 0 we can split the above integral as:

pn(x) =
1

2�

�
I1(n; x) + I2(n; x)

�
I1(n; x) =

Z
jtj��

'(t)ne�itxdt

I2(n; x) =

Z
�<jtj<L

'(t)ne�itxdt:

The asymptotic of I2(n; x) for large values of n is a consequence of the following
well known results.

Lemma 3.2.1. If '(t) is the c.f. of a lattice distribution with the maximal span
h, then for every � > 0 there exists a positive number c such that j'(t)j � e�c

in the domain � � jtj � 2�
h � �.

Lemma 3.2.2. If '(t) is a c.f. satisfying the Cram�er condition

(C) lim sup
jtj!1

j'(t)j < 1;

then for every � > 0 there exists a positive number c such that j'(t)j � e�c for
jtj � �.

For the case A, using Lemma 3.2.1 and the hypothesis that the maximal
span is 1 we get:

jI2(n; x)j �
Z
�<jtj<�

j'(t)jn dt � 2�e�cn;

where the constant c is independent on x 2 Z. For the case B, let n0 be the
smallest integer greater then p; since 'n0(t) is the c.f. of the density pn0(x), it
satis�es the Cram�er condition (C), therefore using Lemma 3.2.2 we have:

jI2(n; x)j �
Z
jtj>�

j'(t)jn0 (j'(t)jn0)
n�n0
n0 dt � ec

n�n0
n0 k'n0k1 :

This means that in both cases I2(n; x) = O(e�c1n) as n!1 uniformly in x 2 Z
or x 2 R.

Using the hypothesis (3.2) we can rewrite the integral I1 as:

I1(n; x) =

Z
jtj��

en log'(t)�itxdt

=

Z
jtj��

e�nc(t)jtj
��itx exp [n jtj� �(t) + n jtj�R(t)] dt

=

Z �

0

e�ncjtj
��itx exp [n jtj� �(t) + n jtj�R(t)] dt

+

Z �

0

e�ncjtj
�+itx exp

h
n jtj� �(t) + n jtj�R(t)

i
dt
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The natural change of variable s = n1=�t leads to the expression:

I1(n; x) =
1

n1=�
�
I+1 (n; y) + I�1 (n; y)

�
; y =

x

n1=�
(3.6)

I+1 (n; y) =

Z n1=��

0

e�cjsj
��isy exp

h
jsj� �

� s

n1=�

�
+ jsj�R

� s

n1=�

�i
ds(3.7)

I�1 (n; y) = I+1 (n; y):(3.8)

Let u := n�1=�, w(s; u) := s�
�
�(us) +R(us)

�
and z(s; u) := s��(us). We have

the Taylor expansion

ez(s;u) =
1X
l=0

zl

l!
=

1X
l=0

1

l!
sl�

X
P

hm;n=l

�
l

(hm;n)

�Y
(�+mnu

m+n�sm+n�)hm;n

=
1X
l=0

sl�
X

P
hm;n=l

Y (�+mnu
m+n�sm+n�)hm;n

hm;n!

=
X

k�0;j�0

uk+j�sk+j�
k;j(s)

(3.9)


k;j(s) =

8>>>><>>>>:
1 k = 0, j = 0

0 k = 0, j � 1Pk
l=1 s

l�
P
P

hm;n=lP
mhm;n=kP
nhm;n=j

Q (�+mn)
hm;n

hm;n!
otherwise

(3.10)

where the symbol
�

l
(hm;n)

�
denotes the multinomial coe�cients with all the inte-

gers hm;n on the second line, and all the products above and the sums \
P
hm;n"

are extended over all pairs of integers m � 1 n � 0 with m + n� � r. In fact
in place of (3.9) we consider ez =

Pr
l=0 z

l=l! + ez
0

zr+1=(r + 1)! which gives the
formula

ez(s;u) =
X

k�0;j�0
k+j��r0

uk+j�sk+j�
k;j(s) + ez
0(s;u) z(s; u)

r+1

(r + 1)!

with r � r0, and it follows from the calculations above that z(s; u)r+1 = o(ur).
Let

J+1 (n; y) =

Z n1=��

0

e�cs
��isy

0BB@ X
k�0;j�0
k+j��r

uk+j�sk+j�
k;j(s)

1CCA ds;

J�1 (n; y) := J+1 (n; y);

then

(3.11)
��I+1 (n; y)� J+1 (n; y)

�� � Z n1=��

0

e�Re cs�
� ���ew(s;u) � ez(s;u)

���
+

������
X

r<k+j��r0

uk+j�sk+j�
k;j(s)

������+
����ez0(s;u) z(s; u)r+1

(r + 1)!

���� �ds:
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If � is a real number such that jw(s; u)j � � and jz(s; u)j � � then we have the
inequality jew � ezj � e� jw � zj. In the interval of integration in (3.11) � can
be chosen as as� where a > 0 is arbitrary small (if � is small enough). Also

we have jw � zj � �s�(us)r and
���ez0(s;u) z(s;u)r+1(r+1)!

��� � Ce�s�(r+1)(us)r+1 for any

� > 0 and some C > 0 if � is su�ciently small. Therefore

��I+1 (n; y)� J+1 (n; y)
�� ��Z n1=��

0

e�(Re c�a)s
�

s�ursrds

+
X

r<k+j��r0

uk+j�
Z n1=��

0

e�Re cs�sk+j� j
k;j(s)j ds

+ C

Z n1=��

0

e�(Re c�a)s
�

s�(r+1)(us)r+1ds

��Mur

(3.12)

which means I+1 (n; y) = J+1 (n; y)+o(n
�r=�), n!1, uniformly in y. Obviously

the same estimate holds between I�1 and J�1 , and going back to (3.6) we derive

I1(n; x) =
X 1

n
k
�+j

"Z n1=��

0

e�cs
��ityqk;j(s)ds+

Z n1=��

0

e�cjsj
�+ityqk;j(s)ds

#
+ o(n�r=�)

with qk;j(s) := sk�1+j�
k�1;j(s), and the sum is over all pair of integers k � 1,
j � 0 with k + j� � r + 1.

We conclude our estimate by noticing that for any k � 1 and j � 0����Z 1

n1=��

e�cjsj
��ityqk;j(s)ds

���� � Z 1

n1=��

e�
Re c
2 jsj�ds = O

 
e�

Re c
2 n��

n1�1=�

!
:

We therefore proved the following

Theorem 3.2.3. Let (Xn)
1
n=1 be a sequence of i.i.d.r.v. with common c.f. '(t)

belonging to ��, and assume one of the following two cases:

(A) the r.v. Xn have lattice distribution with maximal span equal to 1;

(B)
R1
�1

j'(t)jp dt <1 for some p � 1.

Then we have the asymptotic expansion

(3.13) pn(x) =
X

k�1;j�0
k+j��r+1

1

nk=�+j
U
(�;c)
k;j

� x

n1=�

�
+ o

�
n�

r+1
�

�
; n!1

uniformly in x 2 Z in the case A, or in x 2 R in the case B. The functions

U
(�;c)
k;j (y) have the expression:

U
(�;c)
k;j (y) =

1

�
Re

Z 1

0

e�cs
��isyqk;j(s)ds(3.14)

qk;j(s) =

8><>:
1 k = 1, j = 0

0 k = 1, j � 1Pk�1
l=1 s

(l+j)�+k�1q
(l)
k;j otherwise

(3.15)
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with the numbers q
(l)
k;j depending only on the �+m;n with m � k�1 n � j according

to the formula

q
(l)
k;j =

X Y
1�m�k�1
0�n�j

(�+m;n)
hm;n

hm;n!

where the above sum is taken over all possible arrays of non-negative integers
hm;n 1 � m � k� 1 0 � n � j satisfying the relations

P
hm;n = l,

P
mhm;n =

k � 1 and
P
nhm;n = j; in particular q

(1)
k;j = �+k�1;j and

q
(k�1)
k;j =

X jY
n=0

(�+1;n)
h1;n

h1;n!
:

From (3.14) and (3.15) we can see that once we know the coe�cients q
(l)
k;j , the

calculation of the functions U
(�;c)
k;j (y) reduces to the calculation of the integrals:

(3.16) I
(�;c)
k;l (y) =

Z 1

0

e�cjsj
��isysl�+kds

and U
(�;c)
k;j (y) will be a linear combination with real coe�cients of the functions

(3.17) Re(ei�I
(�;c)
k�1;l+j(y))

for l = 1; : : : ; k � 1 and 0 � � < �. For I
(�;c)
k;l (y) we can write the generating

function

(3.18) G(�;c)(w; z) :=
1X

k;l=0

I
(�;c)
k;l (y)

k!l!
(iw)kzl

for w 2 R and z 2 R+, and if we consider

I
(�;c)
0;0 (y) =

Z 1

0

e�cs
��isyds

we �nd, summing up (3.18), that G(�;c)(w; z) = p+
(�;c�z1=�)

(y � w). Therefore

I
(�;c)
k;l (y) = (�i)k dk+l

dwkdzl
I
(�;c)
0;0 (y � w)

����
w=0;z=0

:

Remark 3.2.1. Consider a c.f. '(t) satisfying the hypothesis of Ex. 3.1.1 or Ex.

3.1.2. If the quasicumulants are all real (i.e. c+k = c�k ) then the coe�cients q
(l)
k;j

are real if k is odd and imaginary if k is even. Therefore in expression (3.17) we
have � = 0 if k is odd and � = �=2 if k is even, and this allows us to consider,

instead of I
(�;c)
0;0 (y), the more convenient p(�;c)(y) := ��1Re I

(�;c)
0;0 (y), � = 1; 2,

which is a strictly stable density.
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3.3 Non-uniform expansions

In the previous Section we derived the asymptotic expansion for pn(x) assuming
the regularity of the c.f. '(t) only near the origin. However if we further require
'(t) to be su�ciently regular for all t, except t = 0 (or t = 2k�), we can get
a sharper estimate of the remainder term when x is large; additionally we can
get that the remainder term not only goes to zero when n ! 1 but when
n + jxj ! 1. As in the previous Section we formulate our results for case A
and B simultaneously.

Theorem 3.3.1. Let (Xn)
1
n=1 be a sequence of i.i.d.r.v. with common c.f.

'(t) 2 ��, and assume one of the following two cases:

(A) (1) the r.v.'s Xn have lattice distribution with maximal span equal to 1,

(2) '(t) 2 C�(]0; 2�[), � � r + �;

(B) (1)
R1
�1

j'(t)jp dt <1 for some p � 1,

(2) '(t) 2 C�(Rnf0g), � � r+�, and all derivatives are bounded outside
a small neighborhood of 0;

Then pn(x) has the expansion:

(3.19) pn(x) =
X

k�1;j�0
k+j��r+1

1

nk=�+j
U
(�;c)
k;j

� x

n1=�

�
+
n(��r�1)=�

n�=� + x�

(n; x)

holding for x 2 Z in the case A, or for x 2 R in the case B, and 
(n; x)! 0 as
n+ jxj ! 1.

Remark 3.3.1. In the case of attraction to the Gaussian law (� = 2) if the r.v.'s
Xn have r+2 moments and � � r+2, then the boundedness of the derivatives
in B2 yields.

For the proof of this theorem we will relay on the following elementary result,
which provides a criterion to check whether a function f(n; x) goes to zero when
n+ jxj ! 1.

Lemma 3.3.2. Given a function f : N � R ! C, then f(n; x) ! 0 when n +
jxj ! 1 if and only if the following two conditions are satis�ed:

(A) supx jf(n; x)j ! 0 as n!1;

(B) for all �xed n, f(n; x)! 0 as jxj ! 1.

Proof. The necessity is obvious. For the su�ciency, suppose that 9� > 0 such
that there exists fnkg and fxkg such that nk + jxkj ! 1 and jf(nk; xk)j � �
8k. We have one of the following two cases: either fnkg is unbounded or it is
bounded. If it is unbounded then we can extract a subsequence fnkjg which
tends to in�nity and we contradict A. If fnkg is bounded then it has only a
�nite set of values and there exists a subsequence kj such that

��xkj �� ! 1 and
fnkjg is constant. Therefore we contradict B.
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Consider the formula pn(x) = 1
2�

R L
�L

'n(t)e�itxdt with L = � or 1 de-
pending whether we are in case A or B. Let �1 and �2 be arbitrary numbers
satisfying 0 < �1 < �2 < L, and introduce the partition of the unity, i.e. a
function �(t) 2 C1(R) such that 0 � �(t) � 1 8t 2 R, �(t) = 1 if jtj � �1
and �(t) = 0 if jtj � �2; for such function we introduce the complementary
~�(t) := 1� �(t)1. Using �(t) we can split the integral formula for pn(x) as:

pn(x) =
1

2�

�
I1(n; x) + I2(n; x)

�
(3.20)

I1(n; x) =

Z 1

�1

'n(t)�(t)e�itxdt(3.21)

I2(n; x) =

Z L

�L

'n(t)~�(t)e�itxdt:(3.22)

The asymptotic for I2(n; x) is given by the following:

Lemma 3.3.3. There exist functions g1(n; x) and g2(n; x) which go to zero
when n+ jxj ! 1, such that

(A) I2(n; x) = n�(r+1)=�g1(n; x);

(B) I2(n; x) =
n(��r�1)=�

x� g2(n; x), if x 6= 0.

Therefore jI2(n; x)j � n(��r�1)=�

n�=� + jxj� g(n; x), where g(n; x) goes to zero when n +

jxj ! 1.

Proof. Let us start with the case L = �. For A it is enough to take g1(n; x) :=
n(r+1)=�I2(n; x); then by Lemma 3.2.1 g1(n; x) ! 0 as n ! 1 uniformly in x
exponentially fast. Also for �xed n g1(n; x) ! 0 as jxj ! 1 by the Riemann-
Lebesgue Lemma, hence g1(n; x)! 0 when n+ jxj ! 1 by Lemma 3.3.2.

For B we integrate by parts:

I2(n; x) =

Z
�1�jtj<�

'n(t)~�(t)e�itxdt

=
i

x
'n(t)~�(t)e�itx

����t=�
t=�1

+
i

x
'n(t)~�(t)e�itx

����t=��1
t=��

� i

x

Z
�1�jtj<�

d

dt
['n(t)~�(t)] e�itxdt;

and since '(��) = '(�) and ~�(�1) = 0 we have:

I2(n; x) = � i

x

Z
�1�jtj<�

d

dt
['n(t)~�(t)] e�itxdt:

Therefore iterating the integration by parts:

I2(n; x) = � 1

x2

Z
�1�jtj<�

d2

dt2
['n(t)~�(t)] e�itxdt = � � �

=
(�i)�
x�

Z
�1�jtj<�

d�

dt�
['n(t)~�(t)] e�itxdt:

1For the construction of the partition of the unity see, for example, [5]
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The function g2(n; x) := n(r+1��)=�(�i)�
Z
�1�jtj<L

d�

dt�
['n(t)~�(t)] e�itxdt goes

to zero uniformly in x exponentially fast when n ! 1 since we can factor

out from the expression
d�

dt�
['n(t)~�(t)] a term of the shape 'n��(t). Again

B follows from Lemma 3.3.2 and the fact that g2(n; x) ! 0 for �xed n when
jxj ! 1.

For the case L =1 we use the same method with the obvious adjustments.
For A we de�ne g1(n; x) := n(r+1)=�I2(n; x), and use Lemma 3.2.2, the Riemann-
Lebesgue Lemma and the Lemma 3.3.2. For B we use successive integration by

parts, plus the fact that
dk

dtk
['n(t)~�(t)]

����
t=1

=
dk

dtk
['n(t)~�(t)]

����
t=�1

= 0 (k =

0; : : : ; ��1) since they are the sum of terms of the form 'n�n0(t) (which tends to
zero as jtj ! 1) times some derivative of '(t), which are bounded by condition
B2 of Theorem 3.3.1. So we get

I2(n; x) =
(�i)�
x�

Z
jtj��1

d�

dt�
['n(t)~�(t)] e�itxdt:

As in the case L = �, the function g2(n; x) de�ned above proves B.
De�ne g(n; x) = 2maxfjg1(n; x)j ; jg2(n; x)jg. The inequalities

jI2(n; x)j � n�(r+1)=�

2
g(n; x); jI2(n; x)j � n(��r�1)=�

2 jxj� g(n; x)

hold, therefore

jI2(n; x)j � min

�
n�(r+1)=�;

n(��r�1)=�

jxj�
�
g(n; x)

2

and since

min

�
n�(r+1)=�;

n(��r�1)=�

jxj�
�
=

n�(r+1)=�

maxf1; jxj� =n�=�g

� 2n�(r+1)=�

1 + jxj� =n�=� =
2n(��r�1)=�

n�=� + jxj�

the last statement of the Theorem is also proved.

We now restrict our attention to the integral I1(n; x). As in (3.6) I1(n; x) =
n�1=�[I+1 (n; y) + I�1 (n; y)], y = n�1=�x. Using the notation of Section 3.2,
let �(s; u) = ew(s;u) �Pk�0;j�0

k+j��r
uk+j�sk+j�
k;j(s) (u = n�1=�, s = n1=�t).

By condition A2 and B2, �(s; u), s > 0, is �-times di�erentiable with respect
to s; moreover, by the consideration in Section 3.2, �(s; u) = o(sr+�), hence

lims!0
@k�
@sk

(s; u) = 0 8k = 0; : : : ; �.
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De�ne the integrals:

I
(1)+
1 (n; y) =

Z u�1�2

0

e�cs
��isy

0BB@ X
k�0;j�0
k+j��r

uk+j�sk+j�
k;j(s)

1CCA�(us)ds

I
(1)�
1 (n; y) = I

(1)+
1 (n; y)

I
(2)+
1 (n; y) =

Z u�1�2

0

e�cs
��isy�(s; u)�(us)ds

I
(2)�
1 (n; y) = I

(2)+
1 (n; y)

and the identity I1(n; x) = u[I
(1)+
1 (n; y)+ I

(1)�
1 (n; y)+ I

(2)+
1 (n; y)+ I

(2)�
1 (n; y)]

holds.

Lemma 3.3.4.

(3.23)
���I(2)+1 (n; y)

��� � 1

nr=�
1

1 + y�
h(n; x)

where h(n; x)! 0 when n+ jxj ! 1.

Proof. Using the same inequalities as in (3.11) and (3.12) we see that the integral

I
(2)+
1 (n; y) = n�r=�h1(n; x) where h1(n; x)! 0 when n+jxj ! 1. On the other
hand, integrating by parts when y 6= 0, we get

I
(2)+
1 (n; y) =

i

y
e�cs

�

�(s; u)�(us)e�isy
����s=u

�1�2

s=0

� i

y

Z u�1�2

0

@

@s

h
e�cs

�

�(s; u)�(us)
i
e�isyds

= � i

y

Z u�1�2

0

@

@s

h
e�cs

�

�(s; u)�(us)
i
e�isyds = � � �

=
(�i)�
y�

Z u�1�2

0

@�

@s�

h
e�cs

�

�(s; u)�(us)
i
e�isyds:

(3.24)

In the above we used the fact that all o�-integral terms vanish due to the identity
@k�

@sk

����
s=0

= 0 (k = 0; : : : ; �) and �(�2) = 0. So I
(2)+
1 (n; y) =

n�r=�

y�
h2(n; y)

where h2(n; y) ! 0 as n + jxj ! 1. Therefore (3.23) follows by the same
argument as in Lemma 3.3.3.

Trivially the estimate (3.23) holds also for I
(2)�
1 (n; y). In turn I

(1)+
1 (n; y)

can be written as

(3.25) I
(1)+
1 (n; y) =

X
k�0;j�0
k+j��r

uk+j�
Z 1

0

e�cs
��isysk+j�
k;j(s)ds

�
X

k�0;j�0
k+j��r

uk+j�
Z 1

u�1�1

e�cs
��isysk+j�
k;j(s)~�(us)ds
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and the estimate for the second integral is given by

(3.26)

����Z 1

u�1�1

e�cs
��isysk+j�
k;j(s)~�(us)ds

���� � 1

nr=�
1

1 + y�
l(n; x)

where l(n; x) ! 0 as n + jxj ! 1 (the proof of (3.26) is a repetition of the
proofs of Lemma 3.3.3 and Lemma 3.3.4).

Proof. (Theorem 3.3.1) It follows from (3.20) and (3.25) and the estimates in
Lemma 3.3.3 and Lemma 3.3.4.
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Chapter 4

Global limit theorems: the

Gaussian and Cauchy cases

4.1 Introduction

In this chapter we develop what we called global limit theorems as corollary
of the results in Chapter 3; these are a kind of large deviation result holding
uniformly on the full line. We got inspiration for this from Linnik [4], and we
developed for the �rst time in [7]. We will consider here only the case when
0 < � < 1, the case � = 1 (Cauchy case) and � = 2 (Gaussian case) (see
examples 3.1.1 and 3.1.2). Notice that in the last two cases it is irrelevant to
consider the index j in the de�nition (3.2) of �(t), so we will omit and write
simply �+k and ��k . We also provide examples where these theorems apply. We
begin with the Gaussian case since it is the more interesting.

4.2 Gaussian case

Assume the c.f. '(t) is as in Example 3.1.1 and satis�es the hypothesis of
Theorem 3.3.1. De�ne �+k = �+k;0 and ��k = ��k;0. The asymptotic expansion
(3.19) can be rewritten as

(4.1) pn(x) =
1p
2�n�

e�
x2

2�2n +
r�1X
k=2

1

nk=2
Uk

� x

n1=2

�
+
n(��r+1)=2

n�=2 + x�

(n; x)

with Uk(y) := U
(2;�2=2)
k;0 (y). As in the previous chapter, the functions Uk k � 2

are de�ned as

(4.2) Uk(y) =
1

�

k�1X
l=1

Re(q
(l)
k I

(2;�2=2)
k�1;2l (y))

with

(4.3) q
(l)
k =

X k�1Y
m=1

(�+m)
hm

hm!
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where the above sum is taken over all possible choices of non-negative integers
h1; : : : ; hm satisfying the relations

Pk�1
m=1 hm = l and

Pk�1
m=1mhm = k � 1. If

u
(l)
k and v

(l)
k are the real and imaginary part respectively of q

(l)
k then (4.2) can

be rewritten as:

Uk(y) =
k�1X
l=1

1

�k+2l

�
u
(l)
k �

(+)
k�1+2l

� y
�

�
+ v

(l)
k �

(�)
k�1+2l

� y
�

��
(4.4)

�
(+)
k (x) =

1

�

Z +1

0

e�
t2

2 tk cos txdt(4.5)

�
(�)
k (x) =

1

�

Z +1

0

e�
t2

2 tk sin txdt:(4.6)

The coe�cients q
(k)
l are calculated in the same way as in the classical Chebyshev-

Edgeworth-Cram�er expansion, however there is a di�erence in the asymptotic
of the functions Uk(x) if this functions arise from quasicumulants instead of
cumulants. If all c+k are real for k � r0 � 1 (i.e. they are cumulants), then

by (4.3) it follows that when k is even the u
(l)
k 's are 0 and when k is odd the

v
(l)
k 's are 0, for all k � r0 � 2. Since for �

(+)
k and �

(�)
k we have the well known

expressions

�
(+)
k =

(�1) k2p
2�

hk(x)e
� x2

2 ; for k even(4.7)

�
(�)
k =

(�1) k�12p
2�

hk(x)e
� x2

2 ; for k odd(4.8)

where hk(x) is the kth Hermite polynomial, all Uk(x)'s have the exponential

decay e�
x2

2 when jxj ! 1, for k � r0 � 2. But if in the expansion (3.4) there

are some c+k 6= c�k , then we will have some non-zero coe�cient for �
(+)
k , k odd,

or for �
(�)
k , k even, and in such cases the following Proposition shows that the

asymptotic is only power-decay.

Proposition 4.2.1. Let h � 0 be an integer. Then for x 6= 0 and k = 2h + 1
we have:

(4.9)

Z +1

0

e�
t2

2 tk cos txdt = (�1) k+12 k!
1

xk+1
+

n�1X
j=h+1

(�1)j+1 d2j+1

x2j+2

+
(�1)n
x2n

Z +1

0

D2n(e�
t2

2 tk) cos txdt;

while for x 6= 0 and k = 2h we have:

(4.10)

Z +1

0

e�
t2

2 tk sin txdt = (�1) k2 k! 1

xk+1
+

n�1X
j=h+1

(�1)j d2j
x2j+1

+
(�1)n
x2n

Z +1

0

D2n(e�
t2

2 tk) sin txdt;

with dj = Dj(e�
t2

2 tk)jt=0; moreover (�1)n

x2n

R +1
0

D2n(e�
t2

2 tk) cos txdt = o(x�2n)

and (�1)n

x2n

R +1
0

D2n(e�
t2

2 tk) sin txdt = o(x�2n) by Lebesgue Lemma.
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The following is the Global Limit Theorem for the Gaussian case.

Theorem 4.2.2. Let X1; X2; : : : be a sequence of i.i.d. random variables such
that the common characteristic function '(t) belongs to �2, and condition (3.4)
is ful�lled with r � r0+1 where r0 is the �rst index such that c+r0 6= c�r0 . Assume
one of the following two cases:

(A) (1) the r.v.'s Xn take values in Z and have maximal span equal to 1;

(2) '(t) 2 Cr0+1(]0; 2�[);

(B) (1)
R1
�1

j'(t)jp dt <1 for some p � 1;

(2) '(t) 2 Cr0+1(]0;1[) with bounded derivatives outside a small neigh-
borhood of 0.

Then we have the formula:

pn(x) =

 
1p
2�n�

e�
x2

2�2n +
n Im c+r0

�(
p
n
r0+1

+ xr0+1)

!
(1 + �(n; x))

where �(n; x)! 0 when n+ jxj ! 0.

Proof. The �rst Uk(x) with power decay at in�nity is Ur0�1(x), and by the
formulas (4.2)-(4.6),(4.9) and (4.10) we have

Ur0�1(x) =
r0!M

�xr0+1
+Wr0�1(x)

M =

(
(�1) r0+12 Re q

(1)
r0�1

if r0 is odd

(�1) r02 Im q
(1)
r0�1

if r0 is even

with Wr0�1(x) = O(x�r0�2) and q
(1)
r0�1

= (r0!)
�1
(i)r0c+r0 . All other Uk(x)'s, k

even, have decay at in�nity which is O(x�r0�2).
For jxj � c > 0 and y := n�1=2x we split formula (4.1) as:

pn(x) = �(n; y) + �(n; y);

�(n; y) =
1p
2�n�

e�
y2

2 +
1p
n
r0�1

r0!M

�yr0+1
;

�(n; y) =

r0�2X
k=2

1
p
n
k
Uk(y) +

1p
n
r0�1

Wr0�1(y)

+
1p
n
r0 Ur0(y) +

1

(
p
n)r0

1

1 + yr0+1

(n;

p
ny);

and then divide both sides by �(n; y). By analyzing the orders of n and y which
appear in �(n; y) and �(n; y) it is clear that �(n; y)=�(n; y)! 0 as n+ jxj ! 1.
Therefore also �(n; x) := �(n; n�1=2x)=�(n; n�1=2x)! 0 as n+ jxj ! 1. Since
(4.9) and (4.10) are asymptotics for large x, we can safely replace r0!M

�yr0+1
with

r0!M
�(1+yr0+1)

, and a slight modi�cation of �(n; x) yields the result.

We now show, with two examples, the wide range of applicability of the
global limit theorem stated above.
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4.2.1 Regular tails for lattice distributions.

Consider a symmetric random variable X with values in Z, satisfying the prop-
erty:

(4.11) P (X = x) =
a2
x4

+
a3
x6

+ � � �+ am
x2m

+O

�
1

x2m+1+�

�
; x 2 Z

when jxj ! 1. Notice that X has 2s0 moments, where s0 is the smallest index
such that as0+1 6= 0. We will show that X satis�es the condition of Theorems
3.3.1 and 4.2.2.

The condition (A1) for the maximal span is automatically guaranteed by
(4.11). The characteristic function of X can be decomposed as:

'(t) = a2f4(t) + a3f6(t) + � � �+ amf2m(t) +R(t)

f2l(t) = 2
1X
x=1

cos tx

x2l

and R(t) is the Fourier transform corresponding to the remainder term in (4.11)
and belongs to C2m(R). For f2l(t) we have the formula

f2l(t) = (�1)l�1 2(2�)
2l

2(2l)!

2lX
j=0

�
2l

j

�
B2l�j

�
t

2�

�j
; t 2 [0; 2�]

where Bs are the Bernoulli numbers (see [7] p.11 and [3]). Proceeding as in [7]
it can be shown that, although f2l(t) is C

1 in ]0; 2�[, the derivative of order
2l � 1 has a jump at 0 (or 2�):

d2l�1f2l
dt2l�1

(0�) = �d
2l�1f2l
dt2l�1

(0+) > 0:

Therefore '(t) belongs to �2 and satis�es condition (A2) of Theorem 4.2.2 with
r = 2m and r0 = 2s0 + 1.

4.2.2 Regular tails for distributions with density

Let p(x), x 2 R, be a symmetric bounded density satisfying

(4.12) p(x) =
a2
x4

+
a3
x6

+ � � �+ am
x2m

+O

�
1

x2m+1+�

�
when jxj ! 1. As in the previous example, r0 = 2s0+1 where s0 is the smallest
index such that as0+1 6= 0. Let us prove that the c.f.

'(t) =

Z +1

�1

eitxp(x)dx

satis�es the hypothesis of Theorem 4.2.2 with r = 2m.
Condition (B1) is satis�ed since p(x) is bounded. '(t) can be split as:

'(t) = a2g4(t) + a3g6(t) + � � �+ amg2m(t) +R(t)

g2l(t) = 2

Z +1

1

cos tx

x2l
dx
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and R(t) corresponds to the remainder term in (4.12) and is 2m times di�eren-
tiable.

For t � 0 consider the identityZ
C+
R

eitz

z2l
dz = 0

where C+
R is the contour in the complex plane de�ned by the semicircles �+R =

fReit� : 0 � � � �g and �+1 = feit� : 0 � � � �g and the segments [�R;�1] and
[1; R]. Then Z

�+R

eitz

z2l
dz �

Z
�+1

eitz

z2l
dz + 2

Z R

1

cos tx

x2l
dx = 0:

Since the integral over �+R in the above identity goes to 0 as R !1 for t � 0,
passing to the liming when R!1 we get

(4.13) g2l(t) =

Z
�+1

eitz

z2l
dz

which implies not only that g2l(t) is C1 on ]0;1[, but also that it has any
number of one-sided derivatives at 0+. If instead of C+

R we consider C�R = �C+
R ,

we obtain and expression for g2l(t) when t � 0, namely

(4.14) g2l(t) = �
Z
��1

eitz

z2l
dz

with ��1 = feit� : � � � � � 0g. From (4.13) and (4.14) we derive a formula for
the one-sided derivatives of g2l(t) at 0:

g
(h)
2l (0

�) = �(i)h
Z
��1

zh�2ldz =

(
(i)h

h�2l+1 [(�1)h+1 � 1] if h 6= 2l � 1

�(�1)l+1i� if h = 2l � 1

which shows that the derivative of order 2l � 1 at 0 has opposite sign from the

left an from the right: g
(2l�1)
2l (0+) = �g(2l�1)2l (0�).

The c.f. '(t) belongs to �2 and the �rst half of condition (B2) of Theorem
4.2.2 is satis�ed. It remains to show that the derivative of '(t) are bounded.
R(t) has 2m bounded derivatives since it is the Fourier transform of a function
O(x�2m�1��). We know from (4.13) that the derivatives of g2l(t) are continuous
on [0;1[ and have �nite limit at 0+; let us prove they tend to 0 when t ! 1.
For t > 0 use the substitution y = tx:

(4.15) g2l(t) = t2l�1
Z +1

t

cos y

y2k
dy:

Since g2l(t)! 0 as t!1, it follows that

(4.16)

Z +1

t

cos y

y2k
dy = o(t1�2l); t!1:

The derivative g
(h)
2l (t) is a sum of terms of the shape

Du(t2l�1)Dv

�Z +1

t

cos y

y2k
dy

�
; u+ v = h

which go to 0 when t!1 because of (4.16).
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Remark 4.2.1. Linnik [4] obtained a result analogue to Theorem 4.2.2, for se-
quence of i.i.d. symmetric random variables assuming that they have bounded
density with the asymptotic (4.12).

4.3 The case 0 < � < 1

If the c.f. satis�es the hypothesis of Theorem 3.3.1, we have the asymptotic
expansion

pn(x) =
1

n1=�
p(�;c)

� x

n1=�

�
+

X
k�2;j�0
k+j��r+1

1

nk=�+j
U
(�;c)
k;j

� x

n1=�

�
+
n(��r�1)=�

n�=� + x�

(n; x)

U
(�;c)
k;j (y) =

1

�

k�1X
l=1

Re(q
(l)
k;jI

(�;c)
k�1;l+j(y))

where p(�;c)(y) is the strictly stable density of parameters (�; c). The integrals

I
(�;c)
k;l (y) de�ned in (3.2) have the property

I
(�;c)
k;l (�y) = I

(�;c)
k;l (y)

and if 0 < � < 1 using integration on the complex plane we can write them as
a convergent series of powers of 1=y, for y > 0:

I
(�;c)
k;l (y) = �

1X
n=0

�((l + n)�+ k + 1)

n!
(�c)n 1

(iy)(l+n)�+k+1

(see, for example, Feller [2]). So when y ! 1, p(�;c)(y) = ��1Re I
(�;c)
0;0 (y) �

Re �(1+�)c
�(iy)1+� , and when (k; l) 6= (0; 0) I

(�;c)
k;l (y) � ��(l�+k+1)

(iy)l�+k+1
. From the above it

is easy to notice that the function U
(�;c)
k;j (y) has a power decay for y !1 faster

then U
(�;c)
k0;j0 (y) if l�+ k > l0�+ k0. So the in this case the global limit theorem

is even easier than in the Gaussian case, as it doesn't depend on the presence
of an actual quasicumulant (c+k 6= c�k ).

Theorem 4.3.1. Let X1; X2; : : : be a sequence of i.i.d. random variables such
that the common characteristic function '(t) belongs to �� with 0 < � < 1 and
satis�es (3.2) for some r � 2. Assume one of the following two cases:

(A) (1) the r.v.'s Xn take values in Z and have maximal span equal to 1;

(2) '(t) 2 C2(]0; 2�[);

(B) (1)
R1
�1

j'(t)jp dt <1 for some p � 1;

(2) '(t) 2 C2(]0;1[) with bounded derivatives outside a small neighbor-
hood of 0.

Then we have for all x the formula:

pn(x) =
1

n1=�
p(�;c)

� x

n1=�

�
(1 + �(n; x))
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where p(�;c)(y) is the strictly stable density of parameters (�; c), and �(n; x)! 0
when n+ jxj ! 0.

Proof. The Theorem can be proved using the same argument as in the proof of

Theorem 4.2.2, and the considerations above on the function U
(�;c)
k;j (y).

4.4 The Cauchy case

If the c.f. satis�es the condition of the Example 3.1.2 and the hypothesis of
Theorem 3.3.1, the asymptotic expansion (3.13) can be rewritten as

pn(x) =
1

�

na

(na)2 + (x� b)2
+

rX
k=2

1

nk
Uk

�x
n

�
+

n(��r)

n� + x�

(n; x)

Uk(y) =
1

�

k�1X
l=1

Re(q
(l)
k I

(1;c)
k�1;l(y))

with c = a� ib and q(l)k de�ned as in section 4.2. This times we have an explicit

expression for I
(1;c)
k�1;l(y) coming from (3.16):

I
(1;c)
k�1;l(y) =

(�1)l(k + l)!

(c+ ix)k+l+1
:

As in the case 0 < � < 1 each function Uk(y) has a power decay for y !1 and
Uk(y) decays faster than Uk0(y) if k > k0. So also in the case � = 1 we have the
global limit theorem even in absence of actual quasicumulants.

Theorem 4.4.1. Let X1; X2; : : : be a sequence of i.i.d. random variables such
that the common characteristic function '(t) belongs to �1 and satis�es (3.5)
for some integer r � 2. Assume one of the following two cases:

(A) (1) the r.v.'s Xn take values in Z and have maximal span equal to 1;

(2) '(t) 2 C2(]0; 2�[);

(B) (1)
R1
�1

j'(t)jp dt <1 for some p � 1;

(2) '(t) 2 C2(]0;1[) with bounded derivatives outside a small neighbor-
hood of 0.

Then we have for all x the formula:

pn(x) =
1

�

na

(na)2 + (x� b)2
(1 + �(n; x))

where �(n; x)! 0 when n+ jxj ! 0.

We formulate now the same two example on the regular tails as the previous
section, and the proofs are just a repetition.

Example 4.4.1. Consider a symmetric random variable X with values in Z,
satisfying the property:

(4.17) P (X = x) =
a1
x2

+
a2
x4

+ � � �+ am
x2m

+O

�
1

x2m+1+�

�
; x 2 Z

when jxj ! 1, with a1 > 0. Then the c.f. of X belongs to C2m([0; 2�]), and
the Theorem 4.4.1 applies.
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Example 4.4.2. Let p(x), x 2 R, be a symmetric bounded density satisfying

(4.18) p(x) =
a1
x2

+
a2
x4

+ � � �+ am
x2m

+O

�
1

x2m+1+�

�
when jxj ! 1, with a1 > 0. Then the c.f. of X belongs to C2m([0; 2�]) and
has bounded derivatives, and the Theorem 4.4.1 applies.

The following counterexample shows the importance of the di�erentiability
conditions A2 and B2.

Example 4.4.3. Let

'(t) =

(
1� jtj for jtj � 1

0 for jtj > 1.

This is the characteristic function of of a symmetric random variable with den-
sity

p(x) =
1� cosx

�x2
:

The density pn(x) of the sum of i.i.d. random variables with the above density
cannot obey Theorem 4.4.1 because it will always have oscillatory behaviour.
Similar example can be formulated for the lattice case.
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Appendix A

The Morse-Palais Lemma

with parameters

In this appendix we will prove a generalized version of the well-known Morse-
Palais Lemma, where we have dependency of the function on parameters. The
scheme of the proof is taken from [5], and the generalization is quite straight
forward. Also the reader should refer to [5] for the notion of \Cp-morphism",
\Cp-isomorphism", and so on.

In what follows E, F, and G are Banach spaces, and U 2 E and V 2 F are
open neighborhoods of the points x0 2 E and y0 2 F respectively. The following
Lemma is a generalization of the Inverse Mapping Theorem with addition of an
extra parameter.

Lemma A.0.2. Let f : U � V ! G be Cp-morphism with p � 1, and assume
that D1f(x0; y0) : E ! G is a linear isomorphism. Then there exists an open
neighborhood U1 � V1 � U � V of (x0; y0) such that

f(�; y) : U1 ! G

is a Cp-isomorphism on its image for every y 2 V1.
Proof. Since D1f(x0; y0) is an isomorphism, we can assume that E = G. Fur-
ther, using an a�ne change of coordinates, we can assume without lost of gen-
erality that that x0 = 0, y0 = 0, f(x0; y0) = 0 and D1f(x0; y0) = id.

If g(x; y) := x� f(x; y) + f(0; y), then g0(0; 0) = 0, and by continuity there

exist 0 2 eU � U and 0 2 eV � V such that jD1g(x; y)j < 1=2 and jD2g(x; y)j < �

for x 2 eU and y 2 eV . Introduce the following letters for the closed balls in E:

B� = B�(0;E) B�;y = B(f(0; y); �;E)

By the Mean Value Theorem it follows that jg(x; y)j � 1
2 jxj if x 2 eU and y 2 eV ,

therefore, if � is so small that B� � eU , g(�; y) maps B� into B�=2.

We want to prove that, for �xed y 2 eV , if z 2 E satis�es jz � f(0:y)j � �=2
(i.e. z 2 B�=2;y) then there exists a unique x 2 B� such that f(x; y) = z.
Consider the map

gz(x; y) = z � f(0; y) + g(x; y);
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if z 2 B�=2;y then gz(�; y) maps B� into itself, and we have the contraction
property

jgz(x1; y)� gz(x2; y)j = jg(x1; y)� g(x2; y)j � 1

2
jx1 � x2j

by the Mean Value Theorem. Therefore we constructed a map '(z; y) that for

each y 2 eV and z 2 B�=2;y gives the unique �xed point of gz(�; y), but as easy
to see the �xed point of gz(�; y) is the one point x such that f(x; y) = z, hence

'(�; y) is the inverse of f(�; y). '(z; y) is continuous on B�=2;y � eV because

(A.1) j'(z1; y1)� '(z2; y2)j = jgz1('(z1; y1); y1)� gz2('(z2; y2); y2)j
� jz1 � z2j+ jf(0; y1)� f(0; y2)j+ jg('(z1; y1); y1)� g('(z2; y2); y2)j

but

jg('(z1; y1); y1)� g('(z2; y2); y2)j
= jg('(z1; y1); y1)� g('(z2; y2); y1) + g('(z2; y2); y1)� g('(z2; y2); y2)j

�
����Z 1

0

D1g('(z2; y2) + t['(z1; y1)� '(z2; y2)]; y1)['(z1; y1)� '(z2; y2)]dt

����
+

����Z 1

0

D2g('(z2; y2); y2 + t(y1 � y2))(y1 � y2)dt

����
� 1

2
j'(z1; y1)� '(z2; y2)j+ � jy1 � y2j

which together with (A.1) implies

j'(z1; y1)� '(z2; y2)j � 2
� jz1 � z2j+ jf(0; y1)� f(0; y2)j+ � jy1 � y2j

�
:

We claim that the derivative of '(z; y) is given by

(A.2)
�
D1f('(z; y); y)

�1;�D1f('(z; y); y)
�1D2f('(z; y); y)

�
In order to prove this consider the points x1 = '(z1; y1) and x2 = '(z2; y3)
belonging to B�(0;E), and write the following estimate��'(z1; y1)� '(z2; y2)�D1f('(z2; y2); y2)

�1(z1 � z2)+

D1f('(z2; y2); y2)
�1D2f('(z2; y2); y2)(y1 � y2)

�� � ��D1f('(z2; y2); y2)
�1
�� �

jD1f('(z2; y2); y2)(x1 � x2)� f(x1; y1) + f(x2; y2) +D2f(x2; y2)(y1 � y2)j

where
��D1f('(z2; y2); y2)

�1
�� is bounded and the second factor of the product is

o(j(x1 � x2; y1 � y2)j), i.e. o(j(z1 � z2; y1 � y2)j) by the continuity of '.
By (A.2), since D1f and D2f are Cp�1, we deduce that '(z; y) is Cp.

As corollaries of Lemma A.0.2 we have the following well known results:

Corollary A.0.3. (Inverse Mapping Theorem) Let f : U ! G be Cp-
morphism with p � 1, such that f 0(x0) : E ! G is a linear isomorphism.
Then there exists an open neighborhood x0 2 U1 � U such that f(�) is a
Cp-isomorphism of U1 on its image.
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Corollary A.0.4. (Implicit Function Theorem) Let f : U � V ! G be
Cp-morphism with p � 1, such that f(x0; y0) = 0 and D1f(x0; y0) : E ! G is
a linear isomorphism. Then there exist open neighborhoods x0 2 U1 � U and
y0 2 V1 � V and a Cp-map g : V1 ! U1 with g(y0) = x0, such that a point
(x; y) 2 U1 � V1 satis�es

f(x; y) = 0

if and only if x = g(y).

Proof. Consider ' : U1 � V1 ! G as in the proof of Lemma A.0.2 and de�ne

g(y) = '(0; y):

Lemma A.0.5. Let A : U � V ! Sym(E) be a Cp-map taking values into the
set of symmetric invertible operators of E. Then there exists 0 2 U1 � U and
0 2 V1 � V , and a Cp-map ' : U1 � V1 ! E of the form

(A.3) '(x; y) = C(x; y)x with C : U1 � V1 ! End(E)

such that '(�; y) is a Cp-isomorphism of U1 onto its image for every y 2 V1,
and

(xjA(x; y)x) = ('(x; y)jA(0; y)'(x; y)) = (C(x; y)xjA(0; y)C(x; y)x):
Proof. Let us construct a map C such that

(A.4) C�(x; y)A(0; y)C(x; y) = A(x; y):

Put B(x; y) = A(0; y)�1A(x; y): since B(0; y) = id there exists a neighborhoodeU � eV where the square root power series expansion of B(x; y) converges, there-
fore we can de�ne C(x; y) = B(x; y)1=2. Let us check relation (A.4) for C(x; y)

when x 2 eU and y 2 eV .
Since A(x; y) is self adjoint, we have

B�(x; y) = A(x; y)A(0; y)�1

and consequently

(A.5) B�(x; y)A(0; y) = A(0; y)B(x; y):

Since C(x; y) is a uniform limit of polynomials in B(x; y), and C�(x; y) is a
uniform limit of the same polynomials in B�(x; y), we get that relation (A.5)
holds also for C(x; y), i.e.

C�(x; y)A(0; y) = A(0; y)C(x; y)

which implies

C�(x; y)A(0; y)C(x; y) = A(0; y)C(x; y)C(x; y) = A(0; y)B(x; y) = A(x; y):

It remains to prove that '(�; y) de�ned as in (A.3) is a Cp-isomorphism of some

U1 � eU , for every y 2 V1 � V . This is a consequence of Lemma A.0.2, as
D1'(0; y) = C(0; y) : E! E is an isomorphism.
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Next is what we called the Morse-Palais Lemma with parameters:

Theorem A.0.6. Let f : U � V ! R be a Cp+2-map, with p � 1. If x0 2 U
is such that D1f(x0; y0) = 0 and D2

1f(x0; y0) is a linear isomorphism for some
y0 2 V , then there exist neighborhoods x0 2 U1 � U and y0 2 V1 � V , and a
Cp-map ' : U1 � V1 ! E such that '(�; y) is a Cp-isomorphism of U1 onto its
image for every y 2 V1, and

f(x; y) = ('(x; y)jA(y)'(x; y))
if x 2 U1 and y 2 V1.
Proof. We �rst \normalize" f , i.e. �nd ~f such that

(A.6) ~f(0; y) = 0 and D1
~f(0; y) = 0

in some small neighborhood of y0. In order to do this, consider the equation
D1f(x; y) = 0: since (x0; y0) satis�es the equation and D2

1f(x0; y0) is a linear
isomorphism, by the Implicit Function Theorem there exists a Cp+1-map �(y)

such that D1f(�(y); y) = 0 for every y 2 eV � V .
The map

(A.7) �(x; y) =

�
x+ �(y)

y

�
is a Cp+1-isomorphism for y 2 eV and x 2 U , therefore the function ~f(x; y) =
f(�(x; y))� f(�(y); y) satis�es condition (A.6) in addition to the hypothesis of
our Theorem.

Applying the Mean Value Theorem to the �rst variable of ~f we get

~f(x; y) =

Z 1

0

D1
~f(tx; y)xdt

and applying it again, this time to D1
~f , we get

~f(x; y) =

Z 1

0

Z 1

0

(tD2
1
~f(stx; y)jx; x)dsdt:

Now the operator valued map

A(x; y) =

Z 1

0

Z 1

0

tD2
1
~f(stx; y)dsdt

ful�lls the hypothesis of Lemma A.0.5, therefore there exists a Cp-map '(x; y)
such that

~f(x; y) = ('(x:y)jA(0; y)'(x; y)):
Consider now  (x; y) = (' � ��1)(x; y) and obtain

f(x; y) = ( (x; y)jA(��1(0; y)) (x; y)) + f(��1(�(y); y)):

Remark A.0.1. If in Theorem A.0.6 f(x; y) is such that D2
1f(x0; y0) is positive

de�ned and invertible, then it is positive de�ned and invertible in a neighbor-
hood of (x0; y0), so we can de�ne  0(x; y) = A(��1(0; y))1=2 (x; y), and get

f(x; y) = j 0(x; y)j2 + f(��1(�(y); y)):
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