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non è il ragionamento, ma l’immaginazione”.

Augustus de Morgan





Aknowledgments

I would like to thank Roberto Natalini, my supervisor, for his many suggestions and

constant support during this research. He showed me the beauty of Mathematical

research by means of his devotion to this work and his enthusiasm when working.

The kind hospitality the whole staff of Istituto per le Applicazioni del Calcolo

“M. Picone” make me feel as in a big family and contributed to the successful

completion of this project.

A particular thank goes to the Department of Mathematics “G. Castelnuovo”,

University of Rome “La Sapienza” for the stimulating meeting and courses I took

part and all my collegues, the Ph.D. students, for having shared with me this expe-

rience.

Of course, I am grateful to my parents and my sister for their patience and love.

Without them this work would never have come into existence (literally). I thank

them for being always near me understanding my frequent changes of humor.

I would like to dedicate this work to Fabio: without his love and constant pres-

ence, in bad and good time, I would not be able to pursue this work.

Finally, I wish to thank all my friends: Marco and Valeria (for their long date

friendship and their constant - even if different - presence during the last three

years); Maya (for having discussed with me, even strongly: it helps me a lot!);

Anna Lisa (for her passion in this work); Corrado and Massimiliano (for having

spent some of their time in chatting with me during - and not only - their breaks);

Rolando (for his everyday different “goodmorning”!).

Roma Claudia La Chioma

December 15, 2003





Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

I a mathematical description of financial markets 1
Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1 Markets and option pricing. 7

1.1 Primary market, traders and economy. . . . . . . . . . . . . . . . . . 8

1.1.1 Market theory. . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1.2 Economy theory. . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 Financial derivatives: pricing and hedging. . . . . . . . . . . . . . . . 12

1.2.1 Arbitrage theory. . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.3 The classical Black and Scholes model. . . . . . . . . . . . . . . . . . 19

1.3.1 Pricing by ∆–hedging. . . . . . . . . . . . . . . . . . . . . . . 20

1.4 Black and Scholes model and large investor economy. . . . . . . . . . 22

1.4.1 The four step scheme. . . . . . . . . . . . . . . . . . . . . . . 24

1.4.2 A PDE approach to nonlinear markets. . . . . . . . . . . . . . 25

1.5 Incomplete markets. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.5.1 PDE approach: the arbitrage pricing . . . . . . . . . . . . . . 29

1.6 The Merton model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.6.1 Pricing derivative in a jump–diffusion market with large in-

vestor economy. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2 Exponential Lévy markets. 47
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Introduction

The aim of this Thesis is to investigate some analytical and numerical results for

viscosity solutions to integro–differential problems arising in Mathematical Finance

when derivatives are valuated in a market driven by general jump–diffusion pro-

cesses.

The pricing problem has been an appealing task since the ′70s and a huge literature

have been produced in recent years. Here we shall study models with jumps which

allows for a more realistic description of Financial markets with the use of more

sophisticated mathematical instruments.

The Thesis will be divided in three parts. The first one contains a basic description

of financial markets with a particular regard to jump–diffusion models and to the

ideas that shall be used in the following. In the second part we shall present our

analytical results, while in the last one we shall present the numerical results con-

cerning the problem studied in Part II.

Here, I shall briefly describe the three parts.

Financial Motivations. In Mathematical Finance, the Brownian motion has

played until now a predominant role in describing the evolution of market prices,

because of its simplicity of calculation.

A successful result for modeling is the Nobel prize awarded Black and Scholes’

formula [28]: in a market described by a Brownian evolution model, it relates the

stochastic problem of finding a fair price for derivatives with the solution to a de-

terministic partial differential equation with constant coefficient.

The approach proposed by Black and Scholes has gained great success among prac-

titioners because it gives a closed form solution; moreover the PDE analysis allows

simpler numerical approach to the problem. Unfortunately, various situations, as

for instance the market crash of 1987, showed flaws in the Black and Scholes model.

Real data appears to be not distributed in a lognormal way, but present fatter tails

and asymmetry (skewness) with respect to the predicted gaussian distribution. In

addition, a Brownian evolution implies continuity of the market evolution, which

does not reflect real markets. It comes out, analyzing financial data, that the prices
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process can jump: in particular jumps become more visible as one samples the

path more frequently, making the assumption of high or infinite jump frequencies

plausible.

A first outstanding attempt to overcome the lack of fit was made by Merton in

[90]: he proposed to add a jump component to the continuous model, where the

jumps are counted by a Poisson process and the jump amplitude is a lognormal

variable. Using the instruments of stochastic calculus and most of the features

of the Black and Scholes formula, he obtained a closed form solution for the jump-

diffusion pricing problem. With more generality, in the works by Mandelbrot [83, 84]

we can find a description of the markets which takes into account discontinuous,

unforeseeable abrupt movements of markets.

This approach is based upon a Lévy modeling of the prices of the asset and gives

a better fit to real-life data. In the paper by Madan and Seneta [80] a Lévy model

was used to fit Australian stock datas. Lévy processes have been discovered by the

French mathematician Paul Lévy as a generalization of the Brownian motion which

drops the continuity requirement over time. They are the most general processes

with stationary independent increments: they are characterized by means of their

distribution and contain Brownian motion and the compound Poisson process, that

is the continuous part and the jump component as particular cases.

In view of these considerations, the prices of the stocks are modeled in terms of

exponential Lévy models, the choice of a particular Lévy process standing in the

choice of its distribution, as it will be explained in Chapter 2. The discontinuous

feature of Lévy processes has important consequences on the description of financial

markets for what concerns the assumption of completeness of the market itself, see

[25]. A need for any trader in the market is to cover his investment against the risk

of the market (hedge from the risk), which is given by the random sources of the

model. It will be shown that a way to hedge from that risk is to invest in the market

product in a suitable way. The linear span of the products traded in the market

gives the space of all the possibilities of investment in the market. If this space is a

proper subspace of the linear span of the risky sources of the market, the trader will

never be able to hedge perfectly against any risk. When this assumption is not met,

the market becomes incomplete; this means that perfect hedging is impossible and

the first consequence is in the correct definition of “price of the derivative”, which

is no more unique in the classical sense.

Several approaches can be used to overcome this difficulty, one of them being

the completion of the market by adding as many new assets as the sources of uncer-

tainty. Once the market is completed, one can proceed in the standard way to price

derivatives. This approach cannot be used when the incompleteness of the market

is determined by an infinite dimension process, such as the Lévy one.
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In this case the minimization of the risk seems to be more appropriate. The price

of any product depends on a parameter, the market price for risk, which indicates

the “excess return” above the risk-free rate for accepting a certain level of risk.

This value is a quantity depending on the market model and it is not uniquely

determined in the case of incomplete markets: it is given once it has been selected

an equivalent martingale measure. In an incomplete market there exist infinitely

many equivalent martingale measures and over the year several approaches have

been proposed for selecting one (see, e.g., [32, 107]); once the equivalent martingale

measure corresponding to the minimal market price of risk has been selected, we can

define the price of any product in the market as the arbitrage free one with respect

to that chosen equivalent martingale measure, that is an expectation value with

respect to that equivalent martingale measure. This approach is typically chosen by

those agents that are “risk averse”, but a specular approach can be performed by

those agents who are “risk taker”, the super replication approach.

All these criterions show that the pricing procedure in incomplete markets depends

on the preference of the investor or on the knowledge of the expected return on the

underlying stock, while in the Black and Scholes complete setting all the information

were endogenous of the market.

Once one of these strategies has been chosen, using the generalized Ito’s calculus

it is possible to rephrase the stochastic pricing problem in terms of an integro–partial

differential problem, possibly non linear.

Analytical Results. In Part I we have seen that Lévy processes give an effective

description of market price evolution. Using Ito’s calculus and other instruments

from Probability theory, we can derive a deterministic nonlinear integro–partial

differential problem to get the price of a prescribed financial product.

Notice that several features of this problem have a more natural formulation in

the viscosity solutions setting. It will be shown that the incompleteness of the

market reflects in the possible degeneration of the second order term, while the choice

of a Lévy model introduces an integral term with respect to a measure possibly

unbounded. In addiction if the market model describes a large investor setting,

nonlinear effects arise and classical techniques do not apply any more.

This framework is described by the following class of nonlinear integro–partial

differential equation:

−∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0, (0.0.1)

where J u and Iu are the following integro–differential operators:

J u(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)]mx,t(dz),
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Iu(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)mx,t(dz).

H is a continuous function of its arguments and mx,t(dz) is the jump measure and

could depend on the point (x, t). For the pricing problem, the H operator reads as

H
(
x, t, u,xDu,xD2uxT ,J u

)
= −1

2
tr

[
σσTxD2uxT

]
− bxDu+ ru−

n∑

j=1

Jju

and the diffusion matrix 1
2
tr

[
σσTxxT

]
could possibly have rank d strictly less than

the space dimension n.

In the case of general Lévy processes, mx,t(dz) = ν(dz) is an unbounded measure

with a second order singularity at the origin, satisfying the following integral con-

dition: ∫

Rm−{0}
(1 ∧ |z|2)ν(dz) <∞,

while in the case of bounded Lévy processes, or Poisson processes, mx,t(dz) =

µx,t(dz) is a bounded positive Radon measure and the J u could be reduced to

Iu on the domain Rm.

The problems of interest are the Cauchy problem on (0,+∞)n × [0, T ) = Π× (0, T )





−∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0,

u(x, T ) = uT (x) ∈ C(Π) ∩ Pn(Π),
(0.0.2)

which is related with the European option with payoff G(X) = uT (X1, . . . , Xn) and

maturity T , and the corresponding obstacle problem





min
{
− ∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0, u− uT

}
= 0,

u(x, T ) = uT (x) ∈ C(Π) ∩ Pn(Π),

(0.0.3)

which is related with the American option with the same payoff function and ma-

turity, the set Pn(Π) indicating a class of growth which will be introduced in the

following.

In the case of jump diffusion processes given by a Brownian motion plus a Poisson

process, the set Pn(Π) reduces to L∞
pol(Π); moreover the problems we have to deal

with can be studied in the whole Rn after an exponential change of variable.

Integro–differential parabolic operators of type

∂tu− div
(
A(x, t, u,Du)Du

)
+ b(x, t, u,Du) = J u,
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where

J u =

∫

Rm

[
u(x+ z, t) − u(x, t) − z · Du(x, t)

]
mx,t(dz),

and A is a positive definite matrix, namely

A ≥ εIn

have been extensively studied by Garroni and Menaldi in the books [53, 54]. In

[55, 57], Garroni, Solonnikov, and Vivaldi give particular attention to the initial–

boundary value problem with oblique derivatives assigned at the boundary. Next,

Garroni, Solonnikov and Vivaldi considered also the obstacle problem in [56] and

[58] and Vivaldi substituted the Neumann type boundary condition with a boundary

degeneracy of the operator in [114]. This choice of boundary condition guarantees

that the processes of the returns satisfy their natural condition X > 0 without

violating the principle of absence of arbitrage therefore is well fitting with problems

arising from finance [37].

Application in Mathematical Finance of the previous results with different proofs

have been obtained by Mastroeni and Matzeu in their works [86, 87].

This results cannot be applied to equation (0.0.1) because they use fixed point

methods, therefore they deal at most with weak degeneracy

A ≥ ω(x)In, ω > 0 almost everywhere.

Using the theory of viscosity solutions it is possible to deal with nonlinear depen-

dence on the integral term and possibly degenerate second order terms.

The theory of viscosity solutions has been developed in the ′80s by Crandall and

Lions to allow merely continuous function to be solution of first order Hamilton–

Jacobi equations [35]. From that paper several other results have followed to extend

the theory to nonlinear second order problems. The central aim of this theory is

to produce a comparison principle among solutions from which derive a uniqueness

result. Existence is proved by means of a monotone approximation of the equation,

for example by means of the Perron’s method.

The first attempt to deal with integral terms in this framework was made by Al-

varez and Tourin [1] with a linear dependence on the term Iu, with bounded Radon

measure.

Viscosity solution approach in the case of nonlinear dependence from the integral

term, still with bounded Radon measure, was considered by Amadori [2, 4] for prob-

lems of the form:

∂tu+ F (x, t, u, Iu,Du,D2u) = 0. (0.0.4)
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Beside the usual assumption in the theory of viscosity solutions for differential prob-

lems, the operator F is assumed to be monotone with respect to the integral operator

Iu to get an existence and uniqueness result in this case. This assumption can be

extended also to the operator H with respect to the two integral terms Iu and J u
in (0.0.1): it is naturally satisfied by the H operator appearing in financial problems

and it is crucial for the proof of existence and uniqueness of the solution and for the

construction of convergent approximation schemes.

In this part we shall prove our main analytical result:

Theorem Assume that H satisfies suitable continuity and monotonicity conditions

and take uT continuous in a subset of (0,+∞)n, satisfying a suitable rate of growth

at infinity and in a neighborhood of the origin. Let u be a (possibly discontinuous)

viscosity solution to (0.0.2) in a appropriate integrability space, satisfying the same

rate of growth as the initial datum. Then u is the unique viscosity solution; moreover

it is continuous on (0,+∞)× [0, T ) and can be extended continuously to (0,+∞)×
[0, T ] by setting

u(x, t) =





u(x, t) if (x, t) ∈ (0,+∞) × [0, T ),

lim
(0,+∞)×[0,T )3(y,s)→(x,t)

u(y, s) if (x, t) ∈ (0,+∞) × {T}.

The function u still solves (0.0.2), and satisfies u(x, T ) = uT (x) for all x ∈ (0,+∞).

A detailed statement and proof of this result can be found in Chapter 4, Theorem

4.2.14 and Corollary 4.2.15 and in the paper [5].

Analyzing the existence and uniqueness, particular attention is posed on the

connection between the deterministic and stochastic problem. It shall be proved that

under some suitable assumptions, the viscosity solution of the deterministic problem

gives exactly the solution one would get from the corresponding stochastic one in

terms of the expected value with respect to a suitable probability measure. An issue

of particular interest in Financial Mathematics is the study of the regularity of the

solution, because of its connection with the hedging problem. We shall establish a

Lipschitz property for the solution of the deterministic problem, and this guarantees

the existence of an hedging strategy, as it shall be pointed out.

Numerical Results. The Black and Scholes model has gained great popularity

among Economists because it gives a closed form solution to the pricing problem of
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financial derivatives. The use of more sophisticated model, such as the one proposed

in this Thesis, while presenting a great resemblance to real markets, is related to

a nonlinear problem which does not have a closed form solution. To overcome this

difficulty a useful tool is given by the numerical approach which makes possible to

deal with more complicated nonlinear problems.

The work by Barles and Souganidis [16] is a fundamental paper for the numerical

approximation of viscosity solutions of purely differential problems. Starting from

their result, we shall show convergence for monotone, stable, consistent schemes ap-

proximating integro–differential parabolic problems with bounded and unbounded

Lévy measure.

The nonlocal nature of the integral term gives rise to a numerical difficulty, which

requires the truncation of two domain: the problem one and the integral one.

For what concerns the integral domain, in case of bounded jump measure, the cri-

terion to select the truncated domain is the following: fix a parameter ε > 0 and

choose the computational domain Dε such that

∣∣∣
∫

Rm
µx,t(dz) −

∫

Dε

µx,t(dz)
∣∣∣ < ε;

once the truncated domain Dε is determined, it is possible to study a new problem

where the Iu term is replaced by the corresponding Iεu.

Unfortunately, the nonlocal nature of the integral term has its influence even out-

side the computational domain, making it necessary to use some approximation for

the solution outside that boundary. A general approach consists in replacing the

original problem with the corresponding one without the integral term, or to use

some information about the asymptotic behavior of the solution.

Here a new approach is proposed, using the diffusive effect of the integral term un-

der appropriate assumptions of the measure µx,t. First we show that the original

problem can be well approximated by a pure differential problem with an artificial

diffusion; then we apply this remark to implement an effective numerical boundary

condition, giving as a consequence a full convergence result for the global approxi-

mation scheme.

In Chapter 8 we will extend the results obtained in Chapter 7 to unbounded Lévy

measure. The difficulty we have to face in this case stands in the unboundedness

of the measure ν(dz) in a neighborhood of the origin; we overcome this difficulty

applying a truncation of the integration domain to couple with the truncation al-

ready described in Chapter 7. We fix two parameters ε > 0 and θ > 0 and chose a

computational domain Dε,θ such that

∣∣∣
∫

Rm−{0}
(1 ∧ |z|2)ν(dz) −

∫

Dε,θ

(1 ∧ |z|2)ν(dz)
∣∣∣ < O(ε+ θ);
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we point out that the domain Dε,θ takes into account both the truncation owed to

the unboundedness of the integration domain and the unboundedness of the measure

near the origin.

Once the truncated domain Dε,θ has been chosen, it is possible to substitute our

problem with a truncated one, where the integral term J u is replaced by the corre-

sponding one Jε,θu.

Theorem Let us assume that the proposed approximation schemes is monotone,

stable and consistent, and that the integral approximation is monotone; let us suppose

that the problem (0.0.4) satisfies a strong uniqueness property. Then, as (h, k) → 0,

the solution ũ of the scheme converges locally uniformly to the unique continuous

viscosity solution of the problem (0.0.4).

Precise statements and proof can be found in Theorem 7.2.2, for the bounded

Lévy measures, and in Theorem 8.3.2 for the unbounded Lévy measures. For detailed

examples and numerical test for bounded Lévy measure we refer to the paper [30].

In the framework of linear problems with constant coefficient and bounded mea-

sure, the integral term Iu was already considered by Andersen and Andreasen [6]

where an operator splitting method was proposed, compared with a pure Crank-

Nicholson one. In that work the integral part is treated using a FFT method, which

is lighter for what concerns numerical calculation, but could diminish the precision

of the scheme in some areas.

For what concerns bounded jump measures, several work has been done by Forsyth

and alt. [50, 39, 40], where implicit discretization is developed for American deriva-

tives. Particular attention is devoted to the integral term, computed using an iter-

ative method or a FFT method.

A different approach for the unbounded Lévy measures using variational inequali-

ties and the semigroup theory in Sobolev spaces with exponential weights can be

found in [89, 115], while an efficient numerical solution using a wavelet Galerkin

discretization can be found in [116, 75, 88].

The results we prove in this part come out to be the first rigorous results of con-

vergence in the viscosity solutions setting and, to the best of our knowledge, they

are the first results concerning nonlinear integro–differential degenerate problems.

Moreover we propose a way to deal with the boundary difficulties due to the trun-

cation and the nonlocal nature of the integral term.

The original results of this thesis can be listed as follows:
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1. we proved a result of existence and uniqueness of viscosity solutions to a class

of nonlinear integro–partial differential problems related to general Lévy measure

for unbounded set with non smooth boundary. This result generalizes all previous

results and is based on a comparison principle among sub/supersolution without

assigning a boundary data, but only a blow up rate at the boundary and at infinity;

2. we proved convergence results for numerical approximations to viscosity

solutions to nonlinear integro–differential problems both for the case of bounded and

unbounded Lévy measure. We proposed a new approach to deal with the nonlocal

integral term: we prove that it can be well approximated by a diffusion term. This

result will be useful to implement an effective numerical boundary condition.
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The Mathematical approach to financial markets started from the first years of

the last century; the first attempt of modelization is by Bachelier, [9], who proposed

to use probability models. Since the ′70s, starting from the works by Black and

Scholes [28] and Merton [90] deterministic partial differential approaches to describe

the value of financial derivative have obtained greater success, especially among

Economists. The reason of the wide use of these techniques has to be found in the

possibility of obtaining closed form solution, which is not possible with probability

models.

Moreover in low dimension problems a deterministic approach allows a more feasible

numerical treatment which is fundamental from the point of view of practitioners.

On the other hand, the expansion of the market and the possibility to access to a

larger set of datas, has required the supply of more sophisticated models describing

with more accuracy the evolution of the prices of the derivatives, and, on the other

side, has generated new kinds of financial instruments with which to deal with risk

management. These are some of the reasons of the big impulse one can see in the

evolution of instruments of stochastic calculus, mathematical and numerical analysis

applied in Mathematical Finance.

This part will be organized as follows.

In Chapter 1 we shall focus our attention to the question of option pricing. It con-

tains some basics of Mathematical Finance; the connection between the stochastic

formulation and the deterministic one is explained. The standard Black and Scholes

example is exposed in details, being the most important example of complete mar-

ket. The Merton jump–diffusion example is exposed as a first example of incomplete

market. It tries to capture the disagreements between the pure diffusion market and

real data. Theoretical results concerning incomplete markets are proposed.

General Lévy models are presented in Chapter 2. These models give rise to incom-

plete markets, therefore the problem of finding an equivalent martingale measure

becomes crucial. For a detailed discussion we refer to the paper by Chan [33]. The

corresponding integro–partial differential problem can be degenerate and nonlinear;

from the analytical viewpoint it has been widely studied in [3, 2, 4] in the viscosity
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solutions setting and original results shall be presented in Part II. The numerical

approach to that problem shall be presented in Part III.

We shall start by listing some notation that will be used in the following.

Notations.

There follows a list of notation used in this part

∂t partial derivatives with respect to time,

∂xi
partial derivatives with respect to a direction xi,

in the Euclidean space Rn. Moreover

D = (∂x1 , · · · , ∂xn) gradient of u w.r.t. x,

D2 =
(
∂2

xi,xj

)
i,j=1···n

Hessian matrix of u w.r.t. x.

If a function f(x, y, t) is defined on Q ⊂ Rn × Rd × (0, T ), we denote

Dx(y) =
(
∂x1(y1), · · · , ∂xn(yd)

)
D2

x(y) =
(
∂2

xi,xj(yi,yj)

)
i,j=1···n(d)

,

the gradient and the Hessian matrix with respect to x (y respectively).

Let A ⊂ Rn; we indicate with 1A : Rn → {0, 1} the characteristic function of the

set A.

1n = (1, . . . , 1)T ∈ Rn,

In = diag (1, . . . , 1) ∈ Mn×n.

Let O be an subset of Rn. We denote

C (O) = {f : O → R s.t. f is continuous},

and

Lp (O) = {f : O → R s.t. ‖f‖p <∞},
where

‖f‖p =





(∫

O
‖f(x)‖pdx

)1/p

, if p ∈ [1,∞),

ess sup
{
|f(x)| s.t. x ∈ O

}
= ‖f‖∞, if p = ∞.
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with the convention that

‖f‖p
p = ‖f‖∞ when p = ∞;

moreover we set p∗ the conjugate exponent of p, namely

p∗ = p/(p− 1) if p ∈ (1,∞),
p∗ = ∞ if p = 1,
p∗ = 1 if p = ∞.

Wm,p (O) is the usual Sobolev space of functions whose derivatives till order m

belong to Lp(O) endowed with the norm

‖f‖m,p =




k∑

‖α‖=0

‖Dαf‖p
p




1/p

.

Lp
loc (O) (respectively, Wm,p

loc (O)) stands for the set of measurable functions f such

that f ∈ Lp (K) (respectively, f ∈Wm,p (K)) for all compact set K contained

in O.

We indicate
Π = (0,∞)n, Π = [0,∞)n,

Q = Π × (0, T ) × R× Rn.

For all integers n ≥ 0 we define

Lp
n (Π) =

{
f ∈ Lp

loc(Π) s.t. there exists c such that for all R > 1

‖f‖Lp((1/R,R)n) ≤ c(1 + 1/Rn +Rn)
}
,

Lp
pol (Π) =

⋃
n≥0

Lp
n(Π),

Wm,p
n (Π) =

{
f ∈ Wm,p

loc (Π) s.t. Dαf ∈ Lp
n(Π) for all |α| ≤ m

}
,

Wm,p
pol (Π)

⋃
n≥0

Wm,p
n (Π)

Let
(
Ω,F ,P

)
be a probability space. We denote by X a random variable and by

E (X) =

∫

Ω

X(ω)dP(ω) the espectation of X,

X =
{
Xt : t ∈ [0, T ]

}
a stochastic process.
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Namely X represents a function which associates to any time t a random variable

Xt. Once an event ω ∈ Ω is selected, we define a path of the stochastic process X

the function

[0, T ] 3 t→ Xt(ω) ∈ Rn.

If the probability space is endowed by a filtration
{
Ft; t ∈ [0, T ]

}
, we denote by

E
(
X | Ft

)
=

∫

Ω

X(ω)dPt(ω)

the conditional expectation of X, conditioned to Ft.

We define

Lp (0, T ) = {Ft–adapted real processes {Xt}t∈[0,T ] s.t. Xt(ω) ∈ Lp (0, T ) a.s. w.r.t. P}

namely

E
[∫ T

0

|Xt(ω)|pdt
]
<∞,

and

Lp
+ (0, T ) =

{
Xt ∈ Lp (0, T ) such that P

(
Xt ≥ 0

)
= 1, a.e. t ∈ (0, T ).

}



Chapter 1

Markets and option pricing:
stochastic models.

This chapter focuses on the mathematical modeling of financial markets. It starts

with the basic financial concepts of interest rate, asset, portfolio and utility. Some

examples are given to illustrate the theory. We turn then our attention to derivatives

as new financial instruments for hedging against risk.

A whole section is devoted to the Black and Scholes model, proving that it describes

a complete market; here we propose a pricing procedure based on the hedging from

the risk technique. This model is taken as a starting point for several extensions:

in fact, comparing this model with datas, it has been seen that the primary assets

do not bring all the information about the market evolution, that is because the

only Brownian source of uncertainty, proposed in [28], does not take into account

for other abrupt movements of the market.

An extension was first proposed in a paper by Merton [90]: in the attempt to

capture the jumps in the prices of the assets, a jump process was added obtaining

an incomplete market; in this case it is no more possible to define an unique price

for any financial product. Actually, the market price of risk, which was a quantity

determined by the market itself in [28], is now something of exogenous from the

market and has to be determined using some criterion.

One commonly used criterion consists in completing the market, adding some

derivatives, behaving as a “virtual asset”, in order to have so many asset as many

are the sources of uncertainty. This approach has been widely studied in the works

by Mancini, [81, 82], in a Poisson–Gaussian framework. However, this procedure,

using derivatives as primary asset, leads to correlation in the new “virtual market”.

Other procedures have been proposed, which deal with the attitude of the agents

in the market, one of them being the way of protecting from the worst, that is the

super replication procedure, another being the minimization of the risk; both these
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procedures consist in selecting an equivalent martingale measure, a maximal one

and a minimal one respectively. Results in this frameset can be found in the works

by Föllmer and Schweizer [48], and by Chan [33].

For all these approaches, once an equivalent martingale measure has been selected,

the price of any derivative can be obtained in terms of a solution of a deterministic

differential problem, possibly degenerate, by means of the use of Ito’s calculus, see

[28, 90, 2, 3, 4].

Here we propose a pricing procedure based on the completion of the market tech-

nique, which hides the choice of a particular price for risk. Once the market is

completed one can price any derivative by arbitrage.

The deterministic approach is preferred to the stochastic one because it allows to

deal with a large number of examples, such as the large investor model, that cannot

be handled directly in the stochastic setting. When modeling this problem, all the

parameters of the market depends on the strategy of the agents in the market itself,

leading to some nonlinearity [37]. From the stochastic point of view, the resulting

problem is a nonlinear forward–backward SDE; it can be solved using the four-step-

scheme, as it has been proposed in [78], which consists in performing the study of a

related partial differential equation.

All these procedures show that whichever procedure is used to price derivatives,

one has to deal with a deterministic nonlinear possibly degenerate parabolic problem

deriving from the probabilistic formulation of the problem itself.

1.1 Primary market, traders and economy.

A stochastic description of the market involves a probability space endowed with a

filtration giving all the information about the market in evolving time. The market

theory describes any market as a set of traded assets evolving following a stochastic

process: the target of Mathematical Finance theory is to find the model which bet-

ter performs the evolution of the market.

Another approach is present in the theory, completely opposite to this one; it is

called economic theory and describes the economy as a set of agents characterized

by their wealth and their attitude towards the market and consumption. The target

is to chose a function, the utility, which better describes the traders behavior.

In the following we shall give all the background of definition and instruments nec-

essary to go through the theory. We refer to the book by Øksendal [94] for the basic

notions in stochastic differential theory and to the book by Jacod [67, 68, 29] for

general results in stochastic calculus.

For what concerns Financial theory in pure diffusion models we refer to the book by
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Lamberton and Lapeyre [76]; in that book the reader can also find a first approach

to jump diffusion market model.

1.1.1 Market theory.

Definition 1.1.1 A market place of duration T is a probability space (Ω,F ,P)

endowed with a filtration {Ft : t ∈ [0, T ]} such that F0 = {∅,Ω} and FT = F .

Ω is the sets of all the scenarios, the set of the parts of Ω is the set of all the events

which may occur and P measures their occurrence. It is clear that the filtration

represents the information available at time t: as time evolves, the information one

gets grows. The information is available at the same rate from all the agents in the

market, that means that F is intrinsic in the market itself.

Any financial product which is traded in the market is referred to as an asset: this

word refers to stocks, commodities, indices, currencies and equity. It is assumed

that the evolution of the asset is completely determined by its actual price: this

assumption is referred to as efficiency of the market.

Definition 1.1.2 A price of an asset or return is any X positive valued stochas-

tic process such that X(ω) ∈ Lp(0, T ) for some p ∈ [1,∞] adapted to the filtration.

Definition 1.1.3 A (finite-dimensional) market M(X) is a couple composed by a

market place and a vector X = (X0, . . . , Xn) of returns of assets which are called

primary. The linear span of the returns of the primary assets is called marketed

space.

Definition 1.1.4 A money market account or bond is a riskless asset whose

price X0 = B ∈ L∞ evolves as

Bt = exp
( ∫ t

0

rτdτ
)
,

and rτ ∈ L1
+(0, T ) represents the interest rate.

In general r = rt is taken as a stochastic process, but in the following we suppose

that is deterministic: in this case B is a solution of

dB = rBdt.

Generally in the Definition 1.1.3 X0 = B ∈ L∞(0, T ) represents the money market

account while

X̃j =
Xj

X0
, for j = 1, . . . ,n,
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are the actualized prices.

We denote by M0(X) the market generated by the returns X0, . . . , Xn such that

E
[
‖X i

t(ω)‖pi
pi

]
<∞, pi ∈ [1,∞], for all i = 1, . . . ,n,

whose filtration is exactly the one given by the prices of the primary assets plus the

set of P–measure zero.

Definition 1.1.5 A stock is any risky asset X j = S ∈ L2(0, T ).

Once a particular market is selected, the price of the stock is completely known as a

stochastic process, as its processXj evolves following a forward stochastic differential

equation.

Example 1.1.6 [Black and Scholes Market] Let us consider the famous Black and

Scholes model. The market is described by the stock evolution

dSt = St

[
µdt+ σdWt

]
,

where W is a standard Brownian motion and µ and σ are the drift and volatility

respectively. In the original model, they are supposed to be constant, but a such

defined model does not have a good fit with the real data, in spite of its success

among the Economist.

The Black and Scholes model can be used to derive the so called implied volatility

from the prices of the options traded in the market. The resulting volatility depends

from the maturity of the corresponding option, and it is not constant, as it was

assumed. This result is known as the smile of the implied volatility.

Several approach have been proposed to overcome this disagreement with the real

market data, one being the so called model with stochastic volatility, which

introduces another random source in the market on which the volatility depends; in

this model the market is described by the following stochastic differential equation
{
dSt = St

[
µdt+ σdW 1

t

]
,

dσt = αdt+ βdW 2
t ,

and W 1
t and W 2

t are two Brownian motion; in general they are uncorrelated.

Another possibility to get models more resemblant to real markets is to add some

new processes to the standard Black and Scholes one in order to capture abrupt

movements of the market. The resulting model can be described by the following

price evolution equation

dSt = St

[
µdt+ σdW 1

t + γdNt

]
,
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where N is a Poisson process and γ represents the amplitude if the jump and is

assumed to be constant.

Example 1.1.7 [Merton model] The prototype of jump-diffusion market has been

first proposed by Merton [90]. The dynamics of the underlying process are given by

the following equation:

dSt

St

= (µ− λk)dt+ σdWt + (η − 1)dNt.

where dWt is a standard Brownian motion, dNt is a Poisson counting process of

intensity λ, that is:

dNt =





0 with probability 1 − λdt

1 with probability λdt.

Moreover we are assuming that η is a log-normally distributed jump amplitude with

probability density:

Γ̃δ(η) =
exp(−1

2
( log η

δ
)2)√

2πδη
, (1.1.1)

k is the expectation E(η − 1), and the Brownian and the Poisson processes are

uncorrelated.

1.1.2 Economy theory.

Beside the description of the market place and of the product traded in the market

itself, we can give a description of those who act in the market, the traders. They

are identified with their position in the market.

Definition 1.1.8 A financial strategy or dynamic portfolio in the market

M(X) is a process ∆ with value in Rn+1 such that it is Ft predictable. Here ∆i
t

represents the number of shares of the ith asset held by the trader at time t.

A strategy is self financing if its total wealth ∆t ·Xt satisfies

d(∆t ·Xt) = ∆t · dXt ⇐⇒ ∆t ·Xt = ∆0 ·X0 +

∫ t

0

∆τ · dXτ .

Here the integrand is intended in the Ito’s sense.

A strategy is called admissible if it is self financing and has non negative total

wealth,

∆t ·Xt ≥ 0, for all t ≥ 0.
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We say that if ∆i
t > 0 the trader is long selling the corresponding asset, otherwise

he is short selling, at time t.

Any agent in the market is characterized by his attitude toward the risk; even if it

is quite impossible to give a mathematical description of preferences of people, the

economic theory tries to get the most information on agents and assets in order to

attain equilibrium in the market. Under this logic any trader is characterized by his

wealth and consumption.

Definition 1.1.9 An economical agent is a couple (e, U), where e is a process in

L2
+(0, T ) is the endowment and U : L2

+(0, T ) → R is a concave increasing function

called utility.

A consumption policy c for the agent (e, U) is any process in L2
+(0, T ). His

consumption–endowment process is given by e− c, a signed process even if both

e and c are nonnegative.

Remark 1.1.10 The utility function introduces a relation of order in the space of

consumption L2
+(0, T ):

c � c′ ⇐⇒ Ut(c) ≤ Ut(c
′).

Definition 1.1.11 An economy E(e, U) is a couple composed by a market place

(Ω,P ,F) and a set of d agents defined by their couple endowment–utility (ek, Uk)

for k = 1, . . . ,d.

Several utility function have been proposed during the year to describe attitude of

the agents in the market. For a detailed discussion we refer to the paper by Duffie

and Epstein [42] ant the reference therein.

1.2 Financial derivatives: pricing and hedging.

Until now the basic elements of a financial market have been described; nevertheless

they are not the only elements of interest in the market transactions: other sophis-

ticated instruments have been created to manage with the risk. They are called

derivatives as their evolution depends on the evolution of some primary assets of

the market.

Definition 1.2.1 A contingent claim or derivative on the underlying assets

X1, . . . , Xn is a couple (G, T ), where G ∈ C(Π) ∪ W 1,∞
pol (Π), G ≥ 0 is a random

variable FT–measurable and it is the payoff, T is the maturity or expiration

time. We assume it coincides with the duration of the market.
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A derivative is said European if it can exercised only at expiry, American if it

can be exercised at any time before expiry.

Example 1.2.2 There are several examples of derivative actually traded in the

market.

1. A call option on a stock S is a contract which gives the right but not the

obligation to buy one unit of stock at a fixed time T and at a fixed price K,

the strike price. In this case it easy to derive the payoff

Gcall(S) = max(S −K, 0) = (S −K)+.

In the case of the call option, two parties are present, the holder, which buys

the option at time t = 0 and has the right to exercise it, and the writer, which

has the obligation to sell the asset if the holder wants to buy it. In the case of

put option, the roles of the two parties are inverted, and the payoff function

is

Gput(S) = max(K − S, 0) = (K − S)+.

S

V

K

Call

Put

Figure 1.1: Example 1.2.2(1), payoff of European derivatives

2. A forward contract on the stock S is an agreement between two parties

in which one of the two parties agrees to buy S from the other at a specified

prices F , the forward price, on a specified date in the future, the delivery price.

In this case the payoff is a constant function

G(S) = F,

therefore the main difference with the previous example of derivative is the

lack of choice in this kind of contract.
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F

S

G

Figure 1.2: Example 1.2.2(2), payoff of Future contracts

3. An option on option is a derivative constructed on another derivative. The

more used are the exotic options, whose value depends on the path of some

stocks, [63].

4. A fixed income derivative is a forward contract on an interest rate. When

the forward interest rate is given in terms of a stochastic process f(s, t), see

[26, 47, 70, 27], a zero–coupon bond paying 1 at time T can be seen as a

derivative on the asset

Rt =

∫ t

0

f(τ, t)dτ,

with maturity T and payoff 1. In this kind of contract, the choice element is

not more present.

It is clear that every derivative is completely determined once its payoff and its

expiry has been determined, but this description does not show the risk element

connected with the choice element. Moreover its stochastic representation does not

appear to be fundamental, and therefore it cannot be described as an asset in the

sense of Definition 1.1.2.

There are two main problems concerning derivatives:

pricing: this concept analyzes the option from the point of view of the holder;

it concerns the problem of finding, if it does exist, a fair price for a derivative

at any time t < T . Moreover an important question is about the existence of

a deterministic function giving the value of the derivative.

hedging: this problem is quite opposite to the previous one and at the same

time strictly connected with it. It regards the possibility for the writer to
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minimize the risk associated to the derivative he is going to sell. In this case

one looks for a deterministic hedging strategy.

To give a good answer to both these problems, it is fundamental to find the

model for the market which better perform the data of the underlying assets.

In the modeling procedure the following are standard, although quite unrealistic,

assumptions:

1. no transaction costs in the market;

2. borrowing and short selling are indefinitely permitted;

3. assets are infinitely divisible.

1.2.1 Arbitrage theory.

A fundamental concept in Financial theory is the absence of arbitrage which

states that there are no opportunity to make an instantaneous risk profit without

any risk. More precisely, if such opportunities come to existence, they do not last

for a long time, but there happens a movement of price that eliminates it.

Definition 1.2.3 We say an arbitrage any portfolio ∆ such that

∆0 ·X0 = 0, P{∆T ·XT ≥ 0} = 1, P{∆T ·XT > 0} > 0.

Definition 1.2.4 A market M(X) is without arbitrage opportunities if for

any self–financing strategy such that ∆t ·Xt ≤ 0 for some time t then ∆s ·Xs ≤ 0

for all s > t.

This economic concept is strictly connected with mathematical results in the

probability space determining the market place and with the number of assets and

risk sources.

Theorem 1.2.5 A market is without arbitrage opportunities if and only if there

exists a probability measure P∗ equivalent to P under which the actualized prices of

the assets are martingales. Such a probability is called equivalent martingale or

risk neutral measure.

This classical result can be found in Harrison and Kreps [61] and in [41, 76] for

the continuous and discrete case respectively. An intuitive proof of this result can

be found in [25].

This concept is fundamental in pricing theory because it allows to price derivatives

in terms of the so called hedging strategy.
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Definition 1.2.6 An admissible strategy ∆ is called an hedging strategy for the

(i) European derivative (G, T ) if

∆T ·XT = G(XT ),

with probability 1;

(ii) American derivative (G, T ) if

∆T ·XT = G(XT ), and ∆t ·Xt ≥ G(Xt) for all t ∈ [0, T ]

with probability 1.

The value by arbitrage at time t ∈ [0, T ] is the process

Y ∗
t = inf

{
Yt = ∆t ·Xt : ∆ is an hedging strategy for (G, T )

}
.

This definition is motivated by the fact that the market obtained by M(X)

adding the derivative is free of arbitrage opportunities, and any hedging strategy

has Y ∗ as its total wealth.

Proposition 1.2.7 Let Ŷ be the price of the derivative (G, T ) and assume that

M̂(X) = M(X)∪M0(Ŷ ) is free of arbitrage. Then, for any hedging strategy ∆ we

have Ŷt = ∆t ·Xt.

In the risk neutral probability P∗ the arbitrage value may be seen as a value function

of a stochastic control problem.

Proposition 1.2.8 Let M(X) a market free of arbitrage and (G, T ) an European

(American, resp.) derivative. Let P∗ be an equivalent martingale measure, E∗ the

(conditional) expectation of P∗ and Y ∗E (Y ∗A, resp.) the arbitrage value of (G, T ).

Then

Y ∗E
t ≥ X0

t E∗
[G(XT )

X0
T

∣∣∣Ft

]
;

Furthermore if Tt,T is the set of stopping time between t and T ,

Y ∗A
t ≥ X0

t sup
s∈Tt,T

E∗
[G(Xs)

X0
s

∣∣∣Ft

]
;

Let us now suppose to describe the evolution of the market M(X) in terms of a

stochastic forward system

X i
t = X i

0 +

∫ t

0

αidτ +
p∑

j=1

∫ t

0

βi
jdR

j
t , (1.2.1)
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where αi and βi
j, deterministic, are respectively the drift and the “volatility” of the

process X i, while Rj, j = 1, . . . ,p is the set of risky sources in the market.

In this setting, the pricing problem can be formulated as the problem of finding the

minimal solution of a forward–backward stochastic differential equation:

Corollary 1.2.9 Let (G, T ) be an European (American, resp.) derivative in M(X).

Let us suppose that there exists an hedging strategy ∆ such that its total wealth

Y = ∆ ·X is the minimal solution of the following BSDE

Yt = G(XT ) −
∫ T

t

∆αdτ −
p∑

j=1

∫ T

t

∆βjdR
j
τ , (1.2.2)

for the European derivative, or the corresponding optimal stopping problem

Yt = sup
s∈Tt,T

{
G(Xs) −

∫ s

t

∆αdτ −
p∑

j=1

∫ s

t

∆βjdR
j
τ

}
. (1.2.3)

Then Y is the arbitrage value of (G, T ).

More general models can be considered instead of this constant coefficient one,

for example it is possible to choose the coefficients αi and βi
j depending on the time

t or on the stock itself X.

In the case of large investor economy, these coefficients depend also on the strategy

and we deal with a nonlinear backward–forward stochastic differential equation.

To prove that Y is the minimal solution of (1.2.2) ((1.2.3) resp.) we can go through

a deterministic analysis, as is it possible to prove that Yt = U(Xt, t), with U smooth

deterministic function.

Corollary 1.2.10 Let M(X) be a free–arbitrage market and (G, T ) a derivative.

Let us suppose that there exists a hedging strategy ∆ for (G, T ) and a deterministic

continuous function U(X, t) such that U(Xt, t) = Yt = ∆t · Xt for all t ∈ [0, T ]. If

U has the following regularity properties

U ∈ L∞(0, T ;W 2,∞
pol (Π)),

∂tU ∈ L∞(0, T ;L∞
pol(Π)),

then Y is the arbitrage value of the derivative (G, T ).

Proof. Under the risk neutral P∗ measure, Yt can still be written as Yt = U(Xt, t).

According to the definition of P∗, X are martingales; U , by hypotheses is smooth,

then, using Ito’s formula we are guaranteed that Yt previously defined is a martingale

under P∗. Then, for Theorem 1.2.5, the market M̂(X) = M(X)∪M̂0(Y ) is free of

arbitrage and the risk neutral measure is given by P∗. Then the thesis follows from

Proposition 1.2.7
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The stochastic equations (1.2.2) and (1.2.3) can be related to a deterministic

problem for U(X, t) applying formally Ito’s calculus, thinking ofX as an independent

variable.

In case of a small investor economy in (1.2.1), U is given as a solution of a linear

deterministic final value problem (obstacle problem, resp.), while, in the case of a

large investor economy the problem we have to deal with is nonlinear and requires

particular techniques to be handled.

Until now we have used the hedging strategy to determine the price of any derivative,

saying nothing about its existence. This concept concerns the market and not only

a particular derivative: it is indeed clear that if a new asset is added to a market,

the resulting set of admissible strategies enlarges and an hedging strategy can be

found where at the beginning was not possible.

Definition 1.2.11 A market is complete if all derivatives have an hedging strat-

egy.

As it was done before, this property of markets can be characterized in terms of risk

neutral measure.

Theorem 1.2.12 Let us suppose that the market M(X) is free of arbitrage. Then

it is complete if and only if the equivalent martingale measure is unique.

This result is now a milestone in Mathematical Finance and can be found in [76] for

a discrete time proof and in [41] for the continuous case. An intuitive proof is given

in [25].

The completeness of a market is a concept with no real financial interpretation,

but it is only an assumption to simplify the analysis. It is well known that real

markets are far to be complete, and one simple example is given by the standard

Black and Scholes market, where several asset are traded, but they all depend on a

single risky source. The completeness assumption reads as a condition on the rank

of the volatility matrix to which is not possible to give a financial interpretation.

This argument explains how in the upgrading of the Black and Scholes model, like

the jump–diffusion one by Merton, or the stochastic volatility by Hull and White [62],

the derivative price obtained by means of the hedging strategy and Ito’s calculus

is not unique. On the contrary it depends on the so called price of risk and it

corresponds to a particular choice of the equivalent martingale measure.

This quantity can be obtained enlarging the market by adding some new assets in

order to gain completeness, or picking up an equivalent martingale measure. Looking

at the economic point of view, the price of risk can be determined performing the

maximization of utility.
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1.3 The classical Black and Scholes model.

The work by Black and Scholes [28] is a fundamental paper in Financial Mathemat-

ics. In this section we provide an introduction to this model, proving its completeness

and absence of arbitrage. Moreover we deduce the deterministic partial differential

operator related to the ∆–hedging technique for pricing derivative.

In their paper, Black and Scholes made some assumptions on the kind of market

they were working in, as they are listed in the following:

1. The stock’s price is described by a lognormal random walk:

dSt = St[µdt+ σdWt], (1.3.1)

where Wt is a standard Brownian motion, and µ and σ are respectively the

drift and the volatility and are supposed to be constant. We assume that the

filtration is generated by the Brownian motion Wt.

2. The interest rate r is constant,

3. There are no transaction cost in hedging a portfolio.

4. Short selling is always possible.

5. Assets are infinitely divisible.

The choice of a lognormal random walk in (1.3.1) implies important features of the

market evolution, for example, the continuity of the path t → St(ω) for almost all

ω ∈ Ω w.r.t. P . Moreover the increments of S are independent and stationary,

which implies that the process is Ft–adapted and Ft–predictable, see [94].

Proposition 1.3.1 The Black and Scholes market is free of arbitrage.

Proof. It suffices to find an equivalent martingale measure P∗ under which the

actualized price of the stock is a martingale. Let S̃t = e−rtSt. As r is supposed to

be constant

dS̃t = S̃t[(µ− r)dt+ σdWt] = S̃tσdW
∗
t

where W ∗
t =

µ− r

σ
t + Wt. The process

µ− r

σ
t is clearly Ft–adapted with paths

belonging to L2(Ω) while the process

ζt = exp
(
− 1

2

(µ− r

σ

)2

t− µ− r

σ

∫ t

0

dWτ

)

is a martingale. Then, by the Girsanov’s Theorem [94] {W ∗
t }t∈[0,T ] is a standard

Brownian motion in the probability P∗ = ζTP .
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This measure P∗ is absolutely equivalent to P , because of the Radon–Nikodym’s

Theorem, and in that measure

S̃t = S̃0 exp
( ∫ t

0

dW ∗
τ

)

is a martingale.

It results from this proof that the measure P∗ is uniquely determined. An exhaustive

proof can be found in [76, 94, 25], therefore the resulting market is complete.

Practitioners in finance are indeed interested in finding an hedging strategy in order

to price derivatives, but no information is available in that sense in the proof of

completeness. We proceed in constructing directly an hedging strategy for a Black

and Scholes market.

1.3.1 Pricing by ∆–hedging.

A fundamental tool in pricing derivatives in an incomplete market is the ∆–hedging

technique. It is widely exposed in the book [117] by Wilmott, Howison and Dewinne.

The existence of an unique equivalent martingale measure and the use of Ito’s cal-

culus turns the stochastic problem in the study of a deterministic partial differential

final value problem. The solution is a deterministic function U(S, t) which is exactly

the value by arbitrage of the derivative constructed on that particular asset S at

time t.

This approach is strictly dependent on the completeness of the market. In case

of lack of completeness the ∆–hedging technique produces a class of deterministic

problems depending on a parameter characterizing the market, the price for risk.

Once this parameter is chosen it is possible to face the pricing problem with the

differential approach.

Proposition 1.3.2 The Black and Scholes market is complete. The arbitrage price

of an European derivative (G, T ) is given as the solution of the final value problem





−∂tU − 1

2
σ2S2∂2

SSU − rS∂SU + rU = 0,

U(S, T ) = G(S),

(1.3.2)

and the hedging strategy is a deterministic function of (St, t) given by





∆0
t = e−rt[U(St, t) − St∂SU(St, t)],

∆t = ∂SU(St, t).
(1.3.3)
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The arbitrage price of the American derivative (G, T ) is given as the solution of

the obstacle problem (0,∞) × (0, T ):





min{−∂tU − 1

2
σ2S2∂2

SSU − rS∂SU + rU, UG} = 0,

U(S, T ) = G(S).

(1.3.4)

The corresponding hedging strategy is given by (1.3.3), for any t ∈ (0, τ ∗), where τ ∗

is the optimal exercise time:

τ ∗ = inf{t ∈ T0,T such that U(St, t) = G(St)}.

Proof. Let us start analyzing the European case.

Let us suppose that the derivative (G, T ) admits an hedging strategy (∆0
t ,∆t),

and let Y the total wealth of the corresponding portfolio

Yt = ∆0
t e

rt + ∆tSt; (1.3.5)

the portfolio is assumed to be self-financing, therefore, Yt solves the following BSDE:

Yt = G(ST ) −
∫ T

t

[rYτ + ∆τSτ (µ− r)]dτ −
∫ T

t

∆τσSτdWτ . (1.3.6)

Let us now suppose that there exists a deterministic function U such that U(St, t) =

Yt for any time t ∈ [0, T ]. By Ito’s formula, U solves the following BSDE:

U(St) = G(ST ) −
∫ T

t

[∂tU +
1

2
σ2S2∂2

SSU + µS∂SU ]dτ

−
∫ T

t

σS∂SUdWτ . (1.3.7)

By the assumption on U , the equation (1.3.6) and (1.3.7) must be equal; identifying

the coefficient of dWτ we obtain ∆t = ∂SU(St, t), which, inserted in (1.3.5) gives

(1.3.3). These equalities give really an hedging strategy in the Definition 1.1.8.

Using these equalities and identifying the coefficient of dτ , we obtain the famous

Black and Scholes operator (1.3.2)1. Therefore the value of the European derivative

is the solution of (1.3.2). The nonnegativity of the total wealth of the hedging

strategy may be attained applying the maximum principle to (1.3.2).

Let us study the case of the American derivative.

From Proposition 1.2.8, the arbitrage value of an American derivative Y A∗
is

such that

Y A∗
t ≥ Vt
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where Vt is the solution of the following optimal stopping problem

Vt = ert sup
t∈Tt,T

E∗
[
e−rτG(Sτ )

∣∣∣Ft

]
.

From stochastic control theory ([113]) we obtain that Vt is invariant by change of

equivalent probability and Vt = U(St, t), where U is the classical solution of the

obstacle problem (1.3.4). To prove the inverse inequality, the total wealth given by

(1.3.3) is Yt = U(St, t); by Ito’s formula, it is self financing and Yt ≥ G(St) for all

t ∈ [0, T ] and YT = G(ST ) as U solves the obstacle problem. Hence

Y A∗
t ≤ U(St, t),

because Y A∗
is a arbitrage price.

1.4 Black and Scholes model and large investor

economy.

In this section we expose a modification of the Black and Scholes proposed by

Cvitanic̀ and Ma in [37], where they take into account the influence of the investor

in the market.

We expose the pricing problem as a nonlinear backward–forward stochastic differ-

ential equation and we explain how it is rephrased as a nonlinear partial differential

equation using the four step scheme.

The Cvitanic̀ and Ma model consider a market with n risky assets and n sources

of uncertainty, given by standard n-dimensional Brownian motion with the following

assumptions:

1. The prices of the assets evolve following

dSi
t = Si

t

[
µi(St, t, Yt, ξt)dt+

n∑

j=1

σi
j(St, t, Yt, ξt)dW

j
t

]
, (1.4.1)

where Wt = (W 1
t , . . . ,W

n
t )T is a standard n-dimensional Brownian motion,

µi(·) and σi
h(·), the drift and volatility respectively, are deterministic functions

of (S, t, Y, ξ) ∈ Π × (0, T ) × R × Rn; Y is the total wealth of the portfolio of

the agent and ξi is the wealth invested in the ith asset, ξi
t = ∆i

tS
i
t .

Let us assume that

µi, σi
j ∈ C(Π × [0, T ] × R× Rn) ∩ L∞(0, T ;W 1,∞(Π × R× Rn)),

and, writing σ = (σi
j)i,j

σσT ≥ εId on Π × (0, T ) × R× Rn. (1.4.2)
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2. The interest rate r is a deterministic function of (t, Y, ξ) with the following

regularity

r ∈ C([0, T ] × R× Rn) ∩ L∞([0, T ] × R× Rn).

3. No transaction cost is associated with hedging a portfolio.

4. Short selling is permitted.

5. Assets are infinitely divisible.

A model of this kind verifies the consistency of the market, as the S given as solution

of (1.4.1) is really a n-ple of returns; it suffices to study the solution of the equation

obtained after a change of variable xi = log Si.

This model include examples that were not considered in Black and Scholes’

work.

Example 1.4.1 [Large institutional investor economy].

When too many wealth is invested in bond, the interest rate decreases as

r(t, Y, ξ) = R(t)f(Y −
n∑

i=1

ξi),

where f ∈ C(R) is positive, f = 1 in (−∞, ξ0] and it is decreasing on (ξ0,+∞).

Example 1.4.2 Assume that n = 1 and that there exists a time t0 such that

σ(t, Y, ξ) =

{
σ t < t0,
σX t ≥ t0,

while µ and r remain constant. Let us suppose that at time t = t0 a large investor

sells a derivative for a price γ(Xt0 , t0) > U(Xt0 , t0), where U is the price of the same

derivative corresponding to σ always constant: this means that the investor is selling

the derivative for more than its real worth.

This would create instabilities and arbitrage opportunities in the market if the

volatilities were to remain the same. Let us suppose that the effect is in a change

of the σ:

σ(t, Y, ξ) =

{
X[σ + f(γ(X, t)) − U(X, t)] γ(Xt0 , t0) 6= U(Xt0 , t0)
σX γ(Xt0 , t0) = U(Xt0 , t0),

with f increasing function.

This phenomenon was unknown in classical models and says that selling a derivative

for more than its fair price does not guarantees hedging. In this case the volatility

increases and the minimal hedging price U changes. If U < γ hedging might not be

possible. See [37] for more details.
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1.4.1 The four step scheme.

Arguing as in the previous section, we can prove that the density ζT provides an

equivalent martingale measure, but in the large investor market it depends on the

wealth and strategy of the agent. For what concerns the pricing of derivatives, this

gives rise to a forward–backward stochastic differential equation. It is not clear,

in this case, how to get completeness of the market in terms of unique martingale

measure. We can get this property as a byproduct of the hedging strategy.

Let us consider the market

St = S0 +

∫ t

0

Sτµdτ +

∫ t

0

SτσdWτ , (1.4.3)

where S = diag (S1, . . . , Sn). Let us suppose that (G, T ) admits an hedging strategy

(∆0
t ,∆t). By definition

Yt = ∆0
t exp

( ∫ t

0

r(τ, Uτ , ξτ )dτ
)

+ ∆tSt, ξi
t = ∆i

tS
i
t ;

to have the self–financing condition, Yt solves

Yt = G(ST ) −
∫ T

t

[rYτ + ξτ (µ− r1n)]dτ −
∫ T

t

ξτσdWτ . (1.4.4)

In the following we refer to (1.4.3)–(1.4.4) as the FBSDE.

Definition 1.4.3 An adapted solution of the FBSDE is a triplet (S, Y, ξ) ∈
(L2

+)n × L2
+ × (L2)n which satisfies (1.4.3)–(1.4.4).

Now the problem of completeness of the market turns in the well posedness of

(1.4.3)–(1.4.4).

The notion of forward–backward stochastic differential equation is quite new: the

proof of existence and uniqueness of solution requires techniques that are not only

stochastic. Interesting results can be found in [98, 97], while Cvitanić and Ma

proposed to use the ”four step scheme” by Ma, Protter and Yong [78] to lead back

the problem to a deterministic nonlinear PDE. An important point that we shall

sketch is that the PDE approach allows to deal with nonlinear market with weaker

assumption than the stochastic one.

Step 1. In order to match diffusion terms, find a change of variable ϑ : Π × (0, T ) ×
R× Rn → Rn such that

ξSσ(S, t, Y, ϑ(S, t, T, ξ)) = ϑ(S, t, Y, ξ)Sσ(S, t, Y, ϑ(S, t, T, ξ)),

namely ϑ = ξ.
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Step 2. Suppose that there exists a deterministic function U(S, t) giving the arbitrage

price of the derivative, U(S, t) = Yt; then, by Ito’s formula

U(St, t) = G(ST ) −
∫ T

t

[∂tU +
1

2
tr

[
(Sσ)(Sσ)TD2USµ

]
dτ

−
∫ T

t

DUSσdWτ . (1.4.5)

At the same time U solves (1.4.4), therefore, imposing equality between coef-

ficients of dW j
τ

ξ = ϑ(S, t, U,DUS) = DUS.

imposing equality on the coefficients of dτ we get that U is a solution of the

following deterministic quasilinear partial differential problem on Π × (0, T ):





∂tU − 1

2
tr

[
(Sσ)(Sσ)T (S, t, U,DUS)D2U

]
+ r(t, U,DUS)×

×(U − SDU) = 0,

U(S, T ) = G(S).
(1.4.6)

Step 3. Solve the purely forward stochastic differential equation obtained replacing Y

and ξ by U and DUS in (1.4.3)

St = S0 +

∫ t

0

Sµ(S, τ, U,DUS)dτ +

∫ t

0

Sσ(S, τ, U,DUS)dWτ .

Step 4. Show that (St, U(St, t),DU(St, t)St) is the solution of (1.4.3)–(1.4.4), with U

solution of (1.4.6) and St solution of (1.4.3).

1.4.2 A PDE approach to nonlinear markets.

The result of existence and uniqueness for solution of BFSDE by Cvitanić and Ma

has been obtained by rather restrictive assumption, either

G ∈ C2(Π) ∩ L∞(Π) and G ≥ 0

or

G ∈ C3(Π), G ≥ 0, and lim
‖S‖→∞

G(S) = ∞,

∂SiG ∈ W 2,∞(Π) for all i = 1, . . . ,n,

SDSG

1 +G
, ‖S2D2

SSG‖ ∈ L∞(Π).
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In addiction, if there exists a positive constant r such that

µi, σi
j ∈ C(Q) ∩ L∞(0, T ;W 1,∞(Π × R× Rn),

Sµ, Sσj ∈ C2(Q), SDSµ
i, SDSσ

i
j ∈ L∞(Q),

r ∈ C2([0, T ] × R× Rn), 0 < r ≤ r,

lim sup
|Y |,‖ξ‖→∞

(|Y | + ‖ξ‖)2(|∂Y r| + ‖Dξr‖) <∞, uniformly w.r.t t

In the PDE approach to the pricing problem in nonlinear markets, we shall

not assume (1.4.2), but we shall consider market described by (1.4.3) where σ is a

general n × d matrix. This allow us to deal with more general problems: the case

n > d corresponds to exotic options, while n < d, that is rank (σ) < d we have an

incomplete market.

To obtain consistency of the market, we need some regularity conditions, and

the same for the absence of arbitrage condition. If we accept that the arbitrage price

of a derivative is given in terms of a deterministic function U(St, t), a well–defined

notion of price of any derivative may be obtained whenever (1.4.6) is well posed for

any payoff G.

Definition 1.4.4 The weak arbitrage price of the European derivative (G, T ) is

the (unique) nonnegative solution of (1.4.6) provided that

U ∈ L∞(0, T ;W 1,∞(Π)).

In this case the weak hedging strategy is




∆0
t = exp

(
−

∫ T

0

r(τ, U,DU)dτ
)
[U(St, t) − StDU(St, t)],

∆t = DU(St, t).
(1.4.7)

The weak arbitrage price of the American derivative (G, T ) it the (unique) non-

negative solution of the obstacle problem




min
{
∂tU − 1

2
tr

[
(Sσ)(Sσ)T (S, t, U,DUS)D2U

]
+ r(t, U,DUS) [U − SDU ],

U −G
}

= 0,

U(S, T ) = G(S),

provided that

U ∈ L∞(0, T ;W 1,∞(Π)).

In this case the hedging strategy is still given by (1.4.7) on the interval (0, τ ∗), τ ∗

being the optimal exercise price

τ ∗ = inf{t ∈ T0,T s.t. U(St, t) = G(St)}.



Incomplete markets. 27

The weak hedging strategy is well defined because it total wealth at time T is

U(ST , T ) = G(ST ) and at any time t it is given by U(St, t) which is nonnegative.

Definition 1.4.5 A market is weakly complete when any derivative has a well

defined weak arbitrage price.

We can state the following result to prove that the weak arbitrage price concept

is consistent with the standard one under suitable regularity assumptions on U .

Proposition 1.4.6 Let us suppose that

(i) The quasilinear final value problem (1.4.6) is well posed in the class C(Π) ∩
W 1,∞

pol (Π) and its solution U is nonnegative if G ≥ 0;

(ii) For all G ∈ C(Π) ∩W 1,∞
pol (Π), the solution U has the following regularity

U ∈ C2,1(Rn × (0, T )).

Then the market is complete; the weak hedging strategy (1.4.7) really hedge the

derivative and U gives its arbitrage price.

Proof. Under assumption (i), we can apply Ito’s formula in Step 2. obtaining that

the weak hedging strategy is self financing. Then the weak hedging strategy hedges

the derivative and U gives the arbitrage price of (G, T ) according to (1.2.6)

1.5 Incomplete markets.

In this section we shall go through the problem of describing an incomplete market:

in these markets the traded assets do not bring all the information to cover all

the possibility of investment, as the number of risky sources is not covered by the

number of assets. The pricing procedure explained in the previous section cannot

be used as the market price for risk is no more unique, but there are as many as the

equivalent martingale measures.

Even though this difficulty in using the ∆–hedging technique, we can perform the

pricing procedure in terms of a deterministic partial differential approach, once the

market price of risk has been chosen. More details about the choice of this parameter,

and the corresponding equivalent martingale measure, can be found in [49, 33].

The incompleteness assumption reads in the possible degeneracy of the second order

term in the partial differential equation: if we refer to the model described in Section

1.4, the incomplete markets lack of the assumption (1.4.2).
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In the following we shall describe the incomplete diffusion case in the large in-

vestor model.

Let us assume that the money market account evolves accordingly to

{
dBt = Btrdt, t ∈ (0, T )
B0 = 1,

(1.5.1)

where r is the interest rate, and the assets evolve as





dSi
t = Si

t [µ
idt+

d∑

j=1

σi
jdW

j
t ], t ∈ (0, T ), i = 1, . . . ,n

Si
0 = xi

0 > 0.

(1.5.2)

Here W = (W 1, . . . ,W d) is a d–dimensional standard Brownian motion, µ ∈ Rn is

the vector of expectation, while σ ∈ Mn×d is the matrix of volatility; the market is

endowed with the filtration generated by W and the set of zero measure.

For the moment we do make no assumption on the volatility matrix, but we can

observe that:

1. if rank σ < d, the linear span of the primary assets is strictly contained in the

choice space generated by the Brownian motion; it means that the prices of the

assets do not cover all the market possibilities and we have lack of information.

The market in this case is said incomplete.

2. if rankσ < n we can observe a correlation among the prices; it means that we

are dealing with exotic option.

In the following we shall assume the large investor economy, therefore we assume

that all the coefficients r, µ, and σ depend by (S, t, Y, ξ) ∈ Q = Π× (0, T )×R×Rn.

We remember that Y ∈ L1 is the total wealth of the agent; if he is characterized by

his portfolio (∆0,∆):

∆0
tBt = ηt = Yt − ξt1n,

∆tSt = ξt. (1.5.3)

We assume that the following assumptions hold

µi, σi
j ∈ C(Q) ∩ L∞(0, T ;W 1,∞(Π × R× Rn)), (1.5.4)

SDSµ
i, SDSσ

i
j ∈ L∞(Q;Rn),

r ∈ C(Q− {Y = ξ · 1n}) ∩ L∞(0, T ;W 1,∞(Π × (R× Rn − {Y = ξ · 1n})),
SiDSr ∈ L∞(Q;Rn), (Y − ξ · 1n)(∂Y r −Dξr · 1n) ∈ L∞(Q),
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and we refer to this market as the diffusion market with large investor. We notice

that all the example of previous section verify all these assumptions. In this market

we do not assume that the interest rate varies continuously with respect the bank

deposit, as it is shown in the next example.

Example 1.5.1 [Different rates for borrowing or lending].

r(t, Y, ξ) =





R(t), if Y ≤
∑

i

ξi, R borrowing rate,

ρ(t) if Y >
∑

i

ξi, ρ lending rate;

here R and ρ are continuous functions and R(t) > ρ(t).

It can be shown that this market is consistent.

Lemma 1.5.2 Under the previous assumptions on the coefficients µ and σ and for

all fixed couples (Y, ξ) ∈ (L1(0, T ))n+1, every solution of (1.5.2) with initial datum

x ∈ Π stays in Π.

Furthermore all the paths t→ Xt(ω) are continuous for almost ω ∈ Ω w.r.t. P and

the relative increments of the processes S are independent and stationary.

The proof of this result can be found in [2]: it follows the line of the proof of

well posedness of stochastic equations in Rn, see [94].

1.5.1 PDE approach: the arbitrage pricing

In Section 1.4 we have seen that the assumption (1.4.2) guarantees that the market

is complete and there are no arbitrage opportunity. In this section we shall prove

that assumption (1.4.2) can be weakened, leaving out the assumption of absence of

arbitrage.

In this section we shall assume

µ− r1n ∈ σ(Rn), (1.5.5)

and that there exists a matrix Σ ∈ Md×n with the same regularity as σ such that

σΣ(µ− r1n) = µ− r1n identically on Q. (1.5.6)

We can note that assumption (1.5.5) is implied by (1.4.2) in the case n = d.

Proposition 1.5.3 The market described by the solutions of (1.5.1)–(1.5.2) satis-

fying assumption (1.5.4)–(1.5.5) is without arbitrage opportunities.
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The proof of this result can be achieved exhibiting an equivalent probability mea-

sure P∗ under which the discounted prices are martingales. It is determined by

means of its density with respect the objective measure; in this case, because of the

incompleteness of the market, this density depends on a parameter, θ, given by

θ = Σ(µ− r1n),

ζt(θt). Details can be found in [2].

Remark 1.5.4 From Theorem 1.2.12 we know that a market is complete iff the

density of the martingale ζt(θt) is uniquely determined, so that the condition on the

rank of the volatility σ is necessary and reads as rankσ = d.

If this uniqueness is not met, for any choice of the matrix Σ satisfying (1.5.6) we

obtain a price for risk

θ = Σ(µ− r1n),

and the corresponding equivalent martingale measure P∗ = ζT (θ)P .

The market (1.5.1)–(1.5.2) can be completed adding some derivatives on the

underlying S1, . . . , Sn, with suitable maturity and strike as primary assets; the re-

sulting market is complete and all derivatives admit an hedging strategy and can be

priced using the technique of Section 1.4.

In the following we shall describe how to price any derivative in the market (1.5.1)–

(1.5.2) without completing; once a particular price for risk has been fixed it is

possible relating the price of any derivative to a deterministic differential problem.

The choice of the price for risk depends on the attitude of the trader toward the

market: if he wants to minimize the risk, he would chose the minimal martingale

measure, otherwise, if he wants to be solvable at expiry, he would chose the maximal

one, see [49, 33].

In the following we shall assume that the attitude of the trader would not influence

the equivalent martingale measure, that is

σΣ depends only on S, t. (1.5.7)

The case of complete markets is contemplated in this assumption, as in that case

rankσΣ = n = d and σ has an unique inverse Σ.

Let us assume that the derivative (G, T ) admits an hedging strategy (∆0,∆); ξ is

given by (1.5.3) and

Yt = ∆0
t exp

( ∫ t

0

r(X, τ, Y, ξ)dτ
)

+ ξt · 1n.
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we want the portfolio to be self–financing, therefore Y solves the following BSDE

Yt = G(ST ) −
∫ T

t

[rY + ξ(µ− r1n)]dτ −
∫ T

t

ξσdWτ ,

Proceeding as in Subsection 1.4.1 we can derive a partial differential approach

with which obtain the price of any derivative.

If we choose a change of variables ϑ : Q → Rd

ϑ(S, t, Y, ξ) = ξσ(S, t, Y, ξ), (1.5.8)

comparing the diffusion terms, equation (1.4.4) becomes

Yt = G(ST ) −
∫ T

t

[rY + ϑΣ(µ− r1)]dτ −
∫ T

t

ϑdWτ . (1.5.9)

Let us assume that there exist a deterministic function U(S, t) which determines the

arbitrage price of the derivative, U(S, t) = Yt, by Ito’s formula

U(St, t) = G(ST ) −
∫ T

t

[
∂tU +

1

2
tr

[
(Sσ)(Sσ)TD2U

]
+ DUSµ

]
dτ

−
∫ T

t

DUSσdWτ .

but, at the same time, it is given by (1.5.9), therefore, comparing the diffusion term

and the drift term we get

ϑ(S, t, U(S, t), ξ) = DUSσ(S, t, U(s, t), ξ),

−∂tU =
1

2
tr

[
(Sσ)(Sσ)TD2U

]
− r(U − ϑΣ) + (DUS − ϑΣ)µ.

This equation is not a PDE for U , as the coefficients do depend on ξ which is not

uniquely determined by (1.5.8) unless rank σ = d; the choice of a particular price for

risk determines an inverse for the change of variable (1.5.8). By assumption (1.5.7),

we can set

ξ(S, t,DU) = ϑ(S, t, U, ξ)Σ(X, t, U, ξ) = DUSσΣ(S, t),

and we can derive the hedging strategy

∆0 = exp
(
−

∫ t

0

r(S, τ, U,DUSσΣ)dτ
)
U −DUSσΣ1n,

∆ = DUSσΣ

(1.5.10)
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and the corresponding pricing problem

−∂tU =
1

2
tr

[
(Sσ)(Sσ)T (S, t, U,DUSσΣ)D2U

]
−DUS(σΣ − In)

µ(S, t, U,DUSσΣ) − r(S, t, U,DUSσΣ)(U −DUSσΣ1n), (1.5.11)

U(S, T ) = G(ST ). (1.5.12)

If we are interested in American type derivatives, the pricing equation becomes

min
{
− ∂tU − 1

2
tr

[
(Sσ)(Sσ)T (S, t, U,DUSσΣ)D2U

]
+ DUS(σΣ − In) ·

·µ(S, t, U,DUSσΣ) − r(S, t, U,DUSσΣ)(U −DUSσΣ1n),

U −G
}

= 0 (1.5.13)

Remark 1.5.5 If rank σ = n = d, there exists a unique right inverse Σ for σ, there-

fore there exists an unique equivalent martingale measure (the market is complete)

and problem (1.5.11) coincides with (1.4.6).

Definition 1.5.6 The weak arbitrage price of any European derivative (G, T )

corresponding to the market price for risk θ = Σ(µ−r1n) is the (unique) nonnegative

solution of the final value problem (1.5.11), provided that U ∈ L∞(0, T ;W 1,∞
pol (Π)).

In this case the system (1.5.10) determines the weak hedging strategy.

The weak arbitrage price of any American derivative (G, T ) corresponding to the

market price for risk θ = Σ(µ − r1n) is the (unique) nonnegative solution of the

obstacle problem (1.5.13), provided that U ∈ L∞(0, T ;W 1,∞
pol (Π)). In this case the

weak hedging strategy is still given by (1.5.10), but on the time interval (0, τ ∗),

where τ ∗ is the optimal exercise time:

τ ∗ = inf{t ∈ T0,T : U(St, t) = G(St)}.

The hedging strategy obtained in this way is well defined and admissible, because

its total wealth U(St, t) is nonnegative and at time T it is equal to the strike price.

When U satisfies the following regularity property

U ∈ L∞(0, T ;W 2,∞
pol (Π)),

∂tU ∈ L∞(0, T ;L∞
pol(Π)),

the weak hedging strategy really hedges the derivative as it has been proved in

Proposition 1.4.6.
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Remark 1.5.7 The pricing equation (1.5.11) may present two kinds of degenera-

cies. As in the classical Black and Scholes’ equation, at the boundary we have

det(Sσ) = 0. On the other hand, because of the incompleteness of the market, the

problem results strongly degenerate

rank
[
(Sσ)(Sσ)T

]
< n, everywhere.

The boundary degeneracy can be removed by the logarithmic smooth change of

variable

xi = log Si, u(x, t) = U(ex1 , . . . , exn , T − t),

therefore U solves (1.5.11) iff the function u defined above solves the following

∂tu =
1

2
tr

[
σσT (S(x), T − t, u,DuσΣ)D2u

]
−Du(σΣ − In)µ(S(x), T − t, u,DuσΣ)

−r(S(x), T − t, u,DuσΣ)(u−DuσΣ1n), (1.5.14)

when pricing an European derivative, or

min
{
∂tu−

1

2
tr

[
σσT (S(x), T − t, u,DuσΣ)D2u

]

+Du(σΣ − In)µ(S(x), T − t, u,DuσΣ)

+r(S(x), T − t, u,DuσΣ)(u−DuσΣ1n), u−G(S(x))
}

= 0, (1.5.15)

in case of American derivatives. The coefficient σΣ is computed at (S(x), T − t),

and both the equation have to be coupled with the initial condition

u(x, 0) = G(ex1 , . . . , exn).

Define

F (x, t, u, p,X ) = −1

2
tr

[
σσT (S(x), T − t, u, pσΣ(S(x), T − t))X

]

+p(σΣ(S(x), T − t) − In)µ(S(x), T − t, u, pσΣ(S(x), T − t))

+r(S(x), T − t, u, pσΣ(S(x), T − t))(u− pσΣ(S(x), T − t)1n).

Equations (1.5.14) and (1.5.15) can be studied with the viscosity solutions ap-

proach under the following monotonicity condition, as it will be shown in Part II:
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There exists a continuous nonnegative function γ with
∫ s0

0

ds

γ(s)
= ∞, for all s0 > 0,

such that for all h > 0

F (x, t, u+ h, p,X ) − F (x, t, u, p,X ) ≥ −γ(h),

for all X ∈ Sn and for all (x, t, u, p) ∈ Rn × [0, T ] × R× Rn.

This condition is a requirement on the parameters µ, σ, and r and their depen-

dence on the variable S: they may not decrease too fastly as the investment of the

agent increases.

Standard theory of viscosity solutions does not apply to these problems because if

G ∈ L∞
n (Π) the initial datum G(ex1 , . . . , exn) grows as en‖x‖ for large x.

In [2] this problem is avoided applying a different change of variable

x̃i =

{
log Si, Si ≤ 1,
Si, X i ≥ 2,

, Si(x̃i) =

{
ex̃i , x̃i ≤ 0,
x̃i, x̃i ≥ 2.

In this case U solves (1.5.11) iff the function

ũ(x, t) = U(S(x̃), T − t),

solves the following equation on Rn × (0, T ):

∂tũ =
1

2

[
σσT (x̃, t, ũ,DũS̃σΣ(S(x̃), T − t))D2ũS̃S̃T

]

−r
(
S(x̃)T − t, ũ,DũS̃σΣ(S(x̃), T − t)

)(
ũ− S̃ · Dũ

)
,

where

S̃i = Si ∂x̃i

∂X i
=





1, x̃i ≤ 0,

x̃1, x̃i ≥ 2;

the final condition is transformed in

ũ(x̃, 0) = G(S(x̃)),

where G ◦ S ∈ L∞
n (Rn) whenever G ∈ L∞

n (Π) ∩ C(Π).

The proof of the standard comparison principle can be adapted to this change of

variable in order to get well posedness of the Cauchy problem, but the logarithmic

change of variable defined before is more suitable to study the Lipschitz regularity

of the solution and the related hedging procedure.

Let us assume the following:
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(i) The volatility σ ∈ Mn×d depends only on S and t and satisfies the following

regularity assumptions

σi
j ∈ C(Π × [0, T ]) ∩ L∞(0, T ;W 1,∞(Π)),

SiDSσ
i
j ∈ L∞(Π × (0, T );Rn).

(ii) The drift µ may depend, besides S and t, on the portion of wealth invested in

the risky assets by the agent, ξ:

µi ∈ C(Π × [0, T ] × Rn) ∩ L∞(0, T ;W 1,∞(Π × Rn)),

SiDSµ
i ∈ L∞(Π × (0, T ) × Rn;Rn),

ξjDξhµi ∈ L∞(Π × (0, T ) × Rn).

(iii) The interest rate r may depend, besides S and t, on the wealth deposited in

the bank by the agent, η = ∆0B = Y − ξ · 1n:

r ∈ C(Π × [0, T ] × (R− {0})) ∩ L∞(0, T ;W 1,∞(Π × (R− {0}))),
SiDSr ∈ L∞(Π × (0, T ) × R;Rn),

ηDηr ∈ L∞(Π × (0, T ) × R).

Under this assumption the following result holds.

Proposition 1.5.8 Let us assume that under assumptions (i) − (iii) and (1.5.6)

are fulfilled. Then for any choice of the price for risk such that (1.5.6) is fulfilled,

and for all final value

G ∈ C(Π) ∩W 1,∞
pol (Π),

the problem (1.5.11)–(1.5.12) (respectively (1.5.13)–(1.5.12)) admits an unique vis-

cosity solution U ∈ L∞(0, T ;W 1,∞
pol (Π)). Besides U ≥ 0 whenever G ≥ 0. In

particular, any European (respectively American) derivative admits a well defined

weak arbitrage price.

1.6 The Merton model.

In this section we shall describe a general jump–diffusion model, with particular

attention to the model proposed by Merton [90] to allow the prices of the assets to

be discontinuous in order to catch the sudden and rare breaks of the datas. The

aim is to avoid the discrepancies between the results given by the standard Black–

Scholes model [28] and empirical evidence. For instance it is well-known that the

implied volatility, fitted by using historical data in the Black–Scholes formula, is
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not a constant, but depends on the strike price and on the expiration time. This

behavior can be ascribed to exogenous information, such as governmental interven-

tion in financial markets or natural disaster affecting the availability of materials or

commodities and can be described by means of a point process N that counts the

occurrences of rare and random events.

A point process is intended to describe events that occur randomly over time and

can be represented by means of a sequence of random variables

0 = T0 < T1 < T2 < . . . ,

where Tn is the n–th instant of occurrence of an event and we assume that it is

nonexplosive, that is

T∞ = lim
n→∞

Tn = ∞.

The point process can be equivalently represented by means of its associated count-

ing process Nt

Nt = n, if t ∈ [Tn, Tn+1), n ≥ 0, or, equivalently, Nt =
∑

n≥1

1Tn≤t.

Here the process Nt counts the number of events occurred till time t; the non

explosion assumptions here reads as

Nt <∞, for t ≥ 0.

Both Tn and Nt are defined on a probability space (Ω,F ,P), with a filtration Ft to

which Nt is adapted.

Definition 1.6.1 A point process Nt is called Poisson point process if the fol-

lowing hold

1. N0 = 0;

2. Nt has independent increments;

3. Nt −Ns is a Poisson random variable with a given parameter Λs,t.

It is usually asumed that the parameter Λs,t is defined by

Λs,t =

∫ t

s

λudu,

λt a deterministic function called intensity of the Poisson process.

If the filtration Ft is the one defined by the point process and λt ≡ 1, then Nt

is called standard Poisson process. More details about jump processes can be
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found in [105].

We can note that the items in the definition of the Poisson process are parallel to

those of a Wiener process and it will be shown in next chapter that they are parallel

even to those of the Lévy process. It can be shown that while any Wiener process is

a martingale, the Poisson process becomes a martingale only if one subtracts from

Nt the process given by its mean: therefore it comes out that

Mt := Nt −
∫ t

0

λsds,

is an Ft martingale, see [105, 29].

In the following we shall still consider a market whose money market account

evolves as (1.5.1), while the risky assets (S1, . . . , Sn) evolve following a jump–

diffusion dynamic





dSi
t = Si

t−

[
µidt+

d∑

j=1

σi
jdW

j
t +

m∑

k=1

γi
kdN

k
t

]
, t ∈ (0, T ),

Si
0 = xi

0 > 0.

(1.6.1)

Here W = (W 1, . . . ,W d)T is a d–Brownian motion and N = (N 1, . . . , Nm) is a

m–dimensional Poisson process, with intensity λ = (λ1, . . . , λm). The corresponding

compensated martingale is

Mk
t = Nk

t −
∫ t

0

λk
τdτ.

In order to assure the consistency of the market,we assume γ i
k > −1.

We say that the market supports the small investor pattern if the coefficients µ, σ,

γ and r are deterministic functions of (S, t) with the following regularity

f ∈ C(Π × [0, T ]) ∩ L∞(0, T ;W 2,∞(Π)),

Si∂Sif ∈ L∞(0, T ;W 1,∞(Π)), as i = 1, . . . ,n,

where f plays the role of the coefficients.

Remark 1.6.2 If all the γik are zero, and the functions µ and σ are constant, we

have the standard Black–Scholes model, where the stock price follows a log-normal

random walk:

dSt = St(µdt+ σdWt).
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As it was done for the pure diffusion model, we can assume that the coefficients

depends, beside (S, t), on the fraction of wealth invested in the stocks. If η denotes

the bank deposit of the trader, we assume that the dependence of r from η is not

continuous in order to deal with realistic examples. In general it is assumed that

∂ηr ≤ 0, ∂η(rη) ≥ 0,

otherwise any trader is encouraged to withdraw money from the bank. The interest

rate r is required to satisfy

r ∈ C(Π × [0, T ] × (R− {0})) ∩ L∞((0, T ) × R;W 1,∞(Π)),

Si∂Sir ∈ L∞(Π × (0, T ) × R),

η → r(S, t, η)η is Lipschitz continuous and nondecreasing, uniformly w.r.t (S, t) that

is

η∂ηr ∈ L∞(Π × (0, T ) × R), η∂ηr ≥ −r a.e.

Clearly the coefficients γi
j are not influenced by the strategy of the agent as jumps

are caused by external events.

The prototype of jump-diffusion model is given by the Merton model [90], as it

has been described in Example 1.1.7. This market is not complete as for any couple

(θ, φ) such that

θσ + φγ = r − µ,

1 + φ > 0, E[ζ(θ, φ)] = 1,

the density

ξ(θ, φ) = exp
(
− 1

2
θ2T + θ

∫ T

0

dWt

)
exp

(
− φT + log(1 + φ)

∫ T

0

dNt

)
,

provides an equivalent probability measure

P∗(θ, φ) = ζ(θ, φ)P ,

under which the actualized returns of the asset are given by the following dynamic

dS̃t = S̃t− [σdW+
t + γdM ∗

t ],

where W ∗
t = θt +Wt is a Brownian motion and M ∗

t = φt +Mt is the compensated

martingale of the new Poisson process with intensity λ+ φ.

The parameter

θ, and 1 + φ,
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are the market price for risk concerning the diffusion and the jump respectively. For

more details we refer to [70, 99].

It can be shown that under suitable assumption on the randomness matrix (σ, γ)

the market given by (1.5.1)–(1.6.1) is without arbitrage opportunities, that is it is

complete whenever the rank of the randomness matrix is large enough and that it

is possible to price any derivative by means of integro–differential equations.

The study has been performed in [2] in the case of small investor and of large investor

economy.

In the case the market is not complete, it can be completed by adding some derivative

on the underlying assets S1, . . . , Sn following a jump–diffusion dynamic as (1.6.1).

For a detailed discussion on this topic we refer to [82].

In a jump diffusion market with large investor economy we have the following

results.

1.6.1 Pricing derivative in a jump–diffusion market with
large investor economy.

In the case of large investor economy, the price for risk (θ, φ) depends on the strategy

of the traders in terms of η = ∆0B. They are determined by the relation

(σ, γ)(θ1, . . . , θd, φ1, . . . , φm)T = r1n − µ.

We assume that there are not strong correlated assets, that is n ≤ d + m.

In the following we shall use a technical lemma.

Lemma 1.6.3 Suppose that the randomness matrix (σ, γ) has maximum rank n

such that the submatrix n×n ( ˆσ, γ) composed by the row j1, . . . , jn is invertible. Let

w ∈ Rd×,m, then

( ˆσ, γ)w = v, iff wj
j = det( ˆσ, γ)−1 det( ˆσ, γ)l[v], l = 1, . . . ,n,

where Al[v] (Aj[v]) indicates the matrix obtained by the matrix A switching the lth

row (jth column) with the vector v.

Let

(
Σ
Γ

)
be the inverse of (σ, γ), given by

Σi
j = det(σ, γ)−1 det(σi[e

j], γ), Γi
j = det(σ, γ)−1 det(σ, γi[e

j]),

where (e1, . . . , en) is the canonical basis is Rn.

The market prices for risk are then determined by

θi(S, t, η) = det(σ, γ)−1 det(σi[r1n − µ], γ) = r(S, t, η)θi
0(S, t) − Σi(S, t)µ(S, t),
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φj(S, t, η) = det(σ, γ)−1 det(σ, γj[r1n − µ]) = r(S, t, η)φj
0(S, t) − Γj(S, t)µ(S, t)

with proper θi
0 and φj

0.

We assume that the model satisfies the following assumptions

(JDM.1) (σ, γ) has maximum rank equal to n and admits a maximal submatrix ( ˆσ, γ)

such that for all (S, t) ∈ Π × [0, T ]

‖ det( ˆσ, γ)(S, t)‖ ≥ ε > 0.

Whenever the matrix (σ, γ) contains some rows of γ, that is (σ, γ) = (σ̂, γ̂),

we set

θ̂hl = det(σ, γ)−1 det(σ̂l[r1n − µ], γ̂), , l = 1, . . . ,n − l,

φ̂kl = det(σ, γ)−1 det(σ̂, γ̂l[r1n − µ]), , l = 1 . . . , l,

where hl is the generic row of σ̂ and kl the generic row of γ̂, and we ask that

there exist two predictable processes θ ∈ Rd and φ ∈ Rm such that

θhl
t = θ̂hl(S, t), , l = 1, . . . ,n − l,

φkl
t = φ̂kl(S, t), , l = 1 . . . , l,

fulfilling the following

(JDM.2) φk
0,Γ

kµ ≥ 0 and max{φk
0,Γ

kµ} > 0 for k = 1, . . . ,m.

(JDM.3) E[ζt(θ, φ)] = 1, where

ζt(θ, φ) =
d∏

h=1

exp
(
− 1

2

∫ t

0

(θh
τ )dτ +

∫ t

0

θh
τ dW

h
τ

)

m∏

k=1

exp
( ∫ t

0

(λk
τ − φk

τ

)
dτ −

∫ t

0

log
λk

τ

φk
τ

dNk
τ

)
.

To go through the pricing problem in this market, we assume that an hedging

strategy (∆0,∆) does exists, Y is the total wealth and η is the investment in the

bank. The hedging strategy should be self financing, therefore Y solves the following

BSDE

Yt = G(St) −
∫ T

t

[ηr(S, t, η) + ∆S(µ+ λγ)]dτ

−
∫ T

t

∆SσdWτ −
∫ T

t

∆SγdMτ .
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We follow the line described in the case of a pure diffusion model: we assume that

there exists a deterministic function U(S, t) giving the price of the derivative, that

is U(St, t) = Yt for all t ∈ [0, T ]. Using the generalized Ito’s formula, see [105],

comparing the coefficients of dWt and dMt we get

ηt = η(S, t, U,DU,JU) = U −DUSσθ0 − JUφ0,

and U solves the following quasilinear final value problem

−∂tU = −1

2
tr

[
(Sσ)(Sσ)TD2U

]
+ (DUSγ − JU)Γµ (1.6.2)

+[U −DUSσθ0 − JUφ0]r(S, t, U −DUSσθ0 − JUφ0)

U(ST , T ) = G(ST ), (1.6.3)

where

JkU(S, t) = U(S + γkS, t) − U(S, t), k = 1, . . . ,m,

and JU is the vector (J1U, . . . ,JmU).

Definition 1.6.4 The weak arbitrage price of an European derivative (G, T ) is

any nonnegative solution of (1.6.2)–(1.6.3), provided that U ∈ L∞(0, T ;W 1,∞
pol (Π)).

In this case the weak hedging strategy is given by

∆0
t = exp

(
−

∫ t

0

r(Sτ , τ)dτ
)
[U −DUSσθ0 − JUφ0](St, t),

∆i
t =

1

Si
t

[
DUS(σΣ)i + JUΓi

]
(St, t), i = 1, . . . ,n.

The weak arbitrage price of an American derivative (G, T ) is the (unique) non-

negative solution of the obstacle problem

min{−∂tU +
1

2
tr

[
(Sσ)(Sσ)TD2U

]
+ (DUSγ + JU)Γµ (1.6.4)

−[U −DUSσθ0 − JUφ0]r(S, t, U −DUSσθ0 − JUφ0), U −G} = 0

with final datum (1.6.3), provided that L∞(0, T ;W 1,∞
pol (Π)). In this case the hedging

strategy is the same as the European case, on the time interval (0, τ ∗), τ ∗ being the

optimal stopping time.

Proposition 1.6.5 [2, Proposition 2.20, page 59]Let us assume that
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(C.1) the semilinear final value problem (1.6.2)–(1.6.3) and the corresponding obsta-

cle problem (1.6.4)–(1.6.3) are well posed in the class C(Π) ∩ W 1,∞
pol (Π) and

their solutions are nonnegative whenever the final datum G does;

(C.2) for all G ∈ C(Π) ∩ W 1,∞
pol (Π) the solution U of (1.6.2)–(1.6.3) (respectively

(1.6.4)–(1.6.3)) has the following regularity property

U ∈ C1,2(Π × (0, T )).

Then the market is complete, the weak hedging strategy really hedges the derivative

and U is its arbitrage price.

Remark 1.6.6 The operator

LJ = −1

2
tr

[
(Sσ)(Sσ)TD2U

]
+ (DUSγ − JU)Γµ

+[U −DUSσθ0 − JUφ0]r(U −DUSσθ0 − JUφ0),

is nonlinear in the case of large investor economy, as a nonlinear dependence on the

integral term JU arises.

As in the previous cases, we can remove the boundary degeneracy by means of a

logarithmic change of variable (1.5.8): in this case both the interest rate r and the

Radon measure µx,t depend on η

η(x, t, u, I0u,Du) =
[
u− (σθ0)

T · Du− I0u
]
(S(x), T − t),

and the measure µx,t is given by

µx,t,η = r(x, t, η)µ0
x,t + µ1

x,t

where µi
x,t are the Radon measures defined by

∫

Rn
f(z)µ0

x,t(dz) =
m∑

k=1

φk
0f(log(1 + γ1

k), . . . , log(1 + γn
k )),

∫

Rn
f(z)µ1

x,t(dz) =
m∑

k=1

−Γkµf(log(1 + γ1
k), . . . , log(1 + γn

k )),

for all continuous functions f ; the parameters φk
0, γ

i
k and Γkµ are computed at

(ex1 , . . . , exn , T − t); the integral term becomes

Iju(x, t) =

∫

Rn
[u(x+ z, t) − u(x, t)]µj

x,t(dz), j = 0, 1.
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We can conclude that U solves the nonlinear version of (1.6.2)–(1.6.3) (respectively

(1.6.4)–(1.6.3)) iff

u(x, t) = U(ex1 , . . . , exn , T − t),

solves the following integro–differential Cauchy problem on Rn × (0, T )

∂tu+ LIu+H(x, t, u,Du, I0u) = 0,

u(x, 0) = g(x) = G(ex1 , . . . , exn),

(respectively

min
{
∂tu+ LIu+H(x, t, u,Du, I0u), u− g

}
= 0

with the same initial condition.) Here L is a linear degenerate elliptic operator

LI1u(x, t) = −1

2
tr

[
σσT (S(x), T − t)D2u

]
+ (γΓµ)T (S(x), T − t) · Du− I1u,

and H is a nonlinear first order integro–differential operator

H(x, t, u,Du, I0) = r(S(x), T − t, u− (σθ0)
T (S(x), T − t) · Du− I0)

[
u− (σθ0)

T (S(x), T − t) · Du− I0
]
.

The following result has been proved by Amadori in [2]:

Theorem 1.6.7 [2, Theoerm 5.4, page 61 and page 141] Suppose that

(i) the coefficients µi, σi
j, γ

i
k satisfy assumptions (JDM.1)–(JDM.2) and have

the following regularity properties

µi, σi
j, γ

i
k ∈ C(Π × [0, T ]) ∩ L∞(0, T ;W 1,∞(Π)),

S · Dµi, S · Dσi
j, Sγ

i
k ∈ L∞(Π × (0, T ));

(ii) r ∈ C(Π × [0, T ] × (R− {0})) is bounded and there exist

lim
ξ→0+

r(S, t, ξ), lim
ξ→0−

r(S, t, ξ)

for all S, t; moreover

‖r(S, t, ξ)S − r(S ′, t, ξ)S ′‖ ≤ l(1 + |ξ|)‖S − S ′‖,
r(S, t, ξ)ξ − r(S, t, ξ ′)ξ′ ≤ l(ξ − ξ′)+.
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Then for all payoffs G ∈ W 1,∞
pol (Π), the final value problem (1.6.2)–(1.6.3) (re-

spectively, the obstacle problem (1.6.4)–(1.6.3)) has an unique viscosity solution

U ∈ L∞(0, T ;W 1,∞
pol (Π)). In addiction U ≥ 0 whenever G ≥ 0 and

U(s, t) + ‖DU(S, t)‖ ≤ b(1 + ‖S‖n),

for all t ∈ (0, T ) if G(S) + ‖DG(S)‖ ≤ b0(1 + ‖S‖n).

In particular all European derivatives (respectively, all American derivatives) have

an unique weak arbitrage price and a weak hedging strategy.

This result guarantees that all the jump–diffusion markets with large investor

is weakly complete: every derivatives admits a weak hedging strategy. A detailed

discussion of this topic can be found in [2].

The first example of jump–diffusion market has been proposed by Merton [90],

see Example 1.1.7. The price of any derivative in this market can be derived as the

solution of a linear integro–differential problem, as it is exposed in the next example.

Example 1.6.8 Let us suppose to model the market as in Example 1.1.7, and

consider an European call (G, T ). If we set JU(S) = λ
( ∫

D

U(Sη)Γ̃δ(η)dη − U
)
,

we promptly obtain by the Ito formula the following pricing equation

∂U

∂t
+

1

2
σ2S2∂

2U

∂S2
+ (r − λk)S

∂U

∂S
− rU + JU (1.6.5)

=
∂U

∂t
+ LJU = 0,

with D = [0,+∞) and the final condition

U(T, ST ) = G(ST ).

Jump–diffusion market are shown to be incomplete, therefore it is no more possi-

ble to price derivative with the hedging procedure. A possibility to price derivatives

is to complete the market by adding some derivative on the same underlying. This

procedure is explained in the next example.

Example 1.6.9 [Completion of the market in the large investor model] It is easily

proved that a jump-diffusion market is incomplete because of the arbitrage oppor-

tunities arising at the jump time, see [25]. To overcome the difficulty of pricing a

derivative it is possible to complete the jump-diffusion market by adding another

derivative on the same underlying asset. A standard approach is to add a call whose
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parameters are taken directly from the market, and not by Ito rule. Therefore we

can suppose that our market is described by





dBt = Btr(X, t, ξ)dr,

dX = Xαdt+ XβdWt + X(γ − 1)dNt,

where Xt = diag (St, Ct) and the vectors of expectation α, volatility β, and jump γ

are:

α =

(
µ− λk
µC

)
, β =

(
σ
σC

)
, γ =

(
η
ηC

)
.

The jump amplitude γ is now lognormally distributed with density

Γ̃(γ) = Γ̃(η) · Γ̃C(ηC).

In this frameset the pricing equation is the extension of (1.6.5) to the multidimen-

sional case: 



∂tU + LJU = H(S, t, U,JU,DU),

U(X, T ) = G(X).

Here, the operator

LJU =
1

2
tr [(Xβ)(Xβ)TD2U ] + X[α + βθ] · DU − φ · JU,

is linearly degenerate elliptic. Moreover

H(X, t, U,JU,DU) = r(X, t, ξ) · ξ,

and JU as in Example 1.6.8 with D = [0,+∞)× [0,+∞). We can note that in this

case the diffusion matrix is degenerate, since

rk((Xβ)(Xβ)T ) < 2.

If we apply a change of variable in order to have diffusion only in one direction:

(
x
y

)
=

(
cosϑ sinϑ
− sinϑ cosϑ

)
·
(

log S
logC

)
,

with ϑ = arctg σC

σ
, and proper coefficients A, B, C, D we obtain:

∂tu+
1

2
(σ2 + σ2

C)∂2
xxu+ A∂xu+B∂yu− φIu = (1.6.6)

= r
(
x, y, t, u+ C∂xu+D∂yu− φ0Iu

)
×
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×
(
u+ C∂xu+D∂yu− φ0Iu

)
,

where:

Iu = λ
( ∫ +∞

−∞

∫ +∞

−∞
u(x+ ξ, y + ζ, t)

exp (− ξ2+ζ2

2δ2
)

2πδρ
·

· exp
(
− (δ2 − ρ2)(ξ sin θ + ζ cos θ)2

2δ2ρ2

)
dξdζ − u(x, y, t)

)
.

This example shows the need for a theory of strongly degenerate nonlinear parabolic

operators in financial applications.

The problem exposed in this example shall be studied in details from the numerical

point of view in Chapter 7.



Chapter 2

Exponential Lévy markets.

In the previous chapter a general introduction to financial market has been given;

for several years the classical Black and Scholes market has played a predominant

role in financial modeling, because of its simplicity of calculation. Unfortunately

this model does not have a good fit with real market datas: as it was observed

by Mandelbrot [85] the logarithmic of relative price changes on financial markets

exhibit a long-tailed distribution, which is not reflected by an exponential Brownian

motion. This yields researcher to look for more sophisticated model to get more

resemblance to the real evolution of markets.

Since from the non-normal exponential model by Mandelbrot, several other model

have been proposed [95, 106, 103], and all of them are in the class of the so called

Lévy models. They have been recently studied in [59, 43, 45, 46, 93, 104, 12, 20]

and they seem to capture a peculiarity of financial markets as heavier tails of the

prices distribution and they appear to fit better real datas. Models of that kind are

clearly not complete because there are infinite sources of uncertainty, described by

the Lévy measure, but only a finite number of assets with which hedge against risk.

In the work by Madan and Seneta [80] a particular case of Lévy processes, the vari-

ance gamma model, was proposed to fit the Australian stock market data.

For what concerns stock price model, Eberlein and Keller [44] introduced an ex-

ponential hyperbolic Lévy motion, Barndorff-Nielsen [18] an exponential normal

inverse Gaussian Lévy process. The whole family of generalized hyperbolic Lévy

process has been studied by Eberlein and Prause [45] and Prause [102].

In this chapter we shall present a market model driven by an exponential Lévy

model for the prices of the assets St.
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2.1 Stock price models.

We remember from the previous chapter that a market place can be described by a

probability space (Ω,F ,P), endowed with a right–continuous filtration (Fr)t≥0, and

F = σ
( ⋃

t≥0

Ft

)
.

This assumption allow to specify a change of the underlying probability measure P
to a measure Q by giving a density process ζt:

ζt =
dQt

dPt

,

where Qt and Pt are the restriction of Q and P to Ft respectively.

If ζt > 0 for all t ≥ 0, we say that P and Q are locally equivalent and we write

P loc∼ Q.

Definition 2.1.1 An adapted process L = (Lt)t≥0 with X0 = 0 a.s. is a Lévy

process if

(i) L has increments independent of the past, that is Lt −Ls is independent of Fs

for all 0 ≤ s < t;

(ii) L has stationary increments, that is Lt −Ls has the same distribution as Lt−s

for all 0 ≤ s < t;

(iii) Lt is continuous in probability, that is lim
t→s

Lt = Ls, where the limit is taken in

probability.

The Lévy process is characterized by its distribution, which is determined by

any of its one-dimensional marginal distribution; for simplicity we calculate the one

corresponding to L1. The characteristic function has a special structure given by

the Lévy–Khintchine formula:

E [exp(iθL1)] = exp

(
iθb− c

2
θ2 +

∫ (
eiθz − 1 − iθz

)
ν(dz)

)

From the independence and stationarity of the increments of Lt, it follows that the

distribution of the Lévy process is infinitely divisible.

Definition 2.1.2 The Lévy–Khintchine triplet (b, c, ν) of an infinite divisible

distribution consists of the constants b ∈ R and c ≥ 0 and the measure ν(dz), which

appear in the Lévy–Khintchine representation of the characteristic function.
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In the following we consider stock price models of the form

St = S0 exp(Lt), (2.1.1)

where Lt is a Lévy process satisfying some integrability conditions.

Remark 2.1.3 We can note that in the stock price model considered, we could

include the interest rate r, since the process L̃t := rt+Lt is as well a Lévy process.

This choice is motivated by the fact that in the pricing approach one would always

consider discounted prices, that is the stock prices divided by the factor ert.

Example 2.1.4 [Brownian model] The classical Black and Scholes model describes

the market by the following stochastic differential equation

dSt = St(µdt+ σdWt),

with constant coefficients µ ∈ R and σ > 0, and Wt a standard Brownian motion.

The solution to this equation is

St = S0 exp
(
µt− σ2

2
t+ σWt

)
.

We can see that this one is a special case of (2.1.1): here the Lévy model is given

by

Lt =
(
µ− σ2

2

)
t+ σWt.

In mathematical finance the locally absolutely continuous transformations has

the meaning to change the underlying probability measure P , the objective proba-

bility measure, to the so called risk neutral measure Q under which all discounted

prices processes are Q–integrable and martingales. Therefore Q is called martingale

measure.

In the derivative pricing problem, the price of an European derivative of maturity

T and strike price K, we can calculate the price at any time t < T just taking the

conditional expectation of its discounted final value. In formulas, let C(t) be the

value of an European call at time t; by assumption the discounted value, e−rtC(t)

is a Q–martingale for any t, therefore

C(t) = ertEQ
[
e−rT (ST −K)+

∣∣∣Ft

]
.

In this way it is clear that to know the price of any derivative it suffices to know its

final value and the risk–neutral measure Q.
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Lemma 2.1.5 Let ζt be a density process, i.e. a non–negative P–martingale with

E[ζt] = 1 for all t ≥ 0. Let Q be the measure defined by

dQ
dP

∣∣∣
Ft

= ζt, t ≥ 0.

Any adapted process (Xt)t≥0 is a Q martingale if and only if (Xtζt)t≥0 is a P–

martingale. Furthermore, if we assume that ζt > 0 for all t ≥ 0, then, for any t < T

and any Q–integrable, Ft–measurable random variable X, we have

EQ
[
X

∣∣∣Ft

]
= EP

[
X
ζT
ζt

∣∣∣Ft

]
.

For what concerns the Lévy process, we can characterize the change of measure by

the so call Esscher transform.

Assumption 2.1.6 Let as assume the following:

1. The random variable L1 is non–degenerate and posses a moment generating

function

mgf : θ → E[exp(θL1)],

on some open interval (a1, a2) with a2 − a1 > 1.

2. There exists a real number θ̃ ∈ (a1, a2 − 1) such that

mgf(θ̃) = mgf(θ̃ + 1).

Definition 2.1.7 Let L be a Lévy process on some filtered probability space (Ω,F , (Ft)t,P).

We define Esscher transform any change of measure from P to a locally equivalent

measure Q with a density process

ζt =
Q
P

∣∣∣
Ft

=
exp(θLt)

mgf(θ)t
(2.1.2)

with θ ∈ R and mgf(θ) is the moment generating function of Lt.

Proposition 2.1.8 [104, Proposition 1.8, page 7] Equation (2.1.2) defines a density

process for all θ ∈ R such that E[exp(θL1)] <∞. L is a Lévy process under the new

measure Q.

This result has an important consequence in option pricing problems, as it allows

to find an equivalent probability measure under which discounted prices process are

martingale.
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Lemma 2.1.9 Let the stock price process be given by (2.1.1) and let Assumption

2.1.6 holds. The basic probability measure P is locally equivalent to a measure Q
such that the discounted stock price e−rtSt is a Q–martingale. A density process

leading to such a martingale measure Q is given by the Esscher transform density:

ζ
(θ)
t =

exp(θLt)

mgf(θ)t
,

with a suitable real constant θ. The value θ is uniquely determined as the solution

of the following equation

mgf(θ) = mgf(θ + 1), θ ∈ (a1, a2).

A detailed proof of this result can be found in [104].

The focus problem we are analyzing is the one of finding a fair price for any

derivative in a market driven by an exponential Lévy process. As we have explained

before, the price of any derivative (G, T ) can be derived as the expected value of

the discounted strike price with respect to an equivalent martingale measure: let Yt

the value of the derivative, it is given by

Yt = e−r(T−t)EP
[
G(Ste

r(T−t)+LT−t)
exp(θLT−t)

mgf(θ)T−t

∣∣∣Ft

]
, (2.1.3)

where we have used some manipulation and that the Lévy process has stationary

and independent increments.

2.2 Differential approach to option pricing.

From equation (2.1.3) and from Lemma 2.1.5 we know that the price of any derivative

(G, T ) is given as an expected value of the discounted final value. If we assume that

there exist a deterministic function U such that

Yt = U(St, t),

we can ask if it is possible to derive, as in the Black and Scholes setting, a deter-

ministic partial differential equation to which u is solution and which gives the fair

price of the derivative.

Let us consider a market with one risky asset described by a Lévy process and one

risk–free asset {
Bt = B0e

rt

St = S0e
Lt

where Lt is a one dimensional Lévy market.

As in the Black and Scholes settings, it turns out to be easy to express the option
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price in term of the logarithmic value of the stock prices; we therefore use the

logarithmic change of variable x = log(S) and the unknown function u(x, t) =

U(ex, t), given as

u(x, t) := e−r(T−t)EQ
[
G(ex+LT−t)

∣∣∣Ft

]
. (2.2.1)

Proposition 2.2.1 Assume that the function defined in (2.2.1) is of class C2,1(R×
[0,∞)). Let us suppose that the law of Lt has support R; then u satisfies the following

integro–differential equation

∂tu(x, t) +
1

2
D2u(x, t)c+ Du(x, t)b− ru(x, t)

+

∫
(u(x+ z, t) − u(x, t) −Du(x, t)z) ν(dz) = 0, (2.2.2)

u(x, T ) = G(ex),

for (x, t) ∈ R× (0, T ). The only parameters entering in this equation are the short-

term interest rate r and the Levy–Khintchine triplet (b, c, ν) of the Lévy process L

under the pricing measure Q.

We refer to Chapter 5 to the general proof of this result in the multi-dimensional

setting.

Remark 2.2.2 We can note that equation (2.2.2) is in some sense equivalent to

the Feynman–Kač formula [72], even if they procede in two different direction, the

last starting from the solution of some parabolic partial differential equation which

can be represented as a conditional expectation value, provided it satisfies some

regularity condition.

The general Feynmann–Kač formula for Lévy process was given in [33].

For what concerns the models considered in this thesis, we concentrate our at-

tention on the so called generalized hyperbolic distributions: they have been widely

studied in [45, 44, 17]. These processes are essential in the study of the singularity

and the absolute continuity of the distribution of the Lévy processes near z = 0.

The behavior of the Lévy measure in a neighborhood of z = 0 is important to derive

information about the absolute change of measure.

To focus on that point, let us consider χ(θ) denoting the characteristic function on

an infinite divisible distribution; its Lévy–Khintchine representation is

χ(θ) = exp

(
iθb− θ2

2
c+

∫

R−{0}

(
eiθz − 1 − iθh(z)

)
ν(dz)

)
,



Differential approach to option pricing. 53

where b ∈ R, c ≥ 0 and ν(dz) is the Lévy measure. This is a σ–finite measure on

R− {0} that satisfies ∫

R−{0}

(
z2 ∧ 1

)
ν(z) <∞.

The function h(z) is a truncation function that satisfies h(x) = x in a neighbourhood

of x = 0, [68]. In the following we shall use

h(z) = z1{|z|≤1}.

Definition 2.2.3 Let ν(dz) be the Lévy measure of an infinitely divisible distribu-

tion. We define the modified Lévy measure the measure ν̃(dz) defined by

ν̃(dz) = z2ν(dz).

Lemma 2.2.4 Let ν̃(dz) be the modified Lévy measure corresponding to the Lévy

measure ν(dz) of an infinitely divisible distribution that possesses a second moment.

Then ν̃(dz) is a finite measure.

An important question is now concerned with change of equivalent martingale mea-

sure in a Lévy market. In the previous section we have seen that the Esscher

transform is an important tool to obtain equivalent martingale measure.

Our aim is to obtain one specific equivalent martingale measure under which the

stationarity and independence of increments is preserved, that is we are looking for

change of measure which preserve Lévy processes.

The answer can be given in terms of the Lévy–Khintchine triplet of the process.

Proposition 2.2.5 [104, Proposition 2.19, page 41] Let L be a Lévy process with

a Lévy–Khintchine triplet (b, c, ν) under some probability measure P. Then the

following two condition are equivalent:

1. There is a probability measure Q loc∼ P such that L is a Q–Lévy process with

triplet (b′, c′, ν ′).

2. All of the following condition hold:

(i) ν ′(dz) = k(z)ν(dz) for some Borel function k : R → (0,∞);

(ii) b′ = b+

∫
h(x) (k(x) − 1) ν(dz) +

√
cβ for some β ∈ R;

(iii)

∫ (
1 −

√
k(z)

)2

ν(dz) <∞
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A detailed proof of 1. ⇒ 2. can be found in [68, Theorem IV.4.39c.], the other

implication in [104].

From this result we can see that there are infinitely many equivalent martingale

measure which preserve the structure of a Lévy process. In financial application this

would mean that is not more possible to define an unique arbitrage free price and

that a market is not complete, as it has been shown in the previous chapter. In this

thesis we are not interested in the study of the equivalent martingale measure in

this kind of market, but only in the pricing problem, therefore in what follows, we

suppose we are given an equivalent martingale measure and we derive our results in

that setting.

The problem of selecting a particular equivalent martingale measure among the

infinitely many is faced in the work by Chan [33].

2.3 Examples of Lévy processes.

In the following we will present some examples of the most used Lévy process, with

particular attention to the one we will use in the numerical application of Chapter

8.

Example 2.3.1 [Variance Gamma Process] The variance gamma process is a Brow-

nian motion with drift in which the calendaristic time has been turned in the “busi-

ness” time modelled by a gamma process γ(t; υ) with mean rate unity and variance

υ

LV G(t;σ, υ, θ) = θγ(t; υ) + σWγ(t;υ).

From the density of the gamma process, given by

fγ(t;υ)(x) =
xt/υ−1e−x/υ

υt/υΓ(t/υ)
,

we can derive the characteristic function of the gamma process

χγ(t;υ)(u) = E[eiuγ(t,υ)] =
( 1

1 − iυu

)t/υ

,

and the characteristic function of the variance gamma process

χLV G(t;σ,υ,θ)(u) = E[eiuLV G(t;σ,υ,θ)] =
( 1

1 − iθυu+ σ2υu2/2

)t/υ

.

One can interpret the variance gamma process as the difference of two independent

gamma process: if we indicate

ηp =

√
θ2υ2

4
+
σ2υ

2
+
θυ

2
, ηn =

√
θ2υ2

4
+
σ2υ

2
− θυ

2
,
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then we have
1

1 − iθυu+ σ2υu2/2
=

1

1 − iηpu
· 1

1 + iηnu
,

therefore

LV G(t;σ, υ, θ)
law
= γp(t; ηp/υ, η

2
pυ) − γn(t; ηn/υ, η

2
nυ).

This representation, together with the representation of the Lévy density for the

gamma process lead to the following explicit form for the Lévy density for the VG

process:

kV G(x) =





1

υ
· e

− |x|
ηn

|x| if x < 0,

1

υ
· e

− |x|
ηp

|x| if x < 0.

Example 2.3.2 [The CGMY Process] The CGMY process [31] is a generalization

of the previous VG process by adding a new parameter in the Lévy density that

allows the resulting Lévy process to have both finite or infinite activity and finite

or infinite variation. The Lévy density of this process is given by

KCGMY (z) =





C
e−G|z|

|z|1+Y
, zi < 0, i = 1, 2,

C
e−M |z|

|z|1+Y
, zi > 0, i = 1, 2,

(2.3.1)

with C > 0, G,M ≥ 0 and Y < 2. The case Y = 0 is the special case of the VG

process. The characteristic function corresponding to the density (2.3.1) is

χLCGMY (t;C,G,M,Y )(u) = exp
(
tCΓ(−Y ){(M − iu)Y −MY + (G+ iu)Y −GY }

)
.

2.4 A IPDE approach to Lévy markets.

In this section we expose how to derive the pricing equation for the more general

multidimensional Lévy markets. The pricing problem will be given as a nonlinear

backward stochastic differential equation and we explain how to rephrase it as a

deterministic problem.

More precise results about existence and uniqueness of solution to this kind of prob-

lem are given in Chapter 4.
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Let us consider a market whose money market account evolves accordingly to

(1.5.1), while the prices of the assets evolve as

Si
t = eLi

t , , i = 1, . . . ,n,

where Lt = {Li
t}t is a n-dimensional Lévy process whose Lévy–Khintchine decom-

position is

dLi
t = µi(t)dt+

m∑

j=1

σi
j(t)dW

j
t +

n∑

j=1

∫

|z|<1

ηi
j(t)z

jÑ j(dt, dz)

+
n∑

j=1

∫

|z|≥1

ηi
j(t)z

jN j(dt, dz), i = 1, . . . ,n,

where z ∈ E = Rm − {0}, σ(t) ∈ Rn×m matrix, 1 ≤ m ≤ n, σ(t)σT (t) ≥ 0,

η(t) ∈ Rn×n. Here Wt is a m-dimensional standard Brownian motion, 1 ≤ m ≤ n, Ñ

is the compensated martingale measure of a n-dimensional Poisson random measure

N defined on R+ × E with compensator λ(dt, dz) = dt × ν(dz), ν(dz) is its Lévy

intensity, and ν : B(E) → Rn,

ν(dz) = (ν1(dz), ν2(dz), . . . , νn(dz)),

is the n-dimensional Lévy measure.

We assume the coefficients b and σ being globally bounded and globally Lipschitz

continuous and that the Lévy measure satisfies the following

∫

E

(1 ∧ |z|2)νj(dz) <∞, j = 1, . . . ,n,

∫

|z|≥1

|ez − 1|νj(dz) <∞, j = 1, . . . ,n.

Applying the generalized Ito’s formula [68, 29] we can derive the dynamic of the

prices St

dSi
t = Si

t−

{[
µi +

1

2

n∑

j=1

(σi
j)

2 +
n∑

j=1

∫

E

(
eηi

jzj − 1 − ηi
jz

j1|z|<1

)]
dt

+
n∑

j=1

σi
jdW

j
t +

n∑

j=1

∫

E

(
eηi

jzj − 1
)
Ñ j(dt, dz)

}
, i = 1 . . . ,n.

In the calculation we have used that the component of the Poisson process are

independent, therefore the discontinuous part of the process of the prices is given
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by the sum of the component owed to the different jump component. The previous

equation can be written in a more compact way:

dSt = St

[
b(St, t)dt+ σ(St, t)dWt +

∫

E

β(St− , t, z)Ñ(dt, dz)
]
,

where St = diag (S1
t , . . . , S

n
t ) and the coefficients being given, omitting the time

dependence, by

bi(St) = µi +
1

2

m∑

j=1

(σi
j)

2 +
n∑

j=1

∫

E

(
eηi

jzj − 1 − ηi
jz

j1|z|<1

)
νj(dz),

σ(St) = σ,

βi
j(St, z) = eηi

jzj − 1.

We assume to be in an equivalent martingale setting, otherwise, if a change of

measure is needed, applying Proposition 2.2.5, the dynamics of the price will be

changed only in the drift coefficient:

(bQ)i(St, t) = µi +
1

2

m∑

j=1

(σi
j)

2(t) +
m∑

j=1

σi
jα

j

+
n∑

j=1

∫

E

[
eηi

j(t)z
j − 1 − ηi

j(t)z
i
j1|z|<1

]
kj(z)νj(dz).

2.4.1 European derivatives in a Lévy market.

Let us now indicate with U(S, t) the price of a derivative (G, T ); from the general

theory we know that this price is given by the following relation

u(S, t) = e−r(T−t)E
[
G(ST )

∣∣∣Ft

]
;

at the same time we can derive the dynamic of the price of the derivative by means

of the generalized Ito’s formula

dU(S, t) =
{
∂tU + DUSt

(
µ+

1

2
σσT

)
+

1

2
(Stσ)D2U(Stσ)T

+

∫

E

[U(Ste
ηz, t) − U(St, t) −DUStηz1|z|<1]ν(dz)

}
dt

+DUStσdWt +

∫

E

[U(Ste
ηz, t) − U(St, t)]Ñ(dt, dz).

By economical consideration, the discounted price of the derivative under the equiv-

alent martingale measure is a martingale; if Û(S, t) = e−r(T−t)U(S, t) denotes the



58 Exponential Lévy markets.

discounted price, its dynamic is given by

dÛ(S, t) =
{
∂tÛ + DÛSt

(
µ+

1

2
σσT

)
− rÛ +

1

2
(Stσ)D2Û(Stσ)T

+

∫

E

[Û(Ste
ηz, t) − Û(St, t) −DÛStηz1|z|<1]ν(dz)

}
dt

+DÛStσdWt +

∫

E

[Û(Ste
ηz, t) − Û(St, t)]Ñ(dt, dz).

In order to be a martingale, Û has to solve the following problem





−∂tÛ −DÛSt

(
µ+

1

2
σσT

)
+ rÛ − 1

2
(Stσ)D2Û(Stσ)T

−
∫

E

[Û(Ste
ηz, t) − Û(St, t) −DÛStηz1|z|<1]ν(dz) = 0,

Û(ST , T ) = G(ST ).

The solution of this linear integro–partial differential problem represents the

price of a derivative in a Lévy market with small investor, as we have assumed the

interest rate to be constant. More general market, such as the large investor model,

can be described in a similar way. A more detailed discussion shall be given in

Chapter 5.

2.4.2 American derivatives in a Lévy market.

Beside the European pricing problem, in Chapter 1 we have presented also the

problem of finding the price for American derivatives. We have seen that both in

the classical Black and Scholes setting and in the general jump–diffusion one, this

problem is connected to an obstacle problem.

In the Lévy model under study we obtain the same result for an integro–partial

differential equation.

Let us assume that U(S, t) represents the price of an American derivative (G, T );

the optimal stopping time for this problem is given by

τ ∗ = inf{t ∈ [0, T ] : U(St, t) = G(ST )}.

The price of the derivative is given by the following relation

U(S, t) = sup
τ∈Tt,T

E
[
e−r(τ−t)G(ST )

∣∣∣Ft

]
,
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where Tt,T is the set of all stopping time between t and T . It has been proved (see

[19, 100, 101]) that under suitable assumption on the coefficient of the dynamic of

S, this optimal stopping problem is related to the following obstacle problem:





min{−∂tÛ −DÛSt

(
µ+

1

2
σσT

)
+ rÛ − 1

2
(Stσ)D2Û(Stσ)T

−
∫

E

[Û(Ste
ηz, t) − Û(St, t) −DÛStηz1|z|<1]ν(dz), Û −G} = 0,

Û(ST , T ) = G(ST ).

For a detailed discussion of that topic and for general features of the Lévy market

we refer to Chapter 5.





Part II

Analytical results: Viscosity
solutions for nonlinear

integro–differential equations
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Through Part 1, the relation between option pricing in incomplete markets and

nonlinear possibly degenerate parabolic equations has been raised. This part is

devoted to the analytical study of the equations arising from the arbitrage pricing

in incomplete markets, especially of the integro–differential degenerate parabolic

equations arising in the jump–diffusion case:

−∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0, (2.4.1)

where J u and Iu are the following integro–differential operators:

J u(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)]mx,t(dz),

Iu(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)mx,t(dz).

H is a continuous function of its arguments and mx,t(dz) is the jump measure and

could depend on the point (x, t).

The viscosity solution approach seems to be the only instrument which allows

to obtain general results for the pricing problem in incomplete markets with general

Lévy processes.

The theory of viscosity solutions was first developed by Crandall and Lions [35] to

study partial differential equations of the form

∂tu+ F (x, t, u,Du) = 0,

with F ∈ C(Rn × [0, T ]×R×Rn×;R
)
. The stationary operator F ( , t, ) is possibly

degenerate elliptic and fully nonlinear for every fixed t.

The most appealing property of this theory is that merely continuous functions can

be proved to be solutions of nonlinear degenerate parabolic equations, in a quite

general uniqueness framework. This is possible because the theory of viscosity so-

lutions requires only L∞ a priory estimates to obtain stability results and therefore

there is great flexibility in passing to limits in various settings. In the American

derivative pricing problem this property is crucial because it allows to deal with the

obstacle problem by means of approximation given by suitable Cauchy problems.

Amadori [3, 2, 4] extended previous results to integro–partial differential prob-

lems allowing nonlinear dependence on the integral operator Iu. In particular, well

posedness allowing exponential growth of the data for a general class of purely dif-

ferential and integro–differential operator depending on Iu, including the ones of
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financial interest, was proved, both for Cauchy and obstacle problem.

In Chapter 4 this theory shall be extended to a class of integro–differential equation

(2.4.1), when the measure ν is a given Radon measure on E = Rm − {0} (the so-

called Lévy measure), which may possess a second order singularity at the origin,

while β is a given function of (x, t, z) ∈ Π × [0, T ) × E with values in (−1,+∞)n,

and γ is a given function of (x, t, z) ∈ Π × [0, T ) × E with values in (0,+∞).

This part is organized as follows. In Chapter 3 we give an overview of the classical

results by in the pure differential setting

∂tu+ F (x, t, u,Du,D2u) = 0,

with F ∈ C(Rn× [0, T ]×R×Rn×Sn;R). An existence and uniqueness result in the

class of continuous function with exponential growth is given, with some financial

examples.

In Chapter 4 we extend the theory of viscosity solution equations to nonlinear

integro–partial differential problem with general Lévy measure.

Existence and uniqueness in the class of continuous function have been established

by Amadori [2, 3] for problem of the form

∂tu+ F (x, t, u, Iu,Du,D2u) = 0,

with F ∈ C(Rn× [0, T ]×R×R×Rn×Sn;R) and the integral term in a more general

form

Iu(x, t) =

∫

Rn
M(u(x+ z, t), u(x, t))µx,t(dz),

µx,t is a positive Radon measure on Rn for all (x, t) and M ∈ C(R2;R) is nonde-

creasing in its first argument. Particular attention is posed on the regularity of the

solution as in financial application the typical initial datum is locally Lipschitz con-

tinuous, but not differentiable; moreover it has some kind of second order regularity

related with convexity property.

The regularity of the price of the derivative with respect the prices of the assets X is

of great interest being connected with the arbitrage strategy and the completeness

of the market. It is possible to show that well posedness in the class W 1,∞
pol (Rn)

is equivalent to the weak completeness of the market; the trader expects that, in

order to hedge from the risk of his derivative, he needs to place a quantity of money

which grows up exactly in the same way of the expected payoff, as the prices X

increase. From relations (1.3.3) or (1.4.7) it is clear that the gradient of the solu-

tion is connected with the hedging portfolio, therefore the solutions must belong to

L∞(
0, T ;W 1,∞

n (Π)
)

when the payoff is in W 1,∞
n (Π).
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We shall briefly recall this theory as a starting point for the extension to more

general unbounded Lévy measure, satisfying the following integrability condition

∫

E

(1 ∧ |z|2)ν(dz) <∞,

where E = Rm − {0}. We shall prove a comparison principle for unbounded semi-

continuous viscosity sub- and supersolutions without assigning boundary data on

∂Π. This is possible because of the special structure of our problem:

xDu = (x1ux1 , . . . , xnuxn) , xD2uxT =




x2
1ux1x1 · · · x1xnux1xn

...
...

x1xnux1xn · · · x2
nuxnxn




occur respectively in the gradient and matrix slots of (2.4.1), while

xβ = (x1β1, . . . , xnβn)

occurs in the integral operators J u and Iu. This structure is typical of financial

applications when a general geometric Lévy processes is the underlying stochastic

processes for the assets dynamics. We shall prove a comparison result for a large class

of integro–partial differential equations, dealing with an unbounded set with non

smooth boundary and allowing solutions to blow up at ∂Π. It has to be mentioned

that, due to the structure of β and the assumptions on ν, the boundary has to be

studied with particular attention, because it has a part behaving as any interior

point of Π, and another where the solutions possibly blows up.

We conclude this part with Chapter 5 where we present some applications of the

previous results to problem of particular interest in Finance, such as the pricing of

derivatives and the portfolio optimization problem.

All the results presented in Chapter 4 and 5 can be found in the paper [5].

Notations

We introduce some notations that shall be in use through all this Part.

Π = (0,∞)n, ΠT = Π × [0, T ),
Π = [0,∞)n, ΠT = Π × [0, T ],

Γ = {x ∈ ∂Π : xi > 0 as i = 1 + n′, · · · ,n} , Π̃ = Π ∪ Γ,

Π̃T = Π̃ × [0, T ), Π̃?
T = Π̃ × [0, T ],

Q(r) = [0, r]n
′× [1/r, r]n−n′

.
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Here n′ stands for an integer between 0 and n that shall be selected later on; x =

diag (x1, · · · , xn).

For any R > 0 we indicate

B(0, R) = {z ∈ Rn : ‖z‖ < R},

and

B+(R) = Π ∩B(0, R), for any R > 0.

We set Sn for the set of symmetrical n×n matrices with real coefficients, equipped

with the usual partial order

X ≤ Y if X ξ · ξ ≤ Yξ · ξ for all ξ ∈ Rn

and with the norm

‖X‖ = sup
{
|X ξ · ξ| : ξ ∈ Rn, ‖ξ‖ = 1

}
.

Moreover, In = diag (1, . . . , 1) stands for the n × n identity matrix and p ⊗ q =

(piqj
)

i,j=1,...,n
for the tensor product of two vectors of Rn.

A rate of growth is a nonnegative function g ∈ C([0,∞)) which is sub-additive

g(s+ s′) ≤ g(s) + g(s′).

If moreover g(0) = 0, it is called a modulus of continuity.

We denote by C2,1(Rn × [0, T )) the set of functions which are twice continuously

differentiable with respect to x ∈ Rn and once with respect to t ∈ [0, T ).

Let us now consider an arbitrary subset O of an Euclidean space Rn.

Definition 2.4.1 A real function f is upper semicontinuous (resp., lower semi-

continuous) at z ∈ O if one of the following equivalent items is fulfilled:

1. u(z′) ≤ u(z) + o(‖z − z′‖) (resp., ≥)

as O 3 z′ → z. Here, o stands for a modulus of continuity.

2. lim sup
O3z′→z

u(z′) ≤ u(z) (resp., lim inf
O3z′→z

u(z′) ≥ u(z)).

A trivial property of upper/lower semicontinuous functions is that they admit maxi-

mum (respectively, minimum) on every compact subset of O in which they are upper

(respectively, lower) bounded.



67

Definition 2.4.2 Given an arbitrary function u : O → R, we define the upper

semicontinuous envelope u∗ and the lower semicontinuous envelope u∗ of

u as pointwise infimum (respectively, supremum) of continuous functions staying

above (respectively, below) u, namely

u∗(z) = inf
{
v(z) : v ∈ C(O), v ≥ u near z

}
,

u∗(z) = sup
{
v(z) : v ∈ C(O), v ≤ u near z

}
.

Upper/lower semicontinuous envelopes can be easily characterized as follows

u∗(z) = lim sup
O3z′→z

u(z′),

u∗(z) = lim inf
O3z′→z

u(z′).

To get well posedness for Cauchy problems and for the related obstacle problems,

it is needed to fix a range of growth at infinity for solutions. So, for each rate of

growth g, we set

L∞
g (Rn) =

{
f ∈ L∞

loc(Rn) : there is b ≥ 0 s.t. |f(x)| ≤ bg(‖x‖) a.e.
}

=
{
f ∈ L∞

loc(Rn) : there is b ≥ 0 s.t. for all R > 0 ‖f ; ‖L∞[−R,R]n ≤ bg(‖R‖)
}

,

W k,∞
g (Rn) =

{
f ∈ W k,∞

loc (Rn): there is b ≥ 0 s.t. for all R > 0

|Dαf(x)| ≤ bg(‖x‖) for all |α| ≤ k, a.e.
}

=
{
f ∈ W k,∞

loc (Rn) : there is b ≥ 0 s.t. for all R > 0 ‖f‖W k,∞[−R,R]n ≤ bg(‖R‖)
}

.

Theory of viscosity solution requires to work with sub/supersolution, therefore one

sided estimates are requested. We introduce subsets of L∞
g that fits this request:

L∞
g,+(Rn) =

{
f ∈ L∞

loc(Rn) : there is b ≥ 0 s.t. f(x) ≤ bg(‖x‖) a.e.
}
,

L∞
g,−(Rn) =

{
f ∈ L∞

loc(Rn) : there is b ≥ 0 s.t. f(x) ≥ −bg(‖x‖) a.e.
}
.

If g(r) = 1 + r, the subscript “g” can be replaced with “lin”, standing for linear

growth at infinity.

If gn(r) = 1 + rn, the subscript “gn” stands for polynomial growth, with degree n,

at infinity. In the following the subscript “pol” shall denote the union over n ≥ 0 of

the correspondent sets subscripted by 1 + rn.

If g̃n(r) = enr, the subscript “g̃n” corresponds to an exponential growth, with weight



68

n. In the following the subscript “exp” shall stand for the union over n ≥ 0 of the

correspondent sets subscripted by enr.

In many financial applications, problem stated in Π can be turned in problems in

the whole Rn by a change of variables xi = logX i, and any final datum problem can

be turned in an initial datum problem by a change of variable τ = T − t; for what

concerns the rate of growth, the exponential function maps L∞
pol(Π) into L∞

exp(Rn);

hence, in order to deal with the option pricing problems described in Part I, we need

of a theory in the class of exponential growth.

For all n > 0, we define the following function on Π̃

hn(x) =
n∑

i=1

xn
i +

n∑

i=1+n′

x−n
i .

We also introduce the set

Pn

(
Π

)
=

{
u : Π → R :

|u(x)|
1 + hn(x)

is bounded

}
,

together with the norm ‖u‖n = sup
x∈Π

|u(x)|
1 + hn(x)

.

We can note that in the case of a market described by a Brownian motion or by a

Brownian motion and a Poisson process the set Pn(Π) reduces to L∞
pol(Π) as in that

case n′ = n.

With a little abuse of notation, we set

L∞(
0, T ;Pn(Π)

)
=

{
u : Π̃?

T → R :
|u(x, t)|

1 + hn(x)
is bounded

}
.
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Viscosity solutions for second
order partial differential equations.

In this chapter we shall recall some backgrounds on the general theory of viscosity

solutions to differential parabolic equations, possibly degenerate. It is an introduc-

tion to the more general theory for nonlinear integro–differential parabolic problem

with unbounded Lévy measures presented in the next chapter; beside it contains

some extensions to problems coming from option pricing.

The problem we are going to study are the following

∂tu+ F (x, t, u,Du,D2u) = 0, (x, t) ∈ Rn × (0, T ) (3.0.1)

u(x, 0) = u0(x) u0 ∈ C(Rn), (3.0.2)

which is related to the pricing of an European derivative with payoff G(XT ) =

u0(XT ) and expiration date T , and

min{∂tu+ F (x, t, u,Du,D2u), u− u0} = 0, (x, t) ∈ Rn × (0, T ) (3.0.3)

u(x, 0) = u0(x, 0) u0 ∈ C(Rn × [0, T ]), (3.0.4)

which is related ro the pricing of an American derivative with payoff G(XT ) =

u0(XT , T ) and maturity T .

Both these problems are related to a pricing problem in an incomplete market

driven by a diffusion process, as we have explained in Chapter 1.

The first definition of viscosity solution was given by Crandall and Lions [35] for first

order Hamilton–Jacobi equations; from that paper several other results for more

general equation have been obtained. This theory applies to partial differential

equations (3.0.1) with F ∈ C(Rn × [0, T ] × R× Rn × Sn;R
)
.

Viscosity solution theory applies to problems of that kind provided that F satisfies

the following properties:
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F.1 F is degenerate elliptic, namely

F (x, t, u, p,X ) ≥ F (x, t, u, p,Y) whenever X ≤ Y ,

F.2 F is quasi–monotone as a function of u, uniformly with respect to the other

variables, namely

F (x, t, u, p,X ) ≥ F (x, t, v, p,X ) − γ(u− v) whenever u ≥ v.

Here γ ∈ C([0,∞)), γ(0) = 0, γ(u) > 0 as u > 0 and

∫ ε

0

du

γ(u)
= ∞ for all ε > 0.

An operator F of such kind satisfying F.1 and F.2 is referred to as a Hamilton–

Jacobi operator. Assumption F.2, is also known as Osgood’s condition and it is the

parabolic version of the properness condition in the elliptic case, namely that

F (x, u, p,X ) ≥ F (x, v, p,X ) whenever u ≥ v.

It plays the same role of the standard assumptions inf c > −∞ for linear parabolic

equations of the form

∂tu+ Lu = ∂tu−
∑

ij

aij∂
2
xixj

u+
∑

i

bi∂xi
u+ cu = 0.

In particular, it is strictly connected with order preserving of solutions.

Previous assumptions allow to select the kind of problem to which theory of viscos-

ity solutions applies: F.1 allows to consider completely degenerate equations, i.e.

first order evolution equations. On the other hand, F.2 excludes from the study a

great part of hyperbolic first order equations (for example, Burgers’ equation) and

all convection–diffusion equations.

Theory of viscosity solutions in the pure differential setting provides well posedness

results both of the Cauchy and of the obstacle problem, for continuous initial data

which grow up at most linearly for large ‖x‖. In Financial applications datas typi-

cally grows up exponentially for large ‖x‖, therefore this theory has to be modified

in a suitable way.

An overview of viscosity solutions results for second order partial differential

equation can be found in the User’s guide [34].
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3.1 Purely differential problems.

In this section we shall give an overview of the theory of viscosity solutions for the

Cauchy and obstacle problem; existence is proved for the first one by the Perron

method and the second one by the penalization method. Uniqueness is obtained via

comparison principle. In both cases an application to financial models in the large

investor model is given. Detailed proof can be found in [34].

The theory of viscosity solutions has its main point in the definition of the so

called parabolic semijets which allows a definition of ∂tu, Du and D2u for merely

continuous function. Two equivalent definitions can be given, one local and one

global.

Definition 3.1.1 We say that (τ, p,X ) ∈ R × Rn × Sn belongs to P+u(x, t), the

parabolic superjet of u at the point (x, t) if

u(y, s) ≤ u(x, t) + τ(t− s) + p · (x− y) +
1

2
X (x− y) · (x− y)

+o(|t− s| + ‖x− y‖2),

as Rn × [0, T ) 3 (y, s) → (x, t). Here o stands for a modulus of continuity.

We say that (τ, p,X ) ∈ R×Rn ×Sn belongs to P−u(x, t), the parabolic subjet of

u at the point (x.t) if −(τ, p,X ) ∈ P∗(−u)(x, t).
We define the closed parabolic semijets the set P+ and P− given as

P±u(x, t) =
{

(τ, p,X ) : there are (xn, tn) → (x, t) and

(τn, pn,Xn) ∈ P±u(xn, tn), (τn, pn,Xn) → (τ, p,X )
}
.

Remark 3.1.2 This definition is equivalent to requiring that there exists a function

φ ∈ C2,1(Rn× [0, T )) such that u−φ has a local maximum (resp. minimum) at (x, t)

and (τ, p,X ) = (∂tφ,Dφ,D2φ)(x, t).

It can be noticed that replacing φ(y, s) by

φ(y, s) + (t− s)2 + ‖x− y‖4 + [u(x, t) − φ(x, t)],

φ(y, s) − (t− s)2 − ‖x− y‖4 − [u(x, t) − φ(x, t)],

the local maximum (resp. minimum) is a strict maximum (resp. minimum).

By means of this remark we can give the global definition of the semijets.

Definition 3.1.3 We call a good test function for the superjet (resp. subjet) of u

at (x, t) any function φ ∈ C1,2(Rn×[0, T )) such that u−φ has a global strict maximum
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(resp. minimum) at (x, t) with u(x, t) = φ(x, t). We define (τ, p,X ) ∈ P±u(x, t) if

there exists a good test function φ for the superjet (resp. subjet) of u at (x, t) such

that

(τ, p,X ) = (∂tφ,Dφ,D2φ)(x, t).

An important continuity property can be proved for the semijets.

Lemma 3.1.4 Let u, un ∈ USC (resp. LSC) and (x, t) ∈ Rn × (0, T ) such that

un ≤ u (resp. un ≥ u) pointwise near (x, t) and there exists a sequence (yn, sn)

converging to (x, t) such that

lim
n→∞

un(yn, sn) = u(x, t).

Then for all (τ, p,X ) ∈ P+u(x, t) there exists a sequence (xn, tn) converging to (x, t)

and (τn, pn,Xn) ∈ P+un(xn, tn) (resp. P−) such that

lim
n→∞

un(xn, tn) = u(x, t), (3.1.1)

lim
n→∞

(τn, pn,Xn) = (τ, p,X ). (3.1.2)

Proof. We prove only the case of upper semicontinuous functions, the other one

being the same.

Let (τ, p,X ) ∈ P+u(x, t). By Definition 3.1.3, there exists a good test function φ for

the superjiet of u at (x, t) such that (τ, p,X ) = (∂tφ,Dφ,D2φ)(x, t). By assumption,

un are upper semicontinuous and locally upper bounded, therefore there exists a

sequence (xn, tn) of maximum point for un − φ on the compact set

K = {(y, s) : ‖x− y‖ ≤ 1 and s ∈ [t/2, (T + t)/2]}.

Extracting possibly a subsequence, (xn, tn) converges to a point (x′, t′) ∈ K. If

(x′, t′) 6= (x, t) then it would be

0 = lim
n→∞

(un − φ)(yn, sn) ≤ lim
n→∞

(un − φ)(xn, tn) ≤ (u− φ)(x′, t′) < 0,

which contradicts the assumption. Therefore (xn, tn) converges to (x, t); as un ≤ u

pointiwise, relation (3.1.1) holds.

In particular (xn, tn) ∈ IntK are point of local maximum for un − φ, therefore it

follows from Remark 3.1.2 that (τn, pn,Xn) = (∂tφ,Dφ,D2φ)(xn, tn) ∈ P+un(xn, tn).

Being φ ∈ C1,2(Rn × [0, R)) we get (3.1.2).

Definition 3.1.5 Given a function u and a point (x, t) ∈ Rn × [0, T ), we say that

∂tu(x, t) + F (x, t, u,Du,D2u) ≤ 0, (resp. ≥ 0)

in viscosity sense at (x,t) if one of the following equivalent condition is met:
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(i) for all (τ, p,X ) ∈ P+u(x, t) (resp. P−u(x, t))

τ + F (x, t, u(x, t), p,X ) ≤ 0, (resp. ≥ 0)

(ii) for each function φ ∈ C1,2(Rn × [0, T )) such that u − φ has a local maximum

(resp. minimum) point at (x, t)

∂tφ(x, t) + F (x, t, u(x, t),Dφ(x, t),D2φ(x, t)) ≤ 0, (resp. ≥ 0)

(iii) for each good test function φ ∈ C1,2(Rn × [0, T )) touching from above (resp.

below) the graph of u at (x, t)

∂tφ+ F (x, t, φ,Dφ,D2φ) ≤ 0, (resp. ≥ 0)

holds in classical sense.

The continuity property of the semijets of semicontinuous function has important

consequences when applied to differential inequality in viscosity sense.

Lemma 3.1.6 Let F ∈ C(Rn × [0, T ] × R × Rn × Sn;R), let u, un ∈ USC (resp.

LSC) and (x, t) ∈ Rn × (0, T ) such that un ≤ u (resp. un ≥ u) pointwise near (x, t).

Let (yn, sn) be a sequence converging to (x, t) such that

lim
n→0

un(yn, sn) = u(x, t).

Then for all (τ, p,X ) ∈ P+u(x, t) there exists a sequence (xn, tn) and (τn, pn,Xn) ∈
P+un(xn, tn) (resp. P−) satisfying (3.1.1) and (3.1.2) such that

τ + F (x, t, u(x, t), p,X ) = lim
n→∞

[
τn + F (xn, tn, un(xn, tn), pn,Xn)

]
.

Now that the semicontinuity property of the differential inequality is given, we

can introduce viscosity solutions.

Definition 3.1.7 A function u ∈ USC is a viscosity subsolution (resp. u ∈ LSC
is a viscosity supersolution) of equation (3.0.1) if

∂tu+ F (x, t, u,Du,D2u) ≤ 0, (resp. ≥ 0)

in viscosity sense for all (x, t) ∈ Rn × (0, T ). Moreover if

u(x, 0) ≤ u0(x), (resp. ≥)

for all x ∈ Rn, then u is a viscosity subsolution (resp. supersolution) of the Cauchy

problem (3.0.1)–(3.0.2).
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An arbitrary function u : Rn × [0, T ) → R is a weak viscosity solution for

the Cauchy problem (3.0.1)–(3.0.2) if its upper/lower semicontinuous envelopes are

sub/supersolutions, respectively.

It is a strong viscosity solution for the Cauchy problem (3.0.1)–(3.0.2) if it is

both a sub/supersolution.

By this definition it easily follows that a viscosity solution of the Cauchy problem

(3.0.1)–(3.0.2) is continuous on Rn × [0, T ) and u(x, 0) = u0(x) for all x ∈ Rn.

Remark 3.1.8 If F is continuous in all its arguments, as it will always be in the

following, the viscosity inequality in the definition can be replaced by

τ + F (x, t, u, p,X ) ≤ 0, (resp. ≥ 0) for all (τ, p,X ) ∈ P+u(x, t) (resp.P−),

at all (x, t) ∈ Rn × (0, T ).

For what concerns an obstacle problem, the viscosity solutions are characterized

by the following:

Definition 3.1.9 A function u ∈ USC is a viscosity subsolution of the equation

(3.0.3) if

∂tu+ F (x, t, u,Du,D2u) ≤ 0,

in viscosity sense for all (x, t) ∈ Rn × (0, T ) such that u(x, t) > u0(x, 0).

A function u ∈ LSC is a viscosity supersolution of the equation (3.0.3) if

∂tu+ F (x, t, u,Du,D2u) ≥ 0,

in viscosity sense for all (x, t) ∈ Rn×(0, T ) such that u(x, t) ≥ u0(x) and P−u(x, t) = ∅
at all (x, t) ∈ Rn × (0, T ) such that u(x, t) < u0(x, 0).

If in addiction

u(x, 0) ≤ u0(x, 0), (resp. ≥)

for all x ∈ Rn, then u is a viscosity subsolution (resp. supersolution) of the

obstacle problem (3.0.3)–(3.0.4).

An arbitrary function u : Rn × [0, T ) → R is a weak viscosity solution for

the obstacle problem (3.0.3)–(3.0.4) if its upper/lower semicontinuous envelopes are

sub/supersolution, respectively. It is a (strong) viscosity solution for the obstacle

problem (3.0.3)–(3.0.4) if it is both a sub/supersolution.

This definition is not symmetric, because a condition is imposed to any supersolu-

tion: a supersolution must satisfy u ≥ u0 in a set {(x, t) : P−u(x, t) = ∅}, which is

dense in Rn × (0, T ) for any lower semicontinuous function. For more details, see

[10]. From the definition it follows a continuity property for any viscosity solution.

Moreover any viscosity solution satisfies u ≥ u0 on Rn × (0, T ) and the following:
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(i) ∂tu+ F (x, t, u,Du,D2u) = 0 in viscosity sense for all (x, t) ∈ {u > u0};

(ii) ∂tu+ F (x, t, u,Du,D2u) ≥ 0 in viscosity sense for all (x, t) ∈ {u = u0};

(iii) P−u(x, t) = ∅ if (x, t) ∈ {u < u0};

(iv) u(x, 0) = u0(x, 0) for all x ∈ Rn.

From this properties and the previous discussion it follows that u ≥ u0 pointwise.

To proceed in the proof of the main result in the theory of viscosity solutions

to pure differential problems, we need some technical Lemmas. The first exploits a

fundamental property for viscosity solutions to prove the comparison principle, the

second extends the Osgood’s condition in the viscosity setting, while the last one is

a useful technical tool. For details we refer to [71, 34, 66].

Lemma 3.1.10 [34, Theorem 8.3, page 48] Let ui ∈ USC for i = 1, . . . ,p and

φ ∈ C1,2(Rnp × [0, T ]); suppose that

(i) there exists a point ẑ = (x̂1, . . . , x̂p, t) ∈ Rnp × (0, T ) in which the function

(x1, . . . , xp, t) 7→ u1(x1, t) + . . .+ up(xp, t) − φ(x1, . . . ,xp, t),

attains its maximum;

(ii) there exists a constant r > 0 such that for all m > 0

max
i=1...,p

sup
{
τi : (τi, pi,Xi) ∈ P+ui(xi, t), ‖xi − x̂i‖ + |t− t̂| ≤ r,

and |ui(xi, t)| + ‖pi‖ + ‖Xi‖ ≤ m.
}
<∞.

Then, for each ε > 0 there are p real numbers τi and p matrices Xi ∈ Sn such that

1. τ1 + . . .+ τp = ∂tφ(ẑ);

2. −
(1

ε
+ ‖D2φ(ẑ)‖

)
Inp ≤




X1 . . . 0
...

. . .
...

0 . . . Xp


 ≤ D2φ(ẑ) + ε(D2φ(ẑ))2.

3. (τi,Dxi
φ(ẑ),Xi) ∈ P+ui(x̂i, t̂) for i = 1, . . . ,p.

Lemma 3.1.11 [66, Theorem 3, page 918] Let γ ∈ C([0, T ]), γ(0) = 0, γ(t) > 0 as

t > 0, ∫ ε

0

dt

γ(t)
= ∞ for all ε > 0.
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Let θ ∈ USC[0, T ), nonnegative function, bounded from above and such that, in

viscosity sense {
θ ≤ γ(θ) t ∈ (0, T ),

min{θ′ − γ(θ), θ} ≤ 0 t = 0.

Then θ = 0.

Lemma 3.1.12 Let w ∈ USC(R2n × [0, T )) with w(x, y, t) ≤ b(1 + ‖x‖ + ‖y‖) and

define

θ(t) = lim
r→0

sup{w(x, y, t) : ‖x− y‖ < r},

and θ∗ is its upper semicontinuous envelope. Let t0 ∈ [0, T ) and φ ∈ C1([0, T )) such

that θ∗ − φ has a strict maximum at t0 and φ(t0) = θ∗(t0). Let now consider two

positive parameters α and δ and construct an auxiliary function

Φαδ(x, y, t) = w(x, y, t) − α

2
‖x− y‖2 − δ

2
‖x|2 − φ(t).

Then, for all fixed α, δ there exist (xαδ, yαδ, tαδ) at which Φαδ has a maximum such

that

lim
α→+∞

lim
δ→0

[α
2
‖x− y‖2 +

δ

2
‖x|2

]
= 0.

Moreover, extracting possibly a subsequence

lim
α→+∞

lim
δ→0

tαδ = t0,

lim
α→+∞

lim
δ→0

w(xαδ, yαδ, tαδ) = φ(t0).

With these instruments it is possible to show the well posedness of the two

problems. Classical theory of viscosity solutions proved existence and uniqueness of

viscosity solution for the Cauchy (3.0.1)–(3.0.2) and obstacle problem (3.0.3)–(3.0.4)

in the class of continuous function with linear growth at infinity. Unfortunately this

class does not reflects the needs of financial problems, where typically functions

present exponential growth at infinity. This extension was proved by Amadori [2,

3, 4].

Here we present these results both for the Cauchy and obstacle problem, using

different techniques, the Perron’s method for the former and the penalization method

for the latter.

3.1.1 The Cauchy problem.

In this subsection the topic of well posedness of the Cauchy problem shall be ana-

lyzed, starting from the results by Barles and Perthame [14], where a relaxed notion

of the initial condition is introduced. Particular attention is given to the extension

to exponential growing solution.
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Definition 3.1.13 A function u ∈ USC is a subsolution to problem (3.0.1)–(3.0.2)

with generalized initial condition (GIC) if the initial condition u(·, 0) ≤ u0(·)
is replaced by

min{∂t + F (x, 0, u,Du,D2u), u− u0} ≤ 0,

in viscosity sense at t = 0.

A function u ∈ LSC is a supersolution to the Cauchy problem (3.0.1)–(3.0.2) with

generalized initial condition (GIC) if the initial condition u(·, 0) ≥ u0(·) is

replaced by

min{∂t + F (x, 0, u,Du,D2u), u− u0} ≥ 0,

in viscosity sense at t = 0.

This definition can be interpreted as follows: the possibility that the condition

u(x, 0) > u0(x) holds at some x is allowed, but in that case u must be a subsolution

till the boundary, that means that

∂tu+ F (x, 0, u,Du,D2u) ≤ 0, in viscosity sense at (x, 0).

The same holds for the supersolution case.

A function u that is also a sub/supersolution with GIC is a sub/supersolution in

the sense of Definition 3.1.7.

We introduce now the Perron’s method to achieve the existence of viscosity

solutions: this is based on the construction of a monotone approximation scheme and

it allows to gain existence of weak viscosity solutions once continuity of sub/superso-

lution is proved. Notice that this will result a central point in the proof of numerical

results in Part III.

Proposition 3.1.14 Let {un}n∈N ∈ USC (resp. LSC) be an increasing (resp. de-

creasing) sequence of subsolution (resp. supersolution) of equation (3.0.1) such that

un converges pointwise to u. If the limit function u is locally bounded, then it is a

subsolution (resp. supersolution) of equation (3.0.1).

This result follows easily from the continuity property of the semijets.

We can present the main result for the existence of solutions; for precise state-

ments and proofs we refer to [34, 65].

Theorem 3.1.15 [Perron’s Method] Let h, k ∈ C(Rn× [0, T )) be a viscosity sub-

solution and supersolution respectively of (3.0.1)–(3.0.2) such that h ≤ k pointwise

on Rn × [0, T ). Let now define the set

S = {v : v is a subsolution of (3.0.1)–(3.0.2), h ≤ v ≤ k pointwise on Rn × [0, T )}
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and the function

u(x, t) = sup{v(x, t) : v ∈ S}. (3.1.3)

Then u is a viscosity solution for (3.0.1)–(3.0.2).

From Theorem 3.1.15, no continuity property can be deduced for the solution u

given by (3.1.3), but once the continuity is proved, u is a strong viscosity solution

of the Cauchy problem.

We can now state the well posedness of the Cauchy problem in terms of the com-

parison principle; see [34] for a proof based on upper and lower envelopes.

Proposition 3.1.16 Let g ∈ C[0,+∞)) be a rate of growth and assume that

1. for all initial data u0 ∈ C(Rn)∩L∞
g (Rn), the Cauchy problem (3.0.1)–(3.0.2) ad-

mits a subsolution h and a supersolution k in C(Rn×[0, T ))∩L∞(0, T ;L∞
g (Rn))

such that h ≤ k pointwise;

2. for any u ∈ USC ∩ L∞(0, T ;L∞
g,+(Rn)) subsolution, and for any v ∈ LSC ∩

L∞(0, T ;L∞
g,−(Rn)) supersolution of (3.0.1)–(3.0.2) there holds

u ≤ v, pointwise,

that is a comparison principle among sub/supersolutions holds.

Then the Cauchy problem (3.0.1)–(3.0.2) is well posed in the class L∞
g (Rn): for all

initial data u0 ∈ C(Rn) ∩ L∞
g (Rn) there exists an unique viscosity solution of the

Cauchy problem in C(Rn × [0, T )) ∩ L∞(0, T ;L∞
g (Rn)), and it is given by (3.1.3).

From this results we can see that choosing a suitable class of growth and using

a comparison principle, the well posedness of the Cauchy problem can be obtained

quite easily. In the case of Cauchy problems related to the price of an European

derivative, the typical rate of growth is exponential, because of the logarithmic

change of variable, as it has been explained in Part I. Moreover the presence of

nonlinearities due to the presence of large investor in the market requires the class

of growth to be enlarged, under proper assumption on F .

Let us suppose that for the operator F there exists a modulus of continuity ω

such that for all α > 0

(F∗)
F (x, t, u, α(x− y),X ) − F (y, t, u, α(x− y),Y)

≥ −ω(‖x− y‖ + α‖x− y‖2),

for all x, y ∈ Rn, t ∈ [0, T ], u ∈ R and X , Y ∈ Sn such that

−3α

(
In 0
0 In

)
≤

(
X 0
0 −Y

)
≤ 3α

(
In −In
−In In

)
.

The standard comparison principle reads
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Theorem 3.1.17 [34, Th. 8.2]Let us suppose that u ∈ USC ∩ L∞(0, T ;L∞
lin,+(Rn))

and u ∈ LSC ∩L∞(0, T ;L∞
lin,−(Rn)) are respectively a subsolution and supersolution

of the Cauchy problem (3.0.1)–(3.0.2). Then u ≤ u pointwise in Rn × [0, T ).

The previous result can be found in [34]. To extend this result to the class

of growth that is of interest for financial application, assume that the operator F

splits in two parts, one containing all the linear terms, the other one containing the

nonlinear first order term:

F (x, t, u,Du,D2u) = L(x, t,D,D2)u+H(x, t, u,Du),

where L is a linear degenerate second order operator

L(x, t,D,D2)u = −1

2
tr

[
aaTD2u

]
+ bDu+ cu,

a = (ai
j) is a n × d matrix, with d ≤ n and

(L.1)

ai
j, bi, c ∈ C(Rn × [0, T ]) ∩ L∞(Rn × (0, T )),

ai
j, bi ∈ L∞(0, T ;W 1,∞

loc (Rn)).

H ∈ C(Rn × [0, T ] × R× Rn;R) is a nonlinear first order operator such that

(H.1) H(·, ·, 0, 0) ∈ L∞(0, T ;L∞
exp(Rn)),

that is that H(·, ·, 0, 0) plays the role of a source term and has the same rate of

growth of the initial data.

Let us suppose that for each R > 0 there exists a modulus of continuity ωR and a

constant lR > 0 such that

(H.2.i)
|H(x, t, u, p)H(y, t, u, p)|

≤ (1 + |u|)ωR(‖x− y‖) + lR(1 + ‖p‖)‖x− y‖,

for all x, y ∈ B(0, R). Moreover there exists a constant l′ ≥ 0 such that

(H.2.ii) H(x, t, u, p) −H(x, t, v, q) ≤ l′ [|u− v| + ‖p− q‖] .

It can be proved that assumptions (L.1) and (H.2.ii) imply that assumption F.2 is

verified with

γ(u) = max{l′ − inf c, 0}u
These assumptions holding, a comparison result for exponential growing solution

can be derived.
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Theorem 3.1.18 [2, Theorem 3.20, page 87]Let us assume that u0 ∈ C(Rn) ∩
L∞

exp(Rn); let u ∈ USC ∩ L∞(0, T ;L∞
exp,+(Rn)) and v ∈ LSC ∩ L∞(0, T ;L∞

exp,−(Rn))

be respectively subsolution and supersolution of the Cauchy problem (3.0.1)–(3.0.2).

Then

u ≤ u, pointwise on Rn × [0, T ).

A detailed proof can be found in [2]: it is based on the choice of a good weight

function by which multiply u and u. A particular care is needed to deal with

nonlinear terms.

Financial application. In the previous section we have seen that the class of

existence of viscosity solutions for the Cauchy problem depends on the class of

growth of the initial datum. For what concerns the Cauchy problem related to the

pricing of an European derivative, the initial datum belongs to C(Rn)∩L∞
exp(Rn). It

holds the following result.

Corollary 3.1.19 Under the assumptions (L.1)–(H.2) the Cauchy problem (3.0.1)–

(3.0.2) is well posed in the class C(Rn) ∩ L∞
exp(Rn) in the framework of viscosity so-

lutions, that is for all u0 ∈ C(Rn)∩L∞
exp(Rn) there exists a viscosity solution u such

that

|u(x, t)| ≤ cen‖x‖,

with

n = min{m ∈ N : e−m‖x‖u0(x), e
−m‖x‖H(x, t, 0, 0) are bounded}.

The obtained solution is unique in the class L∞(0, T ;L∞
exp(R

n)).

Example 3.1.20 [Large investor model] Remember now the case of an incomplete

market with large investor: the market model reads as




X0
t = exp

( ∫ t

0

rτdτ
)
,

Xt = X0 exp
( ∫ t

0

µdτ +

∫ t

0

σdWτ

)
.

Here all the parameters depends on X, t. Moreover the vector α may depend on

the agent’s portfolio wealth invested in the risky asset, ξ, while the interest rate r

may be influenced by the wealth deposited in the bank, η = Y − ξ1n ∈ Rn.

Let us relax the standard assumption of completeness by means of (1.5.5) and there

exists a d × n matrix Σ such that σΣ only depends by X, t, satisfying (1.5.6) that

guarantees that the market is without arbitrage opportunities, even if possibly not

complete. Being rankσ ≤ n, the matrix Σ is not uniquely determined and is related
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to the choice of the market price for risk.

If we consider the price of an European derivative with payoff G ∈ C(Π
n
)∩L∞

pol(Π
n)

and maturity T > 0, it is related to the solution of the following problem




−∂tU =
1

2
tr

[
(Xσ)(Xσ)TD2U

]
−DUX(σΣ − In)α(X, t,DUXσΣ)

−r(X, t, U −DUXσΣIn)(U −DUXσΣIn),

U(x, t) = G(X).

(3.1.4)

Applying a logarithmic change of variable we can see that the function u(x, t) =

U(ex1 , . . . , exn , T − t) is solution of the following




∂tu =
1

2
tr

[
σσD2u

]
− (σΣ − In)α(X(x), T − t,DuσΣ)TDu

−r(X(x), T − t, u− (σΣ)TDu)(u− (σΣ)TDu),

u(x, 0) = G ◦X(x) ∈ C(Rn) ∩ L∞
exp(Rn).

The previous result can be applied even to this case, provided some assumptions

hold. Therefore we have the following result:

Proposition 3.1.21 [2, Proposition 3.22, page 92]Let us suppose that the financial

coefficients have the following regularity

σi
j ∈ C(Π

n × [0, T ]) ∩ L∞(0, T ;W 1,∞(Πn)), X iDXσ
i
j ∈ L∞(Πn × (0, T );Rn),

αi ∈ C(Π
n × [0, T ] × Rn) ∩ L∞(0, T ;W 1,∞(Πn × Rn)),

X iDXα
i ∈ L∞(Πn × (0, T ) × Rn;Rn), ξh∂ξjαi ∈ L∞(Πn × (0, T ) × Rn),

r ∈ C(Π
n × [0, T ] × (R− {0})) ∩ L∞(0, T ;W 1,∞(Πn × (R− {0}))),

X iDXr ∈ L∞(Πn × (0, T ) × R;Rn), η∂ηr ∈ L∞(Πn × (0, T ) × R).

Select a matrix Σ satisfying (1.5.6), that is equivalent to select a market price for

risk. Then for any payoff G ∈ C(Π
n
) ∩ L∞

pol(Π
n) problem (3.1.4) admits an unique

viscosity solution U in the class C(Πn × (0, T )) ∩ L∞(0, T ;L∞
pol(Π

n) which satisfies

0 ≤ U(X, t) ≤ b(1 + ‖X‖n), for all (X, t) ∈ Πn × (0, T ),

provided that

0 ≤ G(X) ≤ b0(1 + ‖X‖n).
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3.1.2 The Obstacle problem.

In this subsection we shall present analogous results of well posedness, existence and

uniqueness of viscosity solutions for the obstacle problem in the class of exponential

growth, the one of financial interest.

The main tool will be the so call penalization method which consist in the construc-

tion of a monotone approximation which penalizes the obstacle.

At it as been done for the Cauchy problem, the initial condition can be relaxed even

in this case:

Definition 3.1.22 We say that u ∈ USC is a subsolution of (3.0.3)–(3.0.4) with

generalized initial condition, (GIC), if the initial condition u(·, 0) ≤ uo(·, 0) is

replaced by

min
{
∂tu+ F (x, 0, u,Du,D2u), u− u0

}
≥ 0, at t = 0.

A function u ∈ LSC is a supersolution with generalized initial condition if the

initial condition u(·, 0) ≥ u0(·, 0) is replaced by

max
{
u− u0,min

{
∂tu+ F (x, 0, u,Du,D2u), u− u0

}}
≥ 0, at t = 0.

It means that whenever u(x, 0) < u0(x, 0) then P−u(x, 0) = ∅.

This definition is to interpret in the following sense: u ∈ USC is a subsolution of

(3.0.3) till t = 0, that is

∂tu+ F (x, t, u,Du,D2u) ≤ 0,

holds in viscosity sense for all (x, t) ∈ Rn × [0, T ) with u(x, t) > u0(x, t).

On the other hand u ∈ LSC is a viscosity supersolution with GIC if

∂tu+ F (x, t, u,Du,D2u) ≥ 0

in viscosity sense for all (x, t) ∈ Rn×(0, T ) with u(x, t) > u0(x, t) and P−u(x, t) = ∅
for all (x, t) ∈ Rn × [0, T ) with u(x, t) < u0(x, t).

In an analogous way as for the Cauchy problem, it can be proved that a sub/super-

solution with generalized initial condition is a sub/supersolution in the sense of

Definition 3.1.9.

Now we can state an important result to get a well posedness result for the

obstacle problem. It is based on the penalization method, which can be seen as a

monotone scheme in the sense of the one proposed by [16].

Let consider ε > 0 and the penalized equation

(3.0.3)ε ∂tu+ F (x, t, y,Du,D2u) =
1

ε
(u0 − u)+, (x, t) ∈ Rn × (0, T ),
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with the initial condition (3.0.4). Define uε the solution of (3.0.3)ε–(3.0.4); equation

(3.0.3)ε is an approximation of the original obstacle problem as when ε goes to zero

the penalization term blows up unless u0 ≤ uε. Intuitively one can assume that

u(x, t) = lim
(ε,y,s)→(0,x,t)

uε(y, s),

satisfies u ≥ u0 and ∂tu + F (x, t, y,Du,D2u) = 0 on u > u0 and therefore it solves

the obstacle problem.

Unfortunately this assumption is not always verified, as, if the limiting function

is proved to exists, it is not clear if it is continuous. As it has been made for

the Cauchy problem, we deal with the upper and lower limit, proving that they are

sub/supersolution and then we use a comparison principle to prove that a continuous

solution does exist.

Theorem 3.1.23 [Stability of Penalization]Suppose that for any ε > 0 there

exists a viscosity solution uε for the Cauchy problem (3.0.3)ε–(3.0.4) and that uε is

locally bounded w.r.t. ε. Define

u∗(x, t) = lim sup
(ε,y,z)→(0,x,t)

uε(y, s),

u∗(x, t) = lim inf
(ε,y,z)→(0,x,t)

uε(y, s).

(3.1.5)

Then u∗ and u∗ are respectively sub/supersolution for the obstacle problem (3.0.3)–

(3.0.4).

For a detailed proof of that point we refer to [2].

As in the Cauchy problem case, we show that a comparison principle among sub/su-

persolutions is sufficient to deduce well posedness for the obstacle problem.

Proposition 3.1.24 [Well posedness via penalization’s method] Let g ∈
C([0,+∞)) be a rate of growth; suppose that

(i) for all obstacles u0 ∈ C(Rn × (0, T )) ∩ L∞(0, T ;L∞
g (Rn)) and for all ε > 0 the

Cauchy problem (3.0.3)ε–(3.0.4) admit viscosity solutions uε ∈ C(Rn×(0, T ))∩
L∞(0, T ;L∞

g (Rn)) such that

|uε(x, t)| ≤ bg(‖x‖),

with b independent from ε;

(ii) comparison principle among subsolutions in USC ∩ L∞(0, T ;L∞
g,+(Rn)) and

supersolutions in LSC ∩ L∞(0, T ;L∞
g,−(Rn)) of the obstacle problem (3.0.3)–

(3.0.4) holds.
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Then the obstacle problem (3.0.3)–(3.0.4) is well posed in the class L∞
g (Rn), that is

that for any obstacle u0 ∈ C(Rn) ∩ L∞
g (Rn) there exists a unique solution belonging

to C(Rn × [0, T )) ∩ L∞(0, T ;L∞
g (Rn)).

The viscosity solution is the pointwise limit of the approximating uε and it is given

by (3.1.5).

As it has been done for the Cauchy problem, we shall recall at first the standard

comparison principle for the obstacle problem in the class of linear growth at infinity;

then we show how to enlarge the class of growth to take into account financial

applications.

Theorem 3.1.25 Consider the obstacle problem (3.0.3)–(3.0.4) such that the F op-

erator satisfies F.1–F.2–F∗; let

u ∈ USC ∩ L∞(0, T ;L∞
lin,+(Rn) and u ∈ LSC ∩ L∞(0, T ;L∞

lin,−(Rn),

be respectively a sub and a supersolution of the considered problem. Then

u ≤ u, pointwise on Rn × [0, T ).

As in the Cauchy problem case, let us consider the obstacle problem related to

the American derivative pricing problem:

min
{
∂tu+ Lu+H(x, t, y,Du), u− u0

}
= 0, (3.1.6)

under the previous assumption (L.1)–(H.2) and the following

u0 ∈ C(Rn × [0, T )) ∩ L∞(0, T ;L∞
exp(Rn)).

Theorem 3.1.26 Let us suppose that u ∈ USC ∩ L∞(0, T ;L∞
exp,+(Rn)) and u ∈

LSC∩L∞(0, T ;L∞
exp,−(Rn)) are respectively a sub and a supersolution of the obstacle

problem; then

u ≤ u, pointwise on Rn × [0, T ).

For a detailed proof of this result we refer to [2].

Financial application. As in the Cauchy case, the obstacle problem is related to

the American derivative pricing problem. The initial datum of this problem belongs

to C(Rn × [0, T )) ∩ L∞(0, T ;L∞
exp(Rn)), therefore to get existence of the solution we

need a comparison principle in this class of growth.
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Corollary 3.1.27 Under the assumption (L.1)–(H.2) the obstacle problem (3.1.6)–

(3.0.4) is well posed in the class C(Rn × [0, T )) ∩ L∞(0, T ;L∞
exp(Rn)) in the frame-

work of viscosity solutions. This means that for all obstacles u0 ∈ C(Rn × [0, T )) ∩
L∞(0, T ;L∞

exp(Rn)) there exists a viscosity solution u such that

|u(x, t)| ≤ cen‖x‖,

where

n = min
{
m ∈ N : e−m‖x‖u0(x, t), e−m‖x‖H(x, t, 0, 0) are bounded

}
.

The solution u is the only one belonging to L∞(0, T ;L∞
exp(Rn)).

Example 3.1.28 [Incomplete diffusion market with large investor] Let us consider

the problem of pricing an American derivative with payoff G ∈ C(Π
n
) ∩ L∞

pol(Π
n)

and maturity T > 0: the fair price is related to the solution of the following obstacle

problem





min
{
− ∂tU−

1

2
tr

[
(Xσ)(Xσ)TD2U

]
+ DUX(σΣ − In)α(X, t,DUXσΣ)

+r(X, t, U−DUXσΣ1n)(U−DUXσΣ1n), U−G
}

= 0,

U(X,T ) = G(X).
(3.1.7)

If we apply, as before, a logarithmic change of variable and consider the function

u(x, t) = U(ex1 , . . . , exn , T − t); the obstacle problem, after the change of variable

reads as





min
{
∂tu−

1

2
tr [σσTD2u] + ((σΣ − In)α(X(x), T − t,DuσΣ))TDu

+r(X(x), T − t, u− (σΣ)TDu)(u− (σΣ)TDu), u−G(X(x))
}

= 0,

u(x, 0) = G(X(x));

here G(X(x)) ∈ C(Rn) ∩ L∞
exp(Rn) and σΣ is computed at (X(x), T − t). Summing

up the results obtained in this subsection for the obstacle problem we can derive the

following well posedness result:

Proposition 3.1.29 [2, Proposition 3.20, page 101]Let us suppose that the financial
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coefficients have the following regularity property:

σi
j ∈ C(Π

n × [0, T ]) ∩ L∞(0, T ;W 1,∞(Πn)), X iDXσ
i
j ∈ L∞(Πn × (0, T );Rn),

αi ∈ C(Π
n × [0, T ] × Rn) ∩ L∞(0, T ;W 1,∞(Πn × Rn)),

X iDXα
i ∈ L∞(Πn × (0, T ) × Rn;Rn), ξh∂ξjαi ∈ L∞(Πn × (0, T ) × Rn),

r ∈ C(Π
n × [0, T ] × (R− {0})) ∩ L∞(0, T ;W 1,∞(Πn × (R− {0}))),

X iDXr ∈ L∞(Πn × (0, T ) × R;Rn), η∂ηr ∈ L∞(Πn × (0, T ) × R).

Select a matrix Σ satisfying (1.5.6), that is equivalent to select a market price for

risk. Then for any payoff G ∈ C(Π
n
) ∩ L∞

pol(Π
n) problem (3.1.7) admits an unique

viscosity solution U in the class C(Πn × (0, T )) ∩ L∞(0, T ;L∞
pol(Π

n) which satisfies

0 ≤ U(X, t) ≤ b(1 + ‖X‖n), for all (X, t) ∈ Πn × (0, T )

whenever

0 ≤ G(X) ≤ b0(1 + ‖X‖n).



Chapter 4

Viscosity solutions to nonlinear
integro–differential equations.

In the previous chapters we have seen the importance of the viscosity solution the-

ory for integro–partial differential equations, in particular for the many applications

in Mathematical Finance. Integro–differential problems come out as pricing prob-

lems in markets in which Lévy processes act as the underlying stochastic processes.

Several works have been done in recent years [34, 48]; empirical work shows that

the normal distribution poorly fits the logreturn data for, e.g., stock prices. Among

other things the data show heavier tails than predicted by the normal distribution,

and it has in recent years been suggested to model logreturns by generalized hyper-

bolic distributions (see the references in [21, 22, 23, 33, 104] for relevant works).

In this chapter we shall present theorems of existence and uniqueness for viscos-

ity solutions to nonlinear degenerate parabolic integro–partial differential equations

with a given terminal condition uT :

−∂tu+H(x, t, u,xDu,xD2uxT ,J u) = 0, (x, t) ∈ ΠT , (4.0.1)

u(x, T ) = uT (x), x ∈ Π, (4.0.2)

where J u is an integro–differential operator given by

J u(x, t) =

∫

E

[u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)] ν(dz). (4.0.3)

In (4.0.3), ν is a given Radon measure on E = R2−{0} (the so-called Lévy measure),

which may possess a second order singularity at the origin, while β is a given function

of (x, t, z) ∈ ΠT × E with values in (−1,∞)n.

The results we are going to present can be extended quite directly to the case of an
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operator H depending on another integral term of the type

Iu(x, t) =

∫

E

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)ν(dz), (4.0.4)

where γ is a given function of (x, t, z) ∈ ΠT × E with values in (0,∞).

Because (4.0.1) may be degenerate and ν is allowed to have a second order

singularity at the origin (I and J are typically well defined on suitable subsets of

the spaces of C1 and C2 functions, respectively), it seems natural to study (4.0.1) in

the framework of viscosity solutions.

Integro–differential problem of the form (4.0.1) have been widely study by Garroni

and Menaldi [53, 54] in the framework of Green functions and more regular solutions

in Sobolev spaces. In their works, the nonlinear second order operator is assumed to

be uniformly elliptic, while in the present case it is allowed to be degenerate elliptic;

moreover in these works and reference therein the dependence upon the integral

term is linear, while in the present case a more general dependence on the integral

term is allowed.

Various existence and comparison/uniqueness results for viscosity solutions of

integro–partial differential equations of first order (i.e., no local second order term)

can be found in [108, 109, 7, 8, 21]. When the Lévy measure is bounded, general ex-

istence and comparison/uniqueness results for semicontinuous unbounded viscosity

solutions of second order degenerate parabolic integro–partial differential equations

are given in [1, 3, 4]; on the other hand, when the Lévy measure is unbounded

near the origin, the existence and uniqueness of unbounded viscosity solutions of

(systems of) semilinear degenerate parabolic integro–partial differential equations

in Rn is proved in [12]. An existence result and a comparison principle among uni-

formly continuous and at most linearly growing viscosity sub- and supersolutions of

fully nonlinear parabolic integro–partial differential equations of the Bellman type

are proved in [101], see also [91] for some other existence results. The Bellman

equations (variational inequalities) associated with some singular stochastic control

problems arising in finance are studied in [22, 23]. In [69], the authors prove a “non-

local” maximum principle for semicontinuous viscosity sub- and supersolutions of

integro–partial differential equations, which should be compared with the “local”

maximum principle for semicontinuous functions [34]. Such a result can be used to

obtain various comparison results for integro–partial differential equations, and is

also used herein.

In this chapter we shall prove a comparison principle for unbounded semicontinu-

ous viscosity sub– and super solutions of(4.0.1)–(4.0.2) without assigning boundary

data on ∂Π; this is possible because of the special structure of our problem, typ-

ical of finance application with geometric Brownian motion or more general Lévy
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processes as the underlying stochastic process: the gradient and the matrix slots

depend on xDu and on xD2uxT , while xβ occurs in the integral operators (4.0.3)

and (4.0.4).

In the case of no integral operator, the problem (4.0.1)–(4.0.2) is equivalent to a

Cauchy problem, up to a logarithmic change of variables: in this case it is sufficient

to impose some blow-up rate both at ∂Π and at infinity to get uniqueness.

The same change of variable in the present case modifies the structure of the integral

operator (4.0.3), therefore we need other techniques to get existence and uniqueness

of solutions.

Problems of the form (4.0.1) present two different kinds of degeneracies: one at

the boundary ∂Π (where xD2ux vanishes), and one at the interior points (where

H is only assumed to be degenerate elliptic). Boundary value problems for non–

uniformly parabolic equations have been studied by many authors along the lines

of [92]. In this framework, we mention [114] for some different integro–partial dif-

ferential equation. In the viscosity solution setting, comparison principles allowing

degeneracy can be found in [15] in the context of Bellman equations (without an

integro operator).

We shall prove a comparison result for a large class of integro–partial differential

equations, dealing with an unbounded set with nonsmooth boundary and allowing

some blow up condition at ∂Π for the solutions.

It will be shown that the special structure of β and the assumptions on ν allows to

deal with the boundary as two different regions: one which behaves as the interior

of Π and one where the solutions possibly blow up.

4.1 The bounded Lévy case.

In this section we shall present some results of existence and uniqueness of viscosity

solution to integro–partial differential equation with bounded Lévy measure. For

details and proofs we refer to the works by Amadori [3, 2, 4].

The pricing equation for our model could be written as:




∂tu+ F (x, t, u, Iu,Du,D2u) = 0,

u(x, 0) = u0(x),
(4.1.1)

As for the general theory of viscosity solutions for pure differential equations, we

shall make some assumptions on the function F ∈ C(Rn×[0, T ]×R×R×Rn×Sn,R).

F.1 F is degenerate elliptic:

F (x, t, u, I, p,X ) ≥ F (x, t, u, I, p,Y), for X ≤ Y ;
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F.2 F is quasi-monotone with respect to u, uniformly with respect to the other

variables:

F (x, t, u, I, p,X ) ≥ F (x, t, v, I, p,X ) − γ(u− v), u ≥ v,

where γ ∈ C([0,∞)), γ(0) = 0, γ(u) > 0 as u > 0 and:

∫ ε

0

du

γ(u)
= ∞ for all ε > 0.

To rely the dependency of F on the integral term, we shall also assume, following

[4],

F.3 F is non-increasing with respect to I:

F (x, t, u, I, p,X ) ≥ F (x, t, u,J , p,X ) , for I ≤ J .

Following [1, 2, 4], we can now give a modified notion of viscosity solutions,

which makes use of the notion of upper and lower semijets P±, see [34].

Definition 4.1.1 Given a function u and a point (x, t) ∈ Rn × [0, T ), we say that:

∂tu+ F (x, t, u, Iu,Du,D2u) ≤ 0 (resp. ≥ 0)

in viscosity sense at (x, t) if one of the following equivalent condition is met:

1. for all (τ, p,X ) ∈ P+u(x, t) (respectively P−(x, t)):

τ + F (x, t, u(x, t), Iu(x, t), p,X ) ≤ 0 (resp. ≥ 0);

2. for each function φ ∈ C2,1(Rn × [0, T )) such that u − φ has a local maximum

at (x, t) (respectively, a minimum):

∂tφ(x, t) + F (x, t, u(x, t), Iφ(x, t),Dφ(x, t),D2φ(x, t)) ≤ 0 (resp. ≥ 0);

3. for all test function φ ∈ C2,1(Rn × [0, T )) such that u − φ has a global strict

maximum at (x, t) (respectively, a minimum) and φ(x, t) = u(x, t):

∂tφ+ F (x, t, φ, Iφ,Dφ,D2φ) ≤ 0 (resp. ≥ 0)

holds in classical sense.
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Here we denote by C2,1(Rn × [0, T )) the set of functions that are twice continuously

differentiable with respect to x ∈ Rn and once with respect to t ∈ [0, T ). Let us

notice that, the important difference between the purely differential case, treated

in [34], and the integro-differential one is that the local continuity property of the

semijets of semicontinuous functions does not imply the semicontinuity of the equa-

tion, because the new nonlocal term Iu does not preserve semicontinuity in general.

To overcome this difficulty, we have to define a new class of admissible functions.

Definition 4.1.2 A function f(y, s; z) has an upper (resp. lower) µ-bound at

(x, t) if there exist a neighborhood Vx,t of (x, t) and a function Φ ∈ C(Rn)∩L1(Rn;µx,t)

such that:

•
∫

Φ(z)µy,s(dz) →
∫

Φ(z)µx,t(dz) if (y, s) → (x, t);

• f(y, s; z) ≤ Φ(z) (resp., ≥) µy,s − a.e. z, for all (y, s) ∈ Vx,t.

Remark 4.1.3 Let f be a locally bounded function on Rn × [0, T )×Rn which has

an upper (resp., lower) µ-bound at (x, t); then:

lim sup
(y,s)→(x,t)

∫

Rn
f(y, s; z)µy,s(dz) ≤

∫

Rn
lim sup

(y,s)→(x,t)

f(y, s; z)µx,t(dz)

(
resp. lim inf

(y,s)→(x,t)

∫

Rn
f(y, s; z)µy,s(dz) ≥

∫

Rn
lim inf

(y,s)→(x,t)
f(y, s; z)µx,t(dz)

)
.

In this way we can introduce some new classes of admissible functions.

USCI is the set of upper semicontinuous, locally bounded functions on Rn × [0, T )

such that M(u(x+ z, t), u(x, t)) has an upper µ-bound at any (x, t);

LSCI is the set of lower semicontinuous, locally bounded functions on Rn × [0, T )

such that M(u(x+ z, t), u(x, t)) has a lower µ-bound at any (x, t);

CI = USCI ∩ LSCI .

It can be observed that if the integral operator I has some more regularities, the

admissible classes described before coincide with the classes of exponential growth

at infinity, that are the classes of growth required in the framework of pure diffusion

models; for details we refer to [2, 4].

Finally we can define viscosity sub/super solutions in the integro-differential

framework.
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Definition 4.1.4 u ∈ USCI (u ∈ LSCI) is a viscosity subsolution (resp. vis-

cosity supersolution) of the equation (4.1.1) if:

∂tu+ F (x, t, u, Iu,Du,D2u) ≤ 0 (resp. ≥)

holds in viscosity sense for all (x, t) ∈ Rn × (0, T ). If in addition:

u(x, 0) ≤ u0(x) (resp. ≥)

for all x ∈ Rn, then u is a viscosity subsolution (resp. viscosity supersolution) of

the integro-differential Cauchy problem (4.1.1). An arbitrary function u : Rn ×
[0, T ) −→ R is a weak viscosity solution for the problem (4.1.1) if its up-

per/lower semicontinuous envelopes belong to USCI/LSCI, respectively, and they

are sub/supersolutions. Besides, it is a (strong) viscosity solution for the prob-

lem (4.1.1) if it is both a sub/super solution.

In this framework, using Perron method and comparison principles and with

some further assumptions, it is possible to give a result of existence, uniqueness and

regularity for the solutions of the integro-differential Cauchy problem associated to

problem (7.1.1). For more precise statements and proofs we refer to [2].

Theorem 4.1.5 Assume that the parameters α, σ, r satisfy some proper regularity

conditions of continuity and Lipschitz continuity and the market is without arbitrage

opportunities; then, for every final value G ∈ C((0,+∞)n) ∩W 1,∞
pol ((0,+∞)n), the

integro-differential Cauchy problem (7.1.1) has an unique viscosity solution V , in the

sense of Definition 4.1.4, which belongs to L∞(0, T ;W 1,∞
pol ((0,+∞)n)). Moreover,

comparison principle applies and we have that U ≥ 0 whenever G ≥ 0.

For detailed assumptions and proof see Amadori [2].

4.2 The unbounded Lévy case.

In this section we prove a comparison principle for viscosity solutions of (4.0.1)–

(4.0.2). Let us start by introducing some notation: in what follows, it will be useful

to isolate the singularity of ν at the origin, therefore we split J u into

Jκ (u, ϕ) (x, t) = Ĵκϕ(x, t) + Ĵ κ (u,Dϕ(x, t)) (x, t),
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where

Eκ = {z ∈ R2 : 0 < |z| < κ} , Ec
κ = R2 − Eκ,

Ĵκϕ(x, t) =

∫

Eκ

[ϕ(x+ xβ(x, t, z), t) − ϕ(x, t) − β(x, t, z) · xDϕ(x, t)] ν(dz),

Ĵ κ (u, p) (x, t) =

∫

Ec
κ

[u(x+ xβ(x, t, z), t) − u(x, t) − β(x, t, z) · xp] ν(dz),

We make the following assumptions on the integral operator J :

A.1 ν is a Radon measure on E satisfying the integrability assumptions:

(A.1.i)

∫

E

(1 ∧ |z|2)ν(dz) <∞,

(A.1.ii)

∫

Ec
κ

e`(z+1 +|z2|)ν(dz) <∞,

for some given ` > 0 and for all κ > 0.

Here and henceforth z+
1 and z−1 stand for (0 ∨ z1) = max(0, z1) and (0 ∨ −z1),

respectively.

A.2 β ∈ C
(
ΠT × E;Rn

)
and there exist no ≥ 1 such that

(A.2.i) e−
`

no
(z−1 +|z2|) ≤ βi(x, t, z) + 1 ≤ e

`
no

(z+1 +|z2|)

for all (x, t) ∈ ΠT , z ∈ E, and i = 1, . . . ,n. Moreover for all r > 1, there exist

cr > 0 such that

(A.2.ii) |β(x, t, z) − β(x′, t, z)| ≤ cre
`(z+1 +|z2|)|x− x′|,

for all x, x′ ∈ Q(r), t ∈ [0, T ], z ∈ E.

Remark 4.2.1 All results can be trivially extended to the case E = Rm − {0} for

an arbitrary integer m. In that case z±1 and |z2| have to be replaced by
m′∑
i=1

z±i and

m∑
i=1+m′

|zi|, respectively.

In force of assumption (A.2.i), β behaves like z near the origin. Thus the following

lemma can be shown:
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Lemma 4.2.2 Under assumptions A.1 and A.2, Ĵκϕ(x, t) is finite for all ϕ ∈
C2,1

(
ΠT

)
, (x, t) ∈ ΠT , and κ > 0. Moreover lim

κ→0
Ĵκ(ϕ)(x, t) = 0.

However in many applications the solution is not C2, and consequently solutions

have to be interpreted in the viscosity sense.

Let us mention that xβ stands for the jump of the underlying Lévy process,

so that (i) βi ∼ +∞ means that the process is jumping towards infinity, and (ii)

βi ∼ −1 means that it is approaching the boundary ∂Π at some point of the plane

{xi = 0}. The structure condition (A.2.i) yields that (i) can happen if z1 ∼ +∞ or

z2 ∼ ±∞, while (ii) can happen if z1 ∼ −∞ or z2 ∼ ±∞. Up to rearranging the

order of the variables, we may assume without loss of generality that there exists an

integer n′ ∈ {0, 1, . . . ,n} and b > 0 such that

βi(x, t, z) + 1 ≥ be−
`

no
|z2| as i = 1 + n′, . . . ,n,

for all (x, t) ∈ ΠT , and z ∈ E. In other words, the underlying process approaches

the region ∂Π − Γ = {x ∈ ∂Π : xi = 0 for some i = 1 + n′, · · · ,n} of the boundary

only when z2 ∼ ±∞, and not when z1 ∼ −∞. In force of assumption (A.1.ii), this

matter is “unlikely”, because the measure ν charges neighborhoods of z2 = ±∞
less than neighborhoods of z1 = −∞. In some sense, the region ∂Π − Γ is further

away than Γ, at least as far as infinity is concerned. This suggests that the points

of ∂Π − Γ can be regarded as points at infinity, where the solutions are allowed to

blow up. To be precise, the following lemma holds.

Lemma 4.2.3 Under assumptions A.1 and A.2, Ĵ κ (u, p) (x, t) is finite for any

function u ∈ L∞(
0, T ; Pno(ΠT )

)
, p ∈ Rn, (x, t) ∈ ΠT , and κ > 0.

Remark 4.2.4 It is easily seen that the conclusions of Lemmas 4.2.2 and 4.2.3 also

hold for x ∈ Π̃, if ϕ ∈ C2,1(Π̃T ) and u is extended to Π̃T by giving any value between

lim inf
Π×[0,T )3(y,s)→(x,t)

u(y, s) and lim sup
Π×[0,T )3(y,s)→(x,t)

u(y, s), respectively.

Both the limit situations n′ = n and n′ = 0 may happen in applications.

Remark 4.2.5 Take a market composed by two assets which always jump in the

same direction. They can be modelled by pure jump Lévy processes with z ∈ R,

βi(x, t, z) = eηiz − 1 and ηi are given positive constants, i = 1, 2, see Section 5.1.

If, on the contrary, the two assets jump in opposite directions, then we must have

η1 > 0 and η2 < 0. Both these matters are interesting in mathematical finance. The

first one modeling perfect correlation between the assets, the second one modeling

anti–correlation. They could be addressed in our framework by taking supp ν as

R × {0} in the first case and as {0} × R in the second case. Note that in any case

assumption (A.1.ii) yields that the first momentum is finite.
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Concerning the integro–differential equation (4.0.1), we suppose that H is de-

generate elliptic, satisfies some continuity properties and is monotone with respect

to the non–local term J u. Denote by Sn the set of symmetric n× n real matrices.

More precisely, we make then the following assumptions:

A.3 H ∈ C
(
Π̃?

T×R×Rn×Sn×R
)

and there exist a real number l and a modulus

of continuity ω such that

(A.3.i) H(x, t, u, p,M, J) −H(x, t, u′, p,M, J) ≥ l(u− u′) if u ≥ u′,

(A.3.ii) |H(x, t, u, p,M, J)−H(x, t, u, p′,M ′, J)| ≤ ω (|p− p′| + ‖M −M ′‖) ,

(A.3.iii)

0 ≥ H(x, t, u, p,M, J) −H(x, t, u, p,M, J ′) ≥ −ω (J−J ′) if J ≥ J ′,

for all (x, t) ∈ Π̃?
T , u, u′, J, J ′ ∈ R, p, p′ ∈ Rn, and M,M ′ ∈ Sn.

Moreover there is a family of moduli of continuity (or,R)r>1,R>0 such that

(A.3.iv)

H(x, t, u,
1

ε
x(x−y),xMxT , J) −H(y, t, u,

1

ε
y(x−y),yNyT , J)

≥ or,R

(1

ε
|x− y|2 + |x− y|

)
,

for all x, y ∈ Q(r), t ∈ [0, T ], u ∈ [−R,R], J ∈ R and M,N ∈ Sn satisfying

(
M 0
0 −N

)
≤ 3

ε

(
I −I
−I I

)
.

Remark 4.2.6 It is possible to extend to the case when H also depends on an

integral term of type (4.0.4): it suffices that (A.3.ii) holds also with respect to Iu
and that

A.4 γ ∈ C
(
ΠT × E

)
satisfies

(A.4.i) 0 ≤ γ(x, t, z) ≤ b′(1 ∧ |z|),

for all (x, t) ∈ ΠT , z ∈ E. Moreover for all r > 1 there exist c′
r > 0 such that

(A.4.ii) |γ(x, t, z) − γ(y, t, z)| ≤ c′
r(1 ∧ |z|2)|x− y|,

for all x, y ∈ Q(r), t ∈ [0, T ], z ∈ E.
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Now we recall the notion of viscosity solutions for equation (4.0.1).

Definition 4.2.7 Let O ⊂ Π contain Π, and set OT = O× [0, T ). If u is any locally

bounded function and (x, t) ∈ OT , we say that the inequality

−∂tu+H(x, t, u,xDu,xD2uxT ,J u) ≤ 0 (respectively, ≥ 0)

holds true in the viscosity sense at (x, t) (with respect to OT ) if for any test function

ϕ ∈ C2,1
(
OT

)
∩ ⋃

n<no

L∞(
0, T ;Pn(Π)

)
such that u(x, t) = ϕ(x, t) and (x, t) is a global

maximum (respectively, minimum) point for u− ϕ on OT , the inequality

−∂tϕ+H
(
x, t, u,xDϕ,xD2ϕxT ,Jκ(u, ϕ)

)
≤ 0 (respectively, ≥ 0) (4.2.1)

holds true in classical sense at (x, t) for all κ > 0.

A locally bounded function u that is upper semicontinuous (respectively, lower

semicontinuous) on ΠT is a viscosity subsolution (respectively, viscosity super-

solution) of (4.0.1) if

−∂tu+H(x, t, u,xDu,xD2uxT ,J u) ≤ 0,

(respectively, ≥ 0) holds true in the viscosity sense for all (x, t) ∈ ΠT (with re-

spect to ΠT ). Any locally bounded function u on ΠT is a viscosity solution to

(4.0.1) if its upper semicontinuous envelope is a viscosity subsolution and its lower

semicontinuous envelope is a viscosity supersolution.

We refer to [34] for definitions of the upper and lower semicontinuous envelopes.

Remark 4.2.8 By making use of assumption (A.3.v) and following [12, Lemma

3.4], it is clear that one may replace Jκ(u, ϕ) by Jϕ in the Definition 4.2.7. In the

same way, one may replace global maximum (respectively, minimum) point by strict

global maximum (respectively, minimum) point.

We emphasize that the study of equation (4.0.1) can not in general be reduced

to the study of an equation in Rn× [0, T ) of the type previously considered in [12]

or in [101]. Indeed, the change of variables x̂i = log xi as i = 1, · · · ,n maps (4.0.1)

into

−∂tu+H(x̂, t, u,Du,D2u, Ĵ u) = 0, (x̂, t) ∈ Rn× [0, T ),

where the new non–local operator

Ĵ u(x̂, t) =

∫

E

[
u(x̂+ β̂, t) − u(x̂, t) −

n∑

i=1

(
eβ̂i − 1

)
∂x̂i
u(x̂, t)

]
ν(dz),

β̂i(x̂, t, z) = log
(
1 + βi(e

x̂1 , · · · , ex̂n , t, z)
)
,
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has a different structure than (4.0.3). Therefore we need to face two matters: (i)

giving a suitable notion of terminal condition on ∂Π×{T} and (ii) dealing with the

boundary ∂ΠT , where no data may feasibly be imposed. With respect to the notion

of terminal condition, we choose here the naive one.

Definition 4.2.9 A locally bounded function u that is upper semicontinuous (re-

spectively, lower semicontinuous) on ΠT is a viscosity subsolution (respectively,

a viscosity supersolution) to (4.0.1)–(4.0.2) if it is a viscosity subsolution (re-

spectively, a viscosity supersolution) to (4.0.1) in the sense of Definition 4.2.7 and

lim sup
ΠT3(y,s)→(x,T )

u(y, s) ≤ lim inf
Π3y→x

uT (y) in Π̃,

(respectively, lim inf
ΠT3(y,s)→(x,T )

u(y, s) ≥ lim sup
Π3y→x

uT (y) in Π̃).

Any locally bounded function u on ΠT is a viscosity solution to (4.0.1)–(4.0.2) if

its upper semicontinuous envelope is a viscosity subsolution and its lower semicon-

tinuous envelope is a viscosity supersolution.

We devote the next subsection to an investigation of the behavior of sub- and

supersolutions near the boundary of ΠT .

4.2.1 Behavior at the boundary.

The difficulty of dealing with a boundary where no data are assigned has been

overcome in [21] by investigating constrained solutions. With respect to equations

of type (4.0.1) such expedient is not necessary. In view of clarifying this issue, that

shall play a central role in Theorem 4.2.14, we give a notion of constrained solution

which fits with equations of type (4.0.1).

Definition 4.2.10 A viscosity subsolution (respectively, viscosity supersolution) u

to (4.0.1) is a constrained subsolution (respectively, a constrained supersolu-

tion) if it is upper semicontinuous (respectively, lower semicontinuous) on Π̃T and

the viscosity inequality (4.2.1) holds true also at the points (x, t) ∈ Γ × [0, T ). A

constrained solution to (4.0.1) is any locally bounded function u such that the

upper and lower semicontinuous envelopes of u are respectively constrained sub- and

supersolutions to (4.0.1).

Notice that, if n′ = n, then Π̃ = Π and our definition of constrained subsolution

reduces to [21, Definition 4.1], up to the fact that we deal with possibly discontinuous

solutions.
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As we have mentioned before, the points in ∂Π − Γ have the character of being

points at infinity. We will show that imposing a blow up rate is sufficient to pick

up a unique solution. On the other hand, Γ is made up by points that cannot be

reached by the trajectories of the underlying process by drift motion (because of the

structure xDu), nor by diffusion (because of the structure xD2uxT ), nor by jumping

(because of the structure xβ with βi > −1). Inspired by a similar result in [15], we

shall establish that (4.0.1) holds also at Γ, up to boundary discontinuities, that is

to say, any solution is constrained.

To this aim, for any upper semicontinuous function u (respectively, lower semi-

continuous function v) we set

ũ(x, t) =





u(x, t) if (x, t) ∈ Π× [0, T ),

lim sup
ΠT3(y,s)→(x,t)

u(y, s) if (x, t) ∈ Γ × [0, T ),
(4.2.2)

ṽ(x, t) =





v(x, t) if (x, t) ∈ Π× [0, T ),

lim inf
ΠT3(y,s)→(x,t)

v(y, s) if (x, t) ∈ Γ × [0, T ),
(4.2.3)

and then show some continuity of the non–local operators I and J .

Lemma 4.2.11 Assume A.1–A.3. With (x, t) ∈ Π̃T , let ϕ ∈ C2,1(ΠT ) ∩ L∞(
0, T ;

Pno(Π)
)

if (x, t) ∈ ΠT and ϕ ∈ C2,1(Π̃?
T ) ∩ L∞(

0, T ;Pno(Π)
)

if (x, t) ∈ Γ × [0, T ).

Let u be an upper semicontinuous (respectively, a lower semicontinuous) function

on ΠT belonging to L∞(
0, T ;Pno(Π)

)
. Finally, let (xn, tn) be a sequence in ΠT such

that (xn, tn, u(xn, tn)) → (x, t, ũ(x, t)). Then

lim
n→∞

Ĵκϕ(xn, tn) = Ĵκϕ(x, t), and lim sup
n→∞

Ĵ κ(u, ϕ)(xn, tn) ≤ Ĵ κ(ũ, ϕ)(x, t),

(respectively, lim inf
n→∞

Ĵ κ(u, ϕ)(xn, tn) ≥ Ĵ κ(ũ, ϕ)(x, t)), for any fixed κ.

Lemma 4.2.11 is an immediate consequence of Lebesgue’s dominated convergence

theorem, that may be applied thanks to assumptions A.1 and A.2 .

Proposition 4.2.12 Let u be an USC viscosity subsolution and v a LSC viscosity

supersolution of (4.0.1), both belonging to
⋃

n<no

L∞(
0, T ;Pn(Π)

)
. Then the func-

tions ũ and ṽ defined in (4.2.2) and (4.2.3) are constrained sub and -supersolutions,

respectively.
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Proof. We carry out the proof only for the subsolution case, the supersolution case

being completely analogous.

Take (xo, to) ∈ Γ×[0, T ) and ϕ ∈ C2,1
(
Π̃?

T

) ⋃
n<no

L∞(
0, T ;Pn(Π)

)
such that ϕ(xo, to) =

ũ(xo, to) and (xo, to) is a strict global maximum point for ũ−ϕ. We want to perturb

the test function ϕ in order to achieve a sequence of maximum points in ΠT con-

verging to (xo, to). To this aim, we introduce the auxiliary functions a, b ∈ C2(0,∞)

a(ξ) =





− log(ξ) if ξ ∈ (0, 1/e],
is decreasing and polynomial if ξ ∈ (1/e, 1),
0 if ξ ∈ [1,∞),

b(ξ) =





0 if ξ ∈ (0, 1],
is increasing and polynomial if ξ ∈ (1, 2),
ξno if ξ ∈ [2,∞),

with the additional properties that |ξ a′(ξ)|, |ξa′′(ξ)| ≤ ao and |ξb′(ξ)|, |ξb′′(ξ)| ≤
bob(ξ). For any given α, δ > 0 we then set

a(x) =
n′∑

i=1

a(xi), bα(x) =
n∑

i=1

b
(

xi

α

)
,

ϕαδ(x, t) = ϕ(x, t) + bα(x) + δ [a(x) + ho(x)] ,

Ψαδ(x, t) = ũ(x, t) − ϕαδ(x, t).

Here and in the following we write ho instead of hno . We list in a lemma, to be

proved later on, some relevant properties of Ψαδ.

Lemma 4.2.13 For any given α > 1 + 2|xo|, there exists an infinitesimal sequence

of parameters δ such that Ψαδ achieves its global maximum at some point (xαδ, tαδ) ∈
Π × [0, T ]. In addition, up to an extracted subsequence,

(xαδ, tαδ) → (xo, to), u(xαδ, tαδ) → ũ(xo, to), as δ → 0, (4.2.4)

δa(xαδ) → 0, δho(xαδ) → 0, as δ → 0. (4.2.5)

As a consequence, we may suppose that (i) for α large enough, xαδ ∈ [0, α]n and

tαδ < T for small δ, and that (ii) (xαδ, tαδ) ∈ ΠT is a global maximum point for

u−ϕαδ on ΠT . Therefore the viscosity inequality (4.2.1) is satisfied at (xαδ, tαδ) for

any δ and α.

In view of passing to the limit, we recall that for all x, q ∈ Π and we have

|xDho(x)| ,
∣∣xD2ho(x)x

T
∣∣ ≤ cho(x), ho(xq) ≤ ho(x)ho(q), (4.2.6)
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where the parameter c does not depend on (x, t).

By taking advantage of (4.2.4)–(4.2.6) and of assumption A.3, taking the limits

with respect to δ → 0 and α→ ∞ gives

−∂tϕ(xo, to) +H
(
xo, to, ũ,xoDϕ,xoD2ϕxT

o , lim sup
δ → 0

α → ∞

Jκ(u, ϕαδ)(xαδ, tαδ)
)
≤ 0.

Therefore, in force of (A.3.iii), we may conclude by checking that

lim sup
δ → 0

α → ∞

Jκ(u, ϕαδ)(xαδ, tαδ) ≤ Jκ(ũ, ϕ)(xo, to).

After some computations we obtain

Jκ(u, ϕδ)(xδ, tδ) ≤ Jκ(u, ϕ)(xδ, tδ) + b

∫

Eκ

bα(xαδ q̂αδ(z))
n∑

i=1

βi(xαδ, tαδ, z)
2

q̂αδ i(z)2
ν(dz)

+δ (a + cho(xδ))
[ ∫

Ec
κ

|β(xαδ, tαδ, z)|ν(dz) +

∫

Eκ

ho(q̂αδ(z))
n∑

i=1

βi(xαδ, tαδ, z)
2

q̂αδ i(z)2
ν(dz)

]
,

where q̂αδ(z) stands for a suitable point in the segment line joining the points

(1, · · · , 1) ∈ Rn and (1+ β1(xαδ, tαδ, z), · · · , 1 + βn(xαδ, tαδ, z)) ∈ Rn. Keeping

in mind A.2, taking the limit with respect to δ and applying Lemma 4.2.11 gives

lim sup
δ→0

Jκ(u, ϕαδ)(xδ, tδ) ≤ Jκ(u, ϕ)(xo, to) + cmax
Qκ

bα

∫

Eκ

|z|2ν(dz),

where the parameter c does not depend by α, and Qκ =
[
0, 2|xo|

(
1 + e

`
no

κ
)]n

.

Eventually we may conclude by checking that max
Qκ

bα → 0 as α → ∞, for any given

κ > 0. But this is trivial because bα ≡ 0 on [0, α]n by construction.

Proof of Lemma 4.2.13. Take α > 1 + 2|xo| and set

Mαδ = sup {ũ(x, t) − ϕαδ(x, t)} .

Notice thatMαδ ≤ max {ũ− ϕ} = 0. Next, take a maximizing sequence (xi, ti) ∈ ΠT

such that (xi, ti, u(xi, ti) − ϕ(xi, ti)) → (xo, to, 0) and choose an infinitesimal se-

quence δi > 0 in such a way that δi [a(xi) + ho(xi)] ≤ 1/i. Without loss of gen-

erality, we may suppose that xi ∈ [0, 1 + 2|xo|] for all i, so that bα(xi) = 0 and

therefore Mαδi
→ 0 as i → ∞. On the other hand, there exists n < no such that

ũ− ϕ ∈ L∞(
0, T ;Pn(Π)

)
. Denoting by c = sup

t∈[0,T )

‖ũ(·, t) − ϕ(·, t)‖n we have

Ψδj
(x, t) ≤

n∑

i=1

(
c − δjxj

no−n
i

)
xj

n
i +

n∑

i=1+n′

(c − δjxj
−no+n
i )xj

−n
i → −∞,
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if |x| → ∞ or x→ x ∈ ∂Π−Γ. Hence standard semicontinuity arguments give that

Ψαδi
has a maximum point (xαδj

, tαδj
) ∈ Π̃ × [0, T ]. Moreover, Ψαδj

(xαδj
, tαδj

) → 0

as j → ∞. As a consequence

lim
j→∞

{
δj

[
a(xαδj

) + ho(xαδj
)
]
+bα(xαδj

)
}

= lim
j→∞

[
ũ(xαδj

, tαδj
) − ϕ(xαδj

, tαδj
)
]
.

]}

Because the limit appearing in the right–hand side is less than or equal to zero by

construction, (4.2.5) is established. In addition, lim
j→∞

bα(xαδj
) = 0 allows to suppose

that xαδi
is bounded uniformly with respect to j (for fixed α). As a consequence,

up to an extracted subsequence, (xαδj
, tαδj

) tends to some (x̂, t̂) ∈ Π̃× [0, T ], so that

standard semicontinuity arguments give (4.2.4).

4.2.2 Comparison Principle.

We now prove a comparison result between (semicontinuous) viscosity sub- and

supersolutions which satisfy a suitable growth condition near ∂Π and for large x.

Theorem 4.2.14 Assume A.1–A.3 and let u, v ∈ ⋃
n<no

L∞(
0, T ;Pn(Π)

)
be respec-

tively an upper semicontinuous subsolution and a lower semicontinuous supersolution

to (4.0.1) such that

lim sup
ΠT3(y,s)→(x,T )

u(y, s) ≤ lim inf
ΠT3(y,s)→(x,T )

v(y, s) for all x ∈ Π̃. (4.2.7)

Then u ≤ v on Π× [0, T ]. Moreover, the functions ũ and ṽ defined in (4.2.2) and

(4.2.3) satisfy ũ ≤ ṽ on Π̃ × [0, T ].

Before proving Theorem 4.2.14, we explicitly mention an immediate consequence

of it.

Corollary 4.2.15 Assume A.1–A.3 and take uT ∈ C(Π̃)∩Pn(Π) for some n < no.

Let u ∈ ⋃
n<no

L∞(
0, T ;Pn(Π)

)
be a (possibly discontinuous) viscosity solution to

(4.0.1)–(4.0.2). Then u is the unique viscosity solution in the class
⋃

n<no

L∞(
0, T ;Pn(Π)

)
.

Moreover it is continuous on ΠT and can be extended continuously to Π̃ × [0, T ] by

setting

u(x, t) =





u(x, t) if (x, t) ∈ ΠT ,

lim
ΠT3(y,s)→(x,t)

u(y, s) if (x, t) ∈ Γ × [0, T ] ∪ Π× {T}.

The function u still solves (4.0.1)–(4.0.2), and satisfies u(x, T ) = uT (x) for all

x ∈ Π̃.
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Let us now give the proof of the comparison principle.

Proof of Theorem 4.2.14. Before entering into the details of the proof, we recall

that we may assume that the parameter l appearing in hypothesis (A.3.i) is equal

to −1 (if not, we simply multiply u and v by exp (−(1 − l)(T − t))).

The theorem follows if we can show that ũ ≤ ṽ on Π̃ × [0, T ]. We argue by

contradiction, and suppose that

M = sup
{
ũ(x, t) − ṽ(x, t) : (x, t) ∈ Π̃ × [0, T ]

}
> 0.

Because it is not known a priori whether M is finite or not, we approximate ũ and

ṽ by

ũδ(x, t) = ũ(x, t) − δho(x), ṽδ(x, t) = ṽ(x, t) + δho(x),

and we look at the upper semicontinuous function

Ψδ(x, t) = ũδ(x, t) − ṽδ(x, t), (x, t) ∈ Π̃ × [0, T ].

Arguing as in the proof of Lemma 4.2.13, one may easily check that there exists an

infinitesimal sequence of parameters δ (that we still denote by δ) such that Ψδ has

a maximum point (xδ, tδ) ∈ Π̃ × [0, T ]. Moreover

ũ(xδ, tδ) − ṽ(xδ, tδ) → M, δho(xδ) → 0, (4.2.8)

as δ → 0.

Notice that our assumption M > 0 allows us to suppose that ũ(xδ, tδ)−ṽ(xδ, tδ) >

0 for all δ and therefore, recalling hypothesis (4.2.7), that tδ < T for all δ. Besides

ũδ and ṽδ satisfy in the viscosity sense two modified integro–partial differential in-

equalities.

Lemma 4.2.16 There exists d ≥ 0 not depending on δ such that ũδ and ṽδ are

respectively a constrained subsolution to

−∂tũδ +H
(
x, t, ũδ,xDũδ,xD2ũδx

T ,J ũδ

)
= −δho(x) + ω(dδho(x)), (4.2.9)

and a constrained supersolution to

−∂tṽδ +H
(
x, t, ṽδ,xDṽδ,xD2ṽδx

T ,J ṽδ

)
= δho(x) − ω(dδho(x)), (4.2.10)

for all δ > 0.
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We shall later on give a sketch of the proof of this statement. By now we prefer to

show how to use these integro–partial differential inequalities to get a contradiction.

To this aim, we double the x–variable by considering the function

Π̃2 × [0, T ] 3 (x, y, t) 7→ ũδ(x, t) − ṽδ(y, t) − ψ(x, y),

where the penalization function ψ(x, y) is defined by

ψ(x, y) =
1

2ε
|x− y|2. (4.2.11)

By a classical argument in the theory of viscosity solutions, for any fixed δ, ε > 0

this function has a maximum point (xε
δ, y

ε
δ , t

ε
δ) ∈ Π̃2× [0, T ] which satisfies

xε
δ, y

ε
δ → xδ, tεδ → tδ,

1

2ε
|xε

δ − yε
δ |2 → 0, (4.2.12)

ũδ(x
ε
δ, t

ε
δ) − ṽδ(y

ε
δ , t

ε
δ) → ũδ(xδ, tδ) − ṽδ(yδ, tδ),

as ε → 0. We remark that (4.2.12), together with (4.2.8), allows us to suppose

without loss of generality that for all δ, ε > 0

xε
δ, y

ε
δ ∈ Q(rδ), tεδ < T, (4.2.13)

|uδ(x
ε
δ, t

ε
δ)|, |vδ(y

ε
δ , t

ε
δ)| ≤ Rδ, ũδ(x

ε
δ, t

ε
δ) − ṽδ(y

ε
δ , t

ε
δ) > 0, (4.2.14)

where rδ > 1 and Rδ > 0 do not depend on ε.

To simplify notations in what follows, we replace the subscripts δ, ε by over-bars

and we omit the time dependence.

It follows from [34, Theorem 8.3] that there exist τ ∈ R and two symmetric

matrices M and N such that
(
M 0
0 −N

)
≤ 3

ε

(
I −I
−I I

)
,

and, since ũδ, ṽδ solve (4.2.9) and (4.2.10) respectively,

−τ +H
(
x, ũδ,xp,xMxT , Ĵκψ(x, y) + Ĵ κ (ũδ, p) (x)

)
≤−δho(x) + 2ω(dδho(x)),

−τ +H
(
y, ṽ(y),yp,yNyT ,−Ĵκψ(x, y) + Ĵ κ (ṽδ, p) (y)

)
≥ δho(y) − 2ω(dδho(y)),

where p = 1
ε
(x−y). Subtracting the two inequalities yields

Hκ ≤ G (4.2.15)
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where

Hκ := H
(
x, t, ũδ(x),xp,xMxT , Ĵκψ(x, y) + Ĵ κ (ũδ, p) (x)

)

−H
(
y, t, ṽ(y),yp,yNyT ,−Ĵκψ(x, y) + Ĵ κ (ṽδ, p) (y)

)
,

G := −δ [ho(x) + ho(y)] + ω (dδho(x)) + ω (dδho(y)) .

Concerning G, (4.2.8) and (4.2.12) imply that lim
δ→0

lim
ε→0

G = 0. Concerning Hκ, by

making use of hypothesis A.3 and remembering (4.2.13), (4.2.14) we obtain

Hκ ≥ [uδ(x) − vδ(y)] + ω
(
(Jκ)

+
)
− orδ,Rδ

(
1

ε
|x− y|2 + |x− y|

)
, (4.2.16)

where we have used the short-hand notation

Jκ := 2Ĵκψ(x, y) + Ĵ κ (ũδ, p) (x) − Ĵ κ (ṽδ, p) (y).

Now (4.2.12) implies that the third term in the right–hand side of (4.2.16) tends to

zero as ε→ 0. Regarding the estimation of the second term, we recall that Ĵκψ(x, y)

tends to zero as κ → 0 for any fixed value of ε, by Lemma 4.2.2. Hence we only

need to estimate the positive part of

Ĵκ := Ĵ κ (ũδ, p) (x) − Ĵ κ (ṽδ, p) (y),

uniformly with respect to κ ∈ (0, 1). To this end, we split the integral into the two

sets Ec
1, Aκ = {κ < |z| ≤ 1} and we write

Ĵκ = Ĵ 1 (ũδ, p) (x) − Ĵ 1 (ṽδ, p) (y)

+

∫

Aκ

[
[ũδ(x̂) − ṽδ(ŷ)] − [ũδ(x) − ṽδ(y)] −

1

ε
(xβ(x, z) − yβ(y, z)) · (x− y)

]
ν(dz)

where we have used the shortened notations x̂ = x+ xβ(x, z), ŷ = y + yβ(y, z).

With respect to the first term, we notice that

Ĵ 1 (ũδ, p) (x) − Ĵ 1 (ṽδ, p) (y) ≤
∫

Ec
1

[
[ũδ(x̂) − ṽδ(ŷ)] − [ũδ(x) − ṽδ(y)]

]
ν(dz) +

∫

Ec
1

1

ε
|x−y| |xβ(x, z) − yβ(y, z)| ν(dz).
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Assumptions A.1 and A.2 allow us to apply Lebesgue’s dominated convergence

theorem to both the integrals. Therefore (4.2.12) gives

lim sup
ε→0

[
Ĵ 1 (ũδ, p) (x) − Ĵ 1 (ṽδ, p) (y)

]
≤

∫

Ec
1

[Ψδ(x̂δ, tδ) − Ψδ(xδ, tδ)] ν(dz) ≤ 0,

because (xδ, tδ) is a maximum point for Ψδ. On the other hand, arguing as in the

proof of [22, Theorem 4.2], one obtains that also the second term is bounded from

above by some infinitesimal quantity (with respect to ε) that does not depend on κ.

By plugging the obtained estimates in (4.2.16) and making use of (4.2.8) we obtain

lim
δ→0

lim
ε→0

lim
κ→0

Hκ ≥ M. Eventually extracting the limit with respect to κ, ε and δ in

(4.2.15) gives the contradiction M ≤ 0.

This section is concluded by checking the validity of Lemma 4.2.16.

Proof of Lemma 4.2.16. We give the proof only for (4.2.9), the proof of (4.2.10)

being similar. By construction if ϕ is a test function for ũδ, then ϕδ = ϕ+δho is a test

function for ũ. In particular for all κ > 0 we have Jκ(ũδ, ϕ) = Jκ(ũ, ϕδ) − δJ (ho).

Therefore, keeping in mind that ũ is a constrained subsolution to (4.0.1), hypothesis

A.3 and the estimates (4.2.6) give

−∂tũδ +H
(
x, t, ũδ,xDϕ,xD

2ϕxT ,Jκ(ũδ, ϕ)
)
≤

−δho(x) + ω (2δcho(x)) + ω (δ(J ho(x))
+) ,

for all κ > 0 and (x, t) ∈ Π̃T . The thesis follows after computations similar to the

ones in Proposition 4.2.12.



106 Viscosity solutions to IPDE.



Chapter 5

Lévy markets: Financial
applications.

In Chapter 1 we have shown the link between the stochastic and the deterministic

formulation of financial problems. Backward stochastic differential equations (BS-

DEs henceforth), or more generally forward-backward stochastic differential equa-

tions, have received a lot of attention in recent years due to their many applications

in stochastic control and mathematical finance. For a general introduction to BSDEs

the reader could refer to [79].

In this chapter we shall present many application of the theory developed in

Chapter 4. Integro–differential equations of the type (4.0.1) occur in the applica-

tions presented in Sections 5.1 and 5.2, which concern a class of backward stochastic

differential equations in a unbounded jump Lévy setting. In [12], the authors con-

sider a BSDE with terminal condition and coefficients being functions of a Lévy

process. Under certain conditions they prove that the solution of the BSDE gives

the unique viscosity solution to a system of semilinear integro–partial differential

equations set in Rn. In Section 5.1 we prove an existence and uniqueness result

for a class of “Lévy driven” BSDEs having (0,∞)n as an invariant set. We then

prove (under certain conditions) that the solution to the BSDE provides a unique

viscosity solution of a semilinear integro–partial differential equation set in (0,∞)n.

Here uniqueness follows from the result in Section 4.2, which does not require a

specification of a boundary condition.

Here we consider more general problems than the one in [12], as we allow an un-

bounded domain with nonsmooth boundary, of a multidimensional Poisson random

measure driving the model and a different structure for the jump amplitude.

Particular attention is given in the Financial application. In Section 5.2 we provide

new results on pricing European and American derivatives in rather general Lévy

markets via BSDEs and linear integro–partial differential equations, relying on the
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results developed in Sections 4.2 and 5.1. For what concerns American derivatives

we have to deal with an obstacle problem that is not directly included in the class

described by (4.0.1)–(4.0.2). Nevertheless, it is well known that a comparison prin-

ciple for obstacle problems can be easily derived from a corresponding principle for

(4.0.1)–(4.0.2), as it has been proved in Chapter 3 in the pure differential setting;

for more references see [3, 4, 101]. This argument shall be detailed in Subsection

5.2.2. We remember that Lévy markets are indeed incomplete, therefore we don’t

have a unique arbitrage free price for any derivative. Here we are not interested in

any particular choice of an equivalent martingale measures, instead we shall simply

assume that we are given one, and then we derive, via the theory of BSDEs, a lin-

ear integro–partial differential equation satisfied by the corresponding arbitrage free

price.

Another immediate application of the result in Chapter 4, Section 4.2 to a classical

problem from mathematical finance, namely Merton’s optimal investment problem

in a Lévy (jump-diffusion) market. The setup is the problem of an agent who in-

vests in a financial market so as to maximize the expected utility of his terminal

wealth, and it leads to an one-dimensional fully nonlinear integro–partial differential

equation having a structure as in (4.0.1). For an overview of the use of viscosity

solution theory in the area of portfolio management and derivative pricing (with

emphasis on transaction costs) in financial markets driven by Brownian motions, we

refer to [118]. In Lévy markets, more complicated portfolio models with singular

consumption and state-constraint boundary conditions are studied by viscosity so-

lution methods in [21, 22, 23], see also [51]. Although we do not pursue this here,

the use of state-constraint boundary conditions in [21, 22, 23] can to some extent

be avoided by using the techniques developed in Section 4.2.

5.1 Backward Stochastic Differential Equations.

This section is devoted to extending the results in [12]. More precisely, we present

here an existence and uniqueness result for a class of BSDEs in a rather general Lévy

setting. Moreover, we show how to relate, via viscosity solutions, this stochastic

problem to a semilinear integro–partial differential equation on a domain with a

boundary, however without specifying a boundary condition.

Let us consider a stochastic n-dimensional process Xt defined by means of its

dynamics

dXt = Xt

[
b(Xt, t)dt+ σ(Xt, t)dWt +

∫

E

β(Xt− , t, z)Ñ(dt, dz)
]
, (5.1.1)

where Xt = diag (X1
t , . . . , X

n
t ). Here Wt is a m-dimensional standard Brownian
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motion, 1 ≤ m ≤ n, Ñ is the compensated martingale measure of a n-dimensional

Poisson random measure N defined on R+ × E with compensator λ(dt, dz) = dt ×
ν(dz), ν(dz) is its Lévy intensity, and ν : B(E) → Rn,

ν(dz) = (ν1(dz), ν2(dz), . . . , νn(dz)),

is the n-dimensional Lévy measure. Here b : ΠT → Rn, σ : ΠT → Rn×m, σσT ≥ 0,

β : ΠT × E → Rn×n.

The Xt process is considered in the setting of a stochastic basis (Ω,F , (Ft)t≥0,P)

such that F0 contains all P-null elements of F , and Ft+ =
⋂

ε>0 Ft+ε = Ft, t > 0. We

suppose that the filtration is generated by the two mutually independent processes

Wt and N(dt, dz).

We shall assume that the measures νj(dz) satisfies assumption (A.1) and that

βj satisfies assumption (A.2), for all j = 1, . . . ,n, and that

(B.1) b : ΠT → Rn and σ : ΠT → Rn×m are bounded and globally Lipschitz con-

tinuous with respect to x, namely that for all x, y ∈ Π there exists a positive

constant c such that

|b(x, t) − b(y, t)| + |σ(x, t) − σ(y, t)| ≤ c|x− y|,
|b(x, t)| + |σ(x, t)| ≤ c.

We do not make any assumptions on the rank of the matrices σ and β.

Under the assumptions (A.1), (A.2) of Chapter 4 and (B.1) on the coefficients,

in [52] it is proved that there exists a unique solution of the problem (5.1.1) with

initial data X0 = xo ∈ Π, which is denoted by {X0
t (xo)}t≥0.

Lemma 5.1.1 Let us suppose that assumptions (A.1), (A.2) and (B.1) hold.

Then the solution X to
s (x) of (5.1.1) with initial data X to

to (x) ∈ Π verifies X to
s (x) ∈ Π

a.s. for all s ≥ to ≥ 0.

Proof. By the assumptions on the coefficients, the solution of the ith component of

equation (5.1.1) exists and it is unique in probability [72]. By Ito’s formula, omitting

the dependence of the coefficients on (Xt, t),

d(logX i
t) =

[
bi +

n∑

j=1

(
ln(1 + βi

j(z)) − βi
j(z)

)
νj(dz) − 1

2

m∑

j=1

σi
j

2
]
dt

+
m∑

j=1

σi
jdW

j
t +

n∑

j=1

∫

E

ln(1 + βi
j(z))Ñ

j(dt, dz).
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Integrating over [t, s] and taking the exponential we get

(X to
s )i(x) =X to

to exp
{∫ s

to

[
bi − 1

2

m∑

j=1

σi
j

2
+

n∑

j=1

∫

E

(
log(1 + βi

j(τ,Xτ , z)) − βi
j(z)

)
νj(dz)

]
dτ

+
m∑

j=1

σi
jdW

j
τ +

n∑

j=1

∫ s

t

∫

E

(
log(1 + βi

j(z)) − βi
j(z)

)
Ñ j(dτ, dz)

}
.

Then, as X t
t ∈ Π by assumption, the lemma is proved.

Proposition 5.1.2 Let X t
s(x) be the solution of problem (5.1.1). For all p ≥ 0 and

any terminal time T > 0 there exists a constant k = k(p,c, T ) such that for all

s, t ∈ [0, T ] and x, y ∈ (R+)n the following hold:

E[|X t
s(x)|p] ≤ k(1 + |x|p),

E[|X t
s(x) − x|p] ≤ k(1 + |x|p)(s− t)

p
2 ,

E
[

sup
0≤τ≤s

|X t
τ (x) − x|

]p

≤ k(1 + |x|p)(s− t)
p
2 ,

E[|X t
s(x) −X t

s(y)|p] ≤ k|x− y|p.

Proof. These estimates follow as in [101, Lemma 3.1] and [52, Th.2.2, Th.2.3].

5.1.1 Existence and uniqueness of a solution for a BSDE.

We introduce the following spaces:

S2 = {Yt an Ft − adapted processes, càdlàg, 0 ≤ t ≤ T such that

||Y ||S2 =
∣∣∣
∣∣∣ sup

0≤t≤T
|Yt|

∣∣∣
∣∣∣
L2(Ω)

< +∞}.
L2(W ) = {Zt an Ft − progressively measurable such that

||Z||L2(W ) =
(
E

[ ∫ T

0

|Zt|2dt
]) 1

2 ≤ +∞}.
L2(Ñ) = {U : Ω × [0, T ] × E → Rn, measurable, such that

||U ||L2(Ñ) =
(
E

[ ∫ T

0

∫

E

Ut(z)
2ν(dz)dt

]) 1
2 ≤ +∞}.

B2 = S2 × L2(W ) × L2(Ñ),

where we say that a process Yt is càdlàg if it is continuous from the right and has

limits from the left.

The following result is a combination of results in [111, Lemma 2.4], [98, Prop. 2.2]

and [97].
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Theorem 5.1.3 Let G ∈ L2(Ω,FT ,P) and f : Ω×[0, T ]×R+×Rm×L2(E, ν;Rn) →
R be progressively measurable with respect to all its variables and satisfy:

E
[ ∫ T

0

|ft(0, 0, 0)|2dt
]
< +∞,

and there exists k > 0 such that

|ft(y, ζ, q) − f(y′, ζ ′, q′)| ≤ k
(
|y − y′| + |ζ − ζ ′| + ||u− u′||L2(E)

)
,

for all 0 ≤ t ≤ T and y, y′ ∈ R, ζ, ζ ′ ∈ Rm, q, q′ ∈ L2(E, ν;Rn). Then there exists a

unique triple (Y, Z, U) ∈ B2 which solves the BSDE:

Yt = G+

∫ T

t

fs(Ys, Zs, Us)ds−
∫ T

t

ZsdWs −
∫ T

t

∫

E

Us(z)Ñ(ds, dz), (5.1.2)

for 0 ≤ t ≤ T .

We point out that the comparison result in [12] can be extended to the present

case.

Proposition 5.1.4 Let us consider a progressively measurable function h : Ω ×
[0, T ] × R× Rm × Rn → R satisfying

E
[ ∫ T

0

|h(ω, t, 0, 0, 0)|2dt
]
< +∞,

h is globally Lipschitz continuous uniformly with respect to (ω, t) ∈ Ω × [0, T ], and

q → h(t, y, ζ, q) is non decreasing for all (t, y, ζ) ∈ [0, T ] × R× Rm.

Moreover, let γ : Ω × [0, T ] × E −→ Rn×n be a measurable function satisfying

assumption (A.4.i). Let us define

f(ω, t, y, ζ, φ) = h
(
ω, t, y, ζ,

∫

E

φ(z)γ(ω, t, z)ν(dz)
)

for all (ω, t, y, ζ, φ) ∈ Ω × [0, T ] × R× Rm × (L2(E, ν))n. Here we use the notation
∫

E

φ(z)γ(ω, t, z)ν(dz) =
( ∫

E

φ1(z)γ
1(ω, t, z) · ν(dz), . . . ,

∫

E

φn(z)γ
n(ω, t, z) · ν(dz)

)
.

With G,G′ ∈ L2(Ω,FT ,P), let (Y, Z, U) and (Y ′, Z ′, U ′) be the unique solutions of

(5.1.2) corresponding respectively to G and G′. If G ≤ G′ then

Yt ≤ Y ′
t , for all 0 ≤ t ≤ T.
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This monotonicity result can be proved using Ito’s formula, following the argu-

ment of the proof of the comparison principle for BSDEs without jumps, see [97].

In the following we analyze the case where both G and, for each t, y, ζ and q, the

process {fs(y, ζ, q), t ≤ s ≤ T} are given function of the stochastic process X t
s(x).

Let us suppose that

g : Π → R, f : ΠT × R× Rm × Rn → R

verify the following conditions:

(B.2) there exist a positive constant c and an integer p such that, for all (x, t) ∈ ΠT ,

|f(x, t, 0, 0, 0)| ≤ c(1 + |x|p) |g(x)| ≤ c(1 + |x|p).

(B.3) f = f(x, t, y, ζ, q) and g are globally Lipschitz in (y, ζ, q), uniformly in (x, t);

(B.4) for each (x, t, y, ζ) ∈ ΠT × R× Rm the function

q 7→ f(x, t, y, ζ, q)

is nondecreasing.

(B.5) there exists a continuous function γ = (γ1, . . . , γn) : ΠT ×E −→ Rn such that

|γj(x, t, z) − γj(x′, t, z)| ≤ c|x− x′|(1 ∧ |z|2)

for all (x, z) ∈ Π × E uniformly with respect to t, j = 1, . . . ,n.

Moreover, we introduce some additional assumptions that shall be useful when prov-

ing the existence of a solution:

(B.6) there exists a modulus of continuity ωR(·) such that, for all t ∈ [0, T ], x, x′ ∈
Π ∩B(0, R), |y| ≤ R, ζ ∈ Rm, q ∈ Rn, R > 0

|f(x, t, y, ζ, q) − f(x′, t, y, ζ, q)| ≤ ωR(|x− x′|(1 + |ζ|)).

Let us consider the following BSDE:

Y t
s (x) = g(X t

T (x)) +

∫ T

s

f
(
X t

τ (x), τ, Y
t
τ (x), Zt

τ (x),

∫

E

U t
τ (x, z)γ(X

t
τ (x), τ, z)ν(dz)

)
dτ

−
∫ T

s

Zt
τ (x)dWτ −

∫ T

s

∫

E

U t
τ (x, z)Ñ(dτ, dz), t ≤ s ≤ T. (5.1.3)

Arguing as in [12, Corollary 2.3] and using Theorem 5.1.3, Lemma 5.1.1 and Propo-

sition 5.1.2, the following theorem can be proved.
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Theorem 5.1.5 For each (x, t) ∈ ΠT the BSDE (5.1.3) has a unique solution

(Y t(x), Zt(x), U t(x, ·)) ∈ B2,

and (x, t) 7→ Y t
t (x) is a deterministic mapping from ΠT into R.

Let us define

u(x, t) := Y t
t (x). (5.1.4)

This deterministic function has the following properties:

Theorem 5.1.6 Under assumptions (B.1)-(B.5) the function u : ΠT → R is con-

tinuous. Moreover, there exist constants c and p such that:

|u(x, t)| ≤ c(1 + |x|p) (x, t) ∈ ΠT .

In addition, if g and f(·, t, y, ζ, q) are uniformly continuous, uniformly w.r.t. (t, y, ζ, q)

and are bounded, then u is uniformly continuous and bounded.

Proof. We first establish the growth of u, and then that u is Lipschitz continuous.

As the solution X t
s(x) of (5.1.1) remains inside ΠT , omitting the dependence on the

starting point x, by repeating the arguments of [12, Prop. 2.2] we find that

||(Y, Z, U)||2B2 ≤ cE
[
|g(X t

s)|2+
∫ T

0

∣∣∣f
(
X t

τ , τ, Y
t
τ , Z

t
τ ,

∫

E

U t
τ (·, z)γ(X t

τ , τ, z)ν(dz)
)∣∣∣

2

ds
]
.

Using the assumptions (B.2) we obtain

|u(x, t)| ≤ ||(Y, Z, U)||B2 ≤ c(T )(1 + |x|p)
The proof of the Lipschitz continuity of u follows as in [12, Prop. 2.5]. Define

Ŷ t
s (x) =

{
Y t

t (x) 0 ≤ s ≤ t,
Y t

s (x) s > t.

It follows that

|Ŷ t
t (x) − Ŷ t′

t′ (x′)|2 = |Ŷ t
0 (x) − Ŷ t′

0 (x′)|2 ≤ ||(Ŷ , Ẑ, Û)||2B2

≤ cE
[
|g(X t

T (x)) − g(X t′
T (x′))|2

+

∫ T

0

|1[t,T ](s)f
(
X t

s(x), s, Y
t
s (x), Zt

s(x), U
t
s(x, z)

)

−1[t′,T ]f
(
X t′

s (x′), s, Y t′
s (x′), U t′

s (x′, z)
)
|ds

]

≤ k
(
(1 + |x|2)2(t− t′) + |x− x′|2

)
,

where we have used the assumptions (B). Moreover, if we assume that both g and

f are uniformly continuous, then we can prove that u is uniformly continuous.
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5.1.2 Integro–differential equation. Existence and unique-
ness.

We now prove that the function u(x, t) introduced in (5.1.4) provides a viscosity

solution for an integro–partial differential equation with terminal condition g(x)

and Hamiltonian

H(x, t, u,xDu,xD2uxT , Iu,J u) = −1

2
tr

[
σσTxD2uxT

]
− bxDu (5.1.5)

−
n∑

j=1

Jju− f(x, t,xDuσ, I1u, . . . , Inu),

Jju(x, t) =

∫

E

[
u(x+ xβj(x, z), t) − u(x, t) − xβj(x, z)Du(x, t)

]
νj(dz),

Iju(x, t) =

∫

E

[u(x+ xβj(x, t, z), t) − u(x, t)] γj(x, t, z)νj(dz),

and the coefficients b, σ, β and γ satisfy all the assumptions in (A)-(B).

It will be shown that this problem can be considered as a particular case of the

problem (4.0.1)-(4.0.2) where uT (x) = g(x). The techniques of Section 4.2 can easily

be applied to this case even if the Hamiltonian depends explicitly on two integro

operators, namely J u and Iu. This is not a complication, as it is explained in

Remark 4.2.6 and in the introduction.

In the next theorem we show the link between (5.1.3)-(5.1.4) and (4.0.1) by

proving that the unique solution of the stochastic problem is a viscosity solution of

the integro–partial differential problem.

Theorem 5.1.7 The function u(x, t) = Y t
t (x), (x, t) ∈ ΠT , is a viscosity solution

of (4.0.1) with terminal condition (4.0.2).

Proof. We have previously shown that u(x, t) is deterministic, is continuous, and

has polynomial growth. Moreover, it is easily seen that u satisfies the terminal

condition

u(x, T ) = Y t
T (x) = uT (X t

T (x)) = uT (x).

We will show that u is a subsolution, the supersolution case being similar.

Let φ ∈ C2(ΠT ), (x, t) be a global maximum point for u− φ such that u(x, t) −
φ(x, t) = 0. For simplicity, we suppose that φ has the same polynomial growth as

u. It is easy to see that

Y t
s (x) = Y s

s (X t
s(x)) = u(X t

s(x), s).
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Choose now h > 0 such that t+ h < T . Omitting for simplicity the dependence

on the starting point x, for t ≤ s ≤ t+ h we obtain

Y t
s = u(X t

t+h, t+ h) +

∫ t+h

s

f
(
X t

τ , τ, Y
t
τ , Z

t
τ ,

∫

E

U t
τ (x, z)γ(X

t
τ , z)ν(dz)

)
dτ

−
∫ t+h

s

Zt
τdWτ −

∫ t+h

s

∫

E

U t
τ (x, z)Ñ(dτ, dz).

Still omitting the dependence on x, consider now the following process

Y
t

s = φ(X t
t+h(x), t+ h) +

∫ t+h

s

f
(
X t

τ , τ, Y
t

τ , Z
t

τ ,

∫

E

U
t

τ (x, z)γ(X
t
τ , z)ν(dz)

)
dτ

−
∫ t+h

s

Z
t

τdWτ −
∫ t+h

s

∫

E

U
t

τ (x, z)Ñ(dτ, dz).

As (x, t) is a global maximum point, from Proposition 5.1.4, comparison holds

Y
t

s(x) ≥ Y t
s (x), t ≤ s ≤ t+ h.

In particular, for s = t there holds

Y
t

t(x) ≥ u(x, t) = φ(x, t).

Let us now define

ψ(y, s) = ∂sφ(y, s) +
1

2
tr

[
σ(y, t)σ(y, t)TyD2φ(y, s)yT

]
+ b(y, s)yDφ(y, s)

+
n∑

j=1

Jjφ(y, s),

Φj(y, s, z) = φ(y + βj(y, s, z), s) − φ(y, s),

with Φ(y, s, z) = (Φ1(y, s, z), . . . ,Φn(y, s, z)) ∈ Rn. By the generalized Ito’s formula,

φ(X t
s(x), s) = φ(X t

t+h(x), t+ h) −
∫ t+h

s

ψ(X t
τ (x), τ)dτ

−
∫ t+h

s

Xt
τ (x) · Dφ(X t

τ (x), τ)σ(X t
τ (x), τ)dWτ −

∫ t+h

s

∫

E

Φ(τ,X t
τ (x))Ñ(dτ, dz).

Let us now define the new processes

Ŷ t
s (x) := Y

t

s − φ(X t
s(x), s),

Ẑt
s(x) := Z

t

s(x) − Xt
sDφ(X t

s(x), s)σ(X t
s(x), s),

Û t
s(x, z) := U

t

s(x, z) − Φ(X t
s(x), s, z).
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Then the triplet (Ŷ , Ẑ, Û) is the solution of the following BSDE:

Ŷ t
s (x) =

∫ t+h

s

[
f
(
X t

τ (x), τ, Y
t

τ (x), Z
t

τ (x),

∫

E

U
t

τ (x, z)γ(X
t
τ (x), z)ν(dz)

)

+ψ(τ,X t
τ (x))

]
dτ −

∫ t+h

s

Ẑt
τ (x)dWτ −

∫ t+h

s

∫

E

Û t
τ (x)Ñ(dτ, dz).

Using standard techniques it is easy to prove that

E[|Ŷ t
s |2] + E

[ ∫ t+h

s

|Ẑt
τ |dτ

]
+ E

[ ∫ t+h

s

∫

E

|Û t
τ (z)|2ν(dz)dτ

]

≤ 2E
[ ∫ t+h

s

|Ŷ t
τ |

∣∣∣f
(
X t

τ (x), τ, Y
t

τ (x), Z
t

τ (x),

∫

E

U
t

τ (x, z)γ(X
t
τ (x), z)ν(dz)

)

+ψ(X t
τ (x), τ)

∣∣∣dτ
]

≤ 2kE
[ ∫ t+h

s

(
|Ŷ t

τ | + |Ŷ t
τ |2

)
dτ

]
,

where we have used (B.3) for f and the polynomial growth of φ. Using now as-

sumptions (B) and Proposition 5.1.2 we obtain

E[|Ŷ t
s |2] ≤ 3k

(
h+ E

[ ∫ t+h

s

|Ŷ t
τ |2dτ

])
.

By Gronwall’s lemma,

E[|Ŷ t
τ |2] ≤ kh,

for some k > 0. In the same way, if 0 < h < 1, we obtain

1

h

(
E

[ ∫ t+h

s

|Ẑt
τ |2dτ

]
+ E

[ ∫ t+h

s

∫

E

|Û t
τ (z)|2ν(z)dτ

])
≤ k

√
h.

Let us suppose now that it holds

∂tφ(x, t) −H(x, t, u(x, t),xDφ(x, t),xD2φ(x, t)xT ,J φ(x, t), Iφ(x, t)) < 0.

Omitting the dependence of ψ and φ on (X t
τ (x), τ), let us define

ξh :=
1

h
E

[ ∫ t+h

t

[
ψ + f

(
X t

τ (x), τ, φ,Dφσ, Iφ
)]
dτ

]
.

From the previous hypotheses there exist δ > 0 and h > 0 such that for all 0 < h ≤ h:

ξh ≤ −δ < 0.
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Remembering the definition of Ŷ t
s (x), that (x, t) is a global maximum point for u−φ

and the monotonicity of the solution of (5.1.2) with respect the initial data, we have

Ŷ t
t (x) = Y

t

t(x) − φ(x, t) ≥ u(x, t) − φ(x, t) = 0.

Therefore, omitting the dependence on the starting point x,

0 ≤ 1

h
Ŷ t

t =
1

h
E

[ ∫ t+h

t

[
ψ(X t

τ , τ) + f
(
X t

τ , τ, Y
t

τ , Z
t

τ ,

∫

E

U
t

τγ(X
t
τ , z)ν(dz)

)]
dτ

]
.

Then, still omitting the dependence on x, for 0 < h ≤ h we have

δ ≤ 1

h
Ŷ t

t − ξh =
1

h
E

[ ∫ t+h

t

[
f
(
X t

τ , τ, Y
t

τ , Z
t

τ ,

∫

E

U
t

τγ(X
t
τ , z)ν(dz)

)

−f
(
X t

τ , τ, φ(X t
τ , τ), (Dφσ)(X t

τ , τ), Iφ(X t
τ , τ)

)]
dτ

]

≤ k

h
E

[ ∫ t+h

t

(
|Ŷ t

τ | + |Ẑt
τ | +

( ∫

E

|Û t
τ (z)|2ν(dz)

)2)
dτ

]
≤ k[c1h+ c2

4
√
h] ≤ c

4
√
h,

which is a contradiction. Hence we must have

−∂tφ(x, t) +H(x, t, u(x, t),xDφ(x, t),xD2φ(x, t)xT ,J φ(x, t), Iφ(x, t)) ≤ 0,

which means that u is a subsolution.

Using the result of Section 4.2 we also have the uniqueness of the solution of the

integro–partial differential problem.

Theorem 5.1.8 Let us suppose that assumptions (B) hold. Then the function

u(x, t) defined in (5.1.4) is the unique viscosity solution of the integro–partial dif-

ferential problem (4.0.1)-(4.0.2), with Hamiltonian (5.1.5) and terminal data g(x).

The viscosity solution u has the same polynomial growth as the function f and the

terminal data g(x).

Proof. By Corollary 4.2.15 it suffices to verify the assumptions (A.1)-(A.3) of

Section 4.2 for the Hamiltonian (5.1.5). As a consequence of the presence of the

integral term Iu, we also have to take into account assumption (A.4), as explained

in Remark 4.2.6. This does not introduce new difficulties and follows straightforward

from (B). This proves the result.
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5.2 The pricing problem.

In this section we apply the results from Sections 4.2 and 5.1 to the pricing of

European and American derivatives in Lévy markets. To this end, let us consider n

Lévy processes with the following dynamics

dLi
t = µi(t)dt+

m∑

j=1

σi
j(t)dW

j
t +

n∑

j=1

∫

|z|<1

ηi
j(t)z

jÑ j(dt, dz)

+
n∑

j=1

∫

|z|≥1

ηi
j(t)z

jN j(dt, dz), i = 1, . . . ,n,

where σ(t) ∈ Rn×m matrix, 1 ≤ m ≤ n, η(t) ∈ Rn×n. Moreover we assume that

µ, σ satisfy the assumption (B.1), while η is such that η · z satisfy assumption

(A.2) Consider a financial market where the risk-free asset, Bt, and the risky assets,

Xt = (X1
t , . . . , X

n
t ), evolve according to

{
Bt = ert,

X i
t = eLi

t , i = 1, . . . ,n,
(5.2.1)

where r > 0 and t > 0. By the generalized Ito’s formula, the Xt dynamics are given

by (5.1.1) with parameters b(Xt, t) ∈ Rn, σ(Xt, t) ∈ Rn×m, β(Xt, t, z) ∈ Rn×n taking

the following form

bi(Xt) = µi +
1

2

m∑

j=1

(σi
j)

2 +
n∑

j=1

∫

E

(
eηi

jzj − 1 − ηi
jz

j1|z|<1

)
νj(dz),

σ(Xt) = σ,

βi
j(Xt, z) = eηi

jzj − 1,

where, for simplicity, we have omitted the t dependence.

In the following we shall assume that the coefficients b, σ verify assumption

(B.1), β and the measures ν = (ν1, . . . , νn) verify assumptions (A.2) and (A.1) of

Section 4.2 respectively, and that the interest rate r is bounded from below.

The presence of the jump components in the price dynamics makes the market

incomplete. Here we assume to be in an equivalent martingale setting. This as-

sumption can be made without loss of generality, as it has been proved in Chapter

2, Proposition 2.2.5

We conclude that if a change of measure is needed, the Xt dynamics with respect

to the new measure are still given by (5.1.1), modulo a change in the drift coefficient:

(bQ)i(Xt, t) = µi +
1

2

m∑

j=1

(σi
j)

2(t) +
m∑

j=1

σi
jα

j
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+
n∑

j=1

∫

E

[
eηi

j(t)z
j − 1 − ηi

j(t)z
i
j1|z|<1

]
kj(z)νj(dz),

and with a new compensated martingale measure ÑQ. We point out that the coef-

ficient bQ still satisfies assumption (B.1).

In an equivalent martingale setting, the discounted prices of the assets are mar-

tingales, and therefore the parameters have to satisfy

bi(Xt, t) − r = 0, for all i = 1, . . . ,n.

5.2.1 The European derivatives.

Consider the price u(Xt, t) of a European derivative constructed on the assets Xt

with maturity T and payoff u(XT , T ) = uT (XT ). By the generalized Ito formula,

this price solves the following BSDE

u(Xt, t) = e−r(T−t)uT (XT ) +

∫ T

t

[
− re−r(s−t)u(Xs, s)

]
ds (5.2.2)

−
∫ T

t

e−r(s−t)XsDuσ(s)dWs −
∫ T

t

∫

E

e−r(s−t)
[
u(Xse

η(s)z, s) − u(Xs, s)
]
Ñ(ds, dz).

Proposition 5.2.1 The price u of a European derivative with maturity T and payoff

uT is a viscosity solution of the following equation

−∂tu+H
(
x, t, u,xDu,xD2uxT ,J u

)
= 0, (5.2.3)

with terminal condition uT (x), x ∈ Π. Here

H
(
x, t, u,xDu,xD2uxT ,J u

)
= −1

2
tr

[
σσTxD2uxT

]
− bxDu+ ru−

n∑

j=1

Jju

and

Jju(x, t) =

∫

E

[
u(xe(ηz)j , t) − u(x, t) − x

(
eηz − 1n

)
Du

]
νj(dz).

where 1n is the n-dimensional vector (1, . . . , 1).

Proof. This result is a consequence of the theory presented in Section 5.1, since we

have the following identifications:

Y t
s (x) = e−r(s−t)u(X t

s(x), t),
Zt

s(x) = e−r(s−t)Xt
s(x)Duσ(t),

U t
s(x, z) = e−r(s−t)

(
u(Xt

s(x)e
η(t)z, t) − u(X t

s(x), t)
)
,

f(Xt, t, Yt, Zt, Ut) = −rYt.
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We can now state the following result:

Theorem 5.2.2 There exists a unique viscosity solution u(x, t) of (5.2.3) with ter-

minal data u(x, T ) = uT (x). Moreover, u(x, t) is given as the solution of the BSDE

(5.2.2).

Proof. We have just shown that the pricing problem can be formulated as a special

case of the more general problem described in Section 5.1. Hence to prove that a

solution in the viscosity sense exists and is unique, we need only to check that it sat-

isfies the assumptions of Sections 4.2 and 5.1. Moreover, the present integro–partial

differential equation does not depend on the integro operator Iu, and therefore its

study reduces exactly to Corollary 4.2.15 and Theorem 5.1.7. Assumptions (B) are

easily checked as r is supposed to be bounded from below. To prove uniqueness

it suffices to verify that the Hamiltonian H satisfies assumption (A.3). Assump-

tions (A.1.i)− (A.1.iii) are consequences of (B), of the boundedness of r and of the

linearity of the Hamiltonian H with respect to its arguments.

To check assumption (A.3.iv), suppose x, y ∈ Q(r), t ∈ [0, T ], u ∈ [−R,R],

J ∈ R, and M,N ∈ Sn satisfy
(
M 0
0 −N

)
≤ 3

ε

(
I −I
−I I

)
.

Then

H(x, t, u,
1

ε
x(x− y),xMxT ,J ) −H(y, t, u,

1

ε
y(x− y),yNyT ,J )

≥ − 3

2ε
tr(σσT )|x − y|2 − 1

2
(x− y)(x − y)

(
µ+ σσT

)
,

and the calculations are carried out as in [34, Example 3.6].

5.2.2 The American derivatives.

Let us suppose we are in a market described by (5.2.1) and that we are equipped

with an equivalent martingale measure. Let us consider an American derivative

with maturity T and exercise price uT . For the general theory about the market of

American derivatives and the related control problem we refer to [48, 72, 76].

We recall that the optimal stopping time for this problem is the random variable

τ ∗ = inf{t ∈ [0, T ) such that u(Xt, t) = uT (Xt)}.

Let Tt,T denote the set of all stopping times between t and T . The price of the

American derivative is given by the BSDE

u(x, t) = sup
τ∈Tt,T

E
[
e−r(τ−t)uT (Xτ )

∣∣∣Ft

]
. (5.2.4)
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The related integro–partial differential equation is

min
(
− ∂tu+H

(
x, t, u,xDu,xD2uxT ,J u

)
, u− uT

)
= 0, (5.2.5)

for (x, t) ∈ ΠT , with terminal data

u(x, T ) = uT (x), (5.2.6)

for x ∈ Π. We intend to show that the function u defined in (5.2.4) is a viscosity

solution of the integro–partial differential equation (5.2.5).

We recall here a definition of viscosity solutions that is suitable for the obstacle

problem (5.2.5)-(5.2.6). It is the analogue of Definition 3.1.9 for pure differential

problems.

Definition 5.2.3 An upper semicontinuous function u : ΠT → R is a viscosity

subsolution of equation (5.2.5) if

−∂tu+H(x, t, u,xDu,xD2uxT ,J u) ≤ 0,

in the viscosity sense for all (x, t) ∈ ΠT such that u(x, t) > uT (x).

A lower semicontinuous function u : ΠT → R is a viscosity supersolution of

equation (5.2.5) if

−∂tu+H(x, t, u,xDu,xD2uxT ,J u) ≥ 0,

in the viscosity sense for all (x, t) ∈ ΠT such that u(x, t) ≥ uT (x) and the parabolic

subjet P− = ∅ for all (x, t) ∈ (R+)n × [0, T ] such that u(x, t) < uT (x).

If, in addition,

u(x, T ) ≤ uT (x) (respectively, ≥ ),

for all x ∈ Π, then u is a viscosity subsolution (respectively, viscosity supersolution)

of the obstacle problem (5.2.5)-(5.2.6).

An arbitrary function u : ΠT → R is a viscosity solution for the obstacle problem

(5.2.5)-(5.2.6) if the upper and lower semicontinuous envelopes of u are sub- and

supersolutions, respectively.

Because of Lemma 5.1.1, the Dynamic Programming Principle (DPP) established

in [101, Prop. 3.1 and Prop. 3.2] holds for our problem (5.2.5)-(5.2.6). Hence the

following results can be proved along the lines of [101, Prop. 3.3] and [101, Th. 3.1].

Proposition 5.2.4 Under assumptions (B) of Section 5.1, u ∈ C0(ΠT ). In particu-

lar there exists a constant c > 0 such that for all t, s ∈ [0, T ] and for all x, y ∈ (R+)n

|u(x, t) − u(y, s)| ≤ c
[
(1 + |x|)|t− s| 12 + |x− y|

]
.
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Proof. This result is a consequence of the DPP. It can be proved along the lines of

[101] and proceeding as in Proposition 5.1.6.

Theorem 5.2.5 Under assumptions (B) of Section 5.1 the function u in (5.2.4) is

a viscosity solution of (5.2.5)-(5.2.6).

Proof. We divide the proof in two steps, proving at first that u is a supersolution

and afterwards that it is a subsolution.

Let φ ∈ C2(ΠT ) and suppose that (x, t) ∈ ΠT is a global minimum point of u−φ

such that (u− φ)(x, t) = 0. By definition, for t < h < T

u(x, t) ≥ E
[
e−r(h−t)u(X t

h(x), h)

+

∫ h

t

e−r(s−t)f(X t
s(x), s, u(X

t
s(x), s),X

t
s(x)Du(X t

s(x), s))ds
]
.

Subtracting φ(x, t) and using the hypotheses

0 ≥ E
[
e−r(h−t)φ(X t

h(x), h) − φ(x, t)

+

∫ h

t

e−r(s−t)f(X t
s(x), s, u(X

t
s(x), s),X

t
s(x)Du(X t

s(x), s))ds
]
.

On the other hand, applying Ito’s formula to e−rtφ(Xt, t) we obtain

1

h
E

[ ∫ h

t

(
∂tφ−H(X t

s(x), s, φ,X
t
sDφ,Xt

sD2φXt
s
T
,J φ)

)
ds

]
≤ ω(h− t),

where ω is a modulus of continuity and the function φ is evaluated at (X t
s(x), s).

Sending now h to t we obtain

−∂tφ(x, t) +H(x, t, u(x, t),xDu(x, t),xD2u(x, t)xT ,J u(x, t)) ≥ 0.

On the other hand, by definition of American option we have

u(x, t) ≥ uT (x),

and therefore we have proved the viscosity supersolution inequality.

To prove that u is a subsolution we shall use the equivalent definition of u by the

DPP. Let φ ∈ C2(ΠT ) and suppose that (x, t) ∈ ΠT is a global maximum point of

u−φ such that (u−φ)(x, t) = 0. By definition we already know that u(x, t) ≥ uT (x).

Let us suppose that the equality is met, then the subsolution inequality is obvi-

ously satisfied and we are done. On the contrary, suppose that the strict inequality

holds and define

ε =
u(x, t) − uT (x)

2
> 0



The pricing problem. 123

and the related stopping time

τ ε
x,t = inf{t ≤ s ≤ T, u(X t

s(x), s) ≤ uT (X t
s(x)) + ε}.

Using [101, Prop. 3.2], for all h > t we have

u(x, t) = E
[
e−r(h∧τε

x,t−t)u(h ∧ τ ε
x,t, X

t
h∧τε

x,t
(x))

+

∫ h∧τε
x,t

t

e−r(s−t)f(X t
s(x), s, u,X

t
sDu)ds

]
,

where the function u in the integral part is evaluated in (X t
s(x), s). Subtracting

φ(x, t), as (x, t) is a maximum point, we get

0 ≤ 1

h− t
E

[
e−r(h∧τε

x,t−t)φ(h ∧ τ ε
x,t, X

t
h∧τε

x,t
(x)) − φ(x, t)

+

∫ h∧τε
x,t

t

e−r(s−t)f(X t
s(x), s, u(X

t
s(x), s),X

t
s(x)Du(X t

s(x), s))ds
]
.

As before, using Ito’s formula on e−rtφ(Xt, t) and properties of the process Xt we

obtain

ω(h− t) ≤ 1

h− t
E

[ ∫ h∧τε
x,t

t

(
∂tφ−H(X t

s(x), s, φ,X
t
sDφ,Xt

sD2φXt
s
T
,J φ)

)
ds

]

≤ sup
t≤s≤h∧τε

x,t

(
∂tφ(x, s) −H(x, s, φ(s, x),xDφ,xD2φxT ,J φ(s, x))

)

×E
[h ∧ τ ε

x,t − t

h− t

]
,

where the function φ on the first line is evaluated at (X t
s(x), s). To estimate the

last quantity we shall use the definition of τ ε
x,t. Consider the function ũ(x, s) =

u(x, s)−uT (x), and note that this function has the same properties as u. Moreover,

P [τ ε
x,t ≤ h] ≤ P

[
sup

t≤s≤h
|ũ(X t

s(x), t) − ũ(x, t)| ≥ ε
]

≤ 1

ε2
E

[
sup

t≤s≤h
|ũ(X t

s(x), t) − ũ(x, t)|
]2

≤ c

ε2
E

[
(1 + |x|)(h− t)

1
2 + sup

t≤s≤h
|X t

s(x) − x|
]2

≤ c′(h− t).

Sending h to t we obtain

0 ≤ ∂tφ(x, t) −H(x, t, φ(x, t),xDφ(x, t),xD2φ(x, t)xT ,J φ(x, t)),

which is the desired subsolution inequality.



124 Lévy markets: Financial applications.

The uniqueness of the viscosity solution of the obstacle problem (5.2.5)-(5.2.6)

does not follow immediately from the results in Section 4.2, as the obstacle problem

is not directly included in the class described by (4.0.1)-(4.0.2). However, as is well

known, a comparison principle for an obstacle problem can be easily established

starting off from the corresponding comparison principle for the problem without

an obstacle, see, for example, [3, 4, 2, 101].

Theorem 5.2.6 Suppose that assumptions (B) hold. Then the function u given by

(5.2.4) is the unique viscosity solution of the problem (5.2.5)-(5.2.6).

Proof. The proof is an extension of Theorem 4.2.14 to the obstacle problem case.

Let us define ũ and ṽ as in (4.2.2)-(4.2.3) respectively. We would like to prove

the comparison result

ũ ≤ ṽ on Π̃ × [0, T ],

arguing by contradiction. Let us suppose that

M = sup
(x,t)∈Π̃×[0,T ]

{
ũ(x, t) − ṽ(x, t)

}
> 0.

An a priori bound on M is not given, therefore we proceed with the approximated

function

ũδ(x, t) = ũ(x, t) − δho(x), ṽδ(x, t) = ṽ(x, t) + δho(x).

Defining the function

Ψδ(x, t) = ũδ(x, t) − ṽδ(x, t), (x, t) ∈ Π̃ × [0, T ],

it can be proved that there exists an infinitesimal sequence of parameters δ = δ(n)

such that (xδ, tδ) is a maximum point for Ψδ, and, as δ → 0,

ũδ(xδ, tδ) − ṽδ(xδ, tδ) → M, δho(xδ) → 0.

Using Definition 5.2.3, Lemma 4.2.16 holds even in the case of the obstacle

problem. To get the desired contradiction, we double the x variable and consider

the function

(x, y, t) 7→ ũδ(x, t) − ṽδ(y, t) − ψ(x, y),

where ψ(x, y) is defined in (4.2.11). Using classical arguments in the theory of

viscosity solutions, for any fixed δ, ε > 0, this function attains its maximum at the

point (xε
δ, y

ε
δ , t

ε
δ) ∈ Π̃2× [0, T ] such that

xε
δ, y

ε
δ → xδ, tεδ → tδ,

1

2ε
|xε

δ − yε
δ |2 → 0,
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ũδ(x
ε
δ, t

ε
δ) − ṽδ(y

ε
δ , t

ε
δ) → ũδ(xδ, tδ) − ṽδ(yδ, tδ),

as ε→ 0. Hence we can suppose, without loss of generality, that for all δ, ε > 0

xε
δ, y

ε
δ ∈ Q(rδ), tεδ < T,

|uδ(x
ε
δ, t

ε
δ)|, |vδ(y

ε
δ , t

ε
δ)| ≤ Rδ, ũδ(x

ε
δ, t

ε
δ) − ṽδ(y

ε
δ , t

ε
δ) > 0,

where rδ > 1 and Rδ > 0 do not depend on ε. To simplify notations in what follows,

the indices δ, ε are replaced with an over-bar and time dependence is omitted.

By an extension of Lemma 4.2.16, ũδ, ṽδ solve

min
(
− ∂tũδ +H(x, t, ũδ,xDũδ,xD2ũδx

T ,J ũδ) + δho(x) − 2ω(dδho(x)),

ũδ(x, t) − uT (x)
)

= 0,

min
(
− ∂tṽδ +H(x, t, ṽδ,xDṽδ,xD2ṽδx

T ,J ṽδ) − δho(x) + 2ω(dδho(x)),

ṽδ(x, t) − uT (x)
)

= 0,

Proceeding as in Section 4.2 there exist τ ∈ R and symmetric matrices M and N

such that (
M 0
0 −N

)
≤ 3

ε

(
I −I
−I I

)
,

and

min
(
− τ +H

(
x, ũδ,xp,xMxT , Ĵκψ(x, y) + Ĵ κ(ũδ, p)(x)

)

+δho(x) − 2ω(dδho(x)), ũδ(x) − uT (x)
)

≤ 0,

min
(
− τ +H

(
y, ṽ(y), yp,yNyT ,−Ĵκψ(x, y) + Ĵ κ(ṽδ, p)(y)

)

−δho(y) + 2ω(dδho(y)), ṽδ(y) − uT (y)
)

≥ 0,

where p = 1
ε
(x−y). Subtracting the two inequalities yields

min
(
Hκ −G, ũ(x) − ṽ(y)

)
≤ 0,

where

Hκ = H
(
x, ũδ(x),xp,xMxT , Ĵκψ(x, y) + Ĵ κ(ũδ, p)(x)

)

−H
(
y, ṽ(y),yp,yNyT ,−Ĵκψ(x, y) + Ĵ κ(ṽδ, p)(y)

)
,

G = −δ[ho(x) + ho(y)] + 2ω(dδho(x)) + 2ω(dδho(y)).

From now on the proof proceeds as in Section 4.2, and the desired contradiction

M ≤ 0 is obtained.
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5.3 Merton’s problem.

In this section we shall consider the celebrated Merton’s optimal portfolio manage-

ment problem. We consider a market with two securities, a bond whose price evolves

according to

dBs = rBsds,

where r > 0 is the interest rate, and a stock whose price process satisfies

St = S0e
Lt ,

where Lt is a Lévy process, i.e., Lt has independent and stationary increments, is

continuous in probability, càdlàg (continuous from the right, with limit from the

left), and L(0) = 0, see [24]. For such processes we have the Lévy-Khintchine

decomposition

Lt = µt+ σWt +

∫ t

0

∫

|z|<1

z Ñ(ds, dz) +

∫ t

0

∫

|z|≥1

z N(ds, dz),

where µ and σ are constants, Wt is a Wiener process, N(dt, dz) is Poisson random

measure on R+ × R with intensity measure dt × ν(dz), ν(dz) is a σ-finite Borel

measure on R\{0} with the property

∫

R−{0}
(1 ∧ z2) ν(dz) <∞,

and Ñ(dt, dz) = N(dt, dz)−dt×ν(dz) is the compensated Poisson random measure.

We assume Wt and N(dt, dz) are independent stochastic processes. If σ = 0, then

L is said to be a Lévy jump process and if also µ = 0 it is a Lévy pure jump process.

If L has only non-negative increments, then it is a subordinator, see [24]. Under the

additional integrability condition on the Lévy measure

∫

|z|≥1

∣∣ez − 1
∣∣ ν(dz) <∞,

we can write the differential of the stock price dynamics as (using Itô’s Formula [64])

dSt = µ̂St dt+ σSt dWt + St−

∫

R\{0}

(
ez − 1

)
Ñ(dt, dz).

Here we have introduced the short-hand notation

µ̂ = µ+
1

2
σ2 +

∫

R\{0}

(
ez − 1 − z1|z|<1

)
ν(dz).
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Let π(s) be the fraction of wealth invested in the stock at time t. Assume that

there are no transaction costs in the market. The wealth R(t) of the investor is

defined as

R(t) =
π(t)R(t)

S(t)
S(t) +

(1 − π(t))R(t)

B(t)
B(t),

where π(t)R(t)
S(t)

and π(t)R(t)
B(t)

are respectively the number of stocks and bonds owned by

the investor. The self-financing hypothesis gives

dR(t) =
π(t)R(t)

S(t)
dS(t) +

(1 − π(t))R(t)

B(t)
dB(t). (5.3.1)

Inserting the expression for dS(t) and dR(t) into (5.3.1) gives the following dynamics

for the wealth process:

dRs = (πs(µ− r) + r)Rs ds+ πsσRs dWs + πsRs

∫

R−{0}
(ez − 1)Ñ(ds, dz),

with initial wealth R(t) = ρ. The control πs, t ≤ s ≤ T is admissible if it satisfies

c1 Fs -progressively measurable, with Fs = σ{Wu, N(u,A); t ≤ u ≤ s, ν(A) <∞}

c2 E
[ ∫ T

t

π2
s ds

]
<∞.

We denote the set of admissible policies by At.

The value function is defined by

V (t, ρ) = sup
At

E[U(RT )], (5.3.2)

where U : [0,∞) → R is a utility function, i.e., a continuous, nondecreasing, concave,

and sublinearly growing function. For examples and details about the choice of an

utility function see Chapter 1 and the work by Duffie and Epstein [42].

The dynamic programming method reduces the study of the value function to

the study of a nonlinear integro–partial differential Bellman equation:

vt + max
π∈[0,1]

[
(r + (µ̂− r)π)xvx +

1

2
σ2π2x2vxx

+

∫

R\{0}

(
v(x+ πx(ez − 1), t) − v(x, t) − πxvx(x, t)(e

z − 1)
)
ν(dz)

]
= 0,

v(x, T ) = U(x),

(5.3.3)
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for (x, t) ∈ ΠT = (0,∞)× [0, T ). Note that we do not specify a boundary condition

at x = 0. Since clearly (5.3.3) can be written in the form (4.0.1)-(4.0.2), we have

the following theorem:

Theorem 5.3.1 The value function defined in (5.3.2) is non-negative, non-decreasing,

concave, has the same sublinear growth as the utility function, and is uniformly con-

tinuous on [0,∞)× [0, T ], Moreover, V is the unique viscosity solution (in the sense

of Section 4.2) of (5.3.3).

The first part of this theorem follows from arguments that are standard in the

pure PDE setting and, since they can easily be transferred to the integral setting,

we omit them, see instead [118, 48] for similar proofs. Although the value function

is uniformly continuous on [0,∞) × [0, T ], the comparison principle in Section 4.2

for semicontinuous viscosity sub- and supersolutions is very useful for giving simple

convergence proofs for numerical methods for the Merton model, see [34, 48].

We could have also treated Merton’s problem in a multi-asset setting giving raise

to multi-dimensional integro–partial differential equations of the type (4.0.1).



Part III

Numerical approximation of the
integro–differential models for

financial markets
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This part is devoted to the numerical analysis of the problem presented in Part II.

We shall present the numerical approximation of the nonlinear integro–differential

problem

−∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0,

where H is a continuous function of all its arguments and J u and Iu are the

following integro–differential operators:

J u(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)]mx,t(dz),

Iu(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)mx,t(dz),

mx,t(dz) is the jump measure and could depend on the point (x, t).

In the previous chapters we have seen that problems of this form arise in financial

market modeling when the market evolution is expressed in terms of a general Lévy

process.

A great deal has been done for the numerical approximation of viscosity solutions,

starting from [36].

For what concerns nonlinear second order problems, several work has been done

by Barles and alt., [16, 13, 11]: starting from the monotonicity property of the

differential operator and the ordering property of viscosity solutions, they derived a

convergence result for a large class of numerical schemes.

The numerical approximation of nonlinear strongly degenerated integro–differen-

tial parabolic problems is the main objective of our investigation.

The integral term was already considered in [6] in the framework of linear problems

with constant coefficients. The authors proposed to use an operator splitting method

compared with the drawbacks of a pure Crank-Nicholson one. In that context, the

method was shown to be quite effective as it had a lighter computational burden

and allowed to couple the differential part, with an implicit finite difference method,

and the integral part, with an FFT method. The FFT method requires a constant

grid step, however it could diminish the numerical precision of the scheme in some

areas; to overcome this difficulty we can use an asymptotic profile of the solution or

a particular feature of the integral operator. A closer discussion of this method is

done in Chapter 7.

For what concerns bounded jump measures, several work has been done by Forsyth

and alt. [50, 39, 40], where implicit discretization is developed for American deriva-

tives. Particular attention is devoted to the integral term, computed using an iter-

ative method or a FFT method.
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In the unbounded Lévy measure framework, a different approach using variational

inequalities and the semigroup theory in Sobolev spaces with exponential weights

can be found in [89, 115], while an efficient numerical solution using a wavelet

Galerkin discretization can be found in [116, 75, 88]. Another difficulty stems from

the non local nature of the integral term and the possibly unboundedness of the

general Lévy measure. Therefore to deal with the numerical approximation of the

integro–differential problem it is necessary to truncate the problem domain on one

hand and the integral domain on the other.

This part is organized as follows.

In Chapter 6 we present the fundamental result by Barles and Souganidis: in the

paper [16] they showed convergence results for a large class of numerical schemes to

the solution of fully nonlinear second order elliptic or parabolic differential equation

of the form 



∂tu+ F (x, t, u,Du,D2u) = 0,

u(x, 0) = u0(x).

Their theory is a starting point for the numerical approximation of viscosity solution

to nonlinear integro–partial differential problems.

In Chapter 7 we present an original convergence result for monotone consistent

schemes to viscosity solutions of nonlinear integro–differential Cauchy problems,

when the Lévy measure is bounded:




∂tu− LI(x, t, I,D,D2)u+H(x, t,Du, Iu) = 0,

u(x, 0) = u0(x),
(5.3.4)

where u0 is a continuous initial data, LI is a linear degenerate elliptic operator and

H is a nonlinear first order operator. Here Iu is an integral term given by

Iu =

∫

Rn
M(u(x+ z, t), u(x, t))µx,t(dz),

where µx,t is a positive bounded measure andM is a function which is non decreasing

in the first argument, M(u, u) = 0 and such that

M(u, v) −M(w, z) ≤ c((u− w)+ + |v − z|).
We will propose a criterion to select a bounded domain in which calculate the integral

term and a way to control the error we make applying this truncation.

In Chapter 8 we present the extension of the previous results to the general

unbounded Lévy measure:




−∂tu+H(x, t, u,xDu,xD2uxT ,J u, Iu) = 0,

u(x, T ) = uT (x),
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J u and Iu integral operator

J u(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)] ν(dz),

Iu(x, t) =

∫

Rm−{0}

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)ν(dz),

and the Lévy measure ν(dz) satisfying the following integrability condition

∫

E

(1 ∧ |z|2)ν(dz) <∞.

The difficulty in this case stands in the unboundedness of the Lévy measure in a

neighborhood of the origin, which requires another truncation of the integration

domain.

Here, as in the bounded Lévy case, we propose a criterion to select the bounded

integration domain and we estimate the error we incur applying that truncation.

A particular care is needed when calculating the solution near to the boundary

points. A common approach consists in replacing the original problem with an

homogeneous one or to use an asymptotic representation formula of the solution.

In Chapter 7 we propose a different approach analyzing the diffusive effect of the

integral term. With particular attention, this approach can be extended to the

unbounded Lévy measure.

Notations.

We define a numerical grid in Rn × (0, T ) using the following notation:

h = (h1, ..., hn) is the spatial grid size;

k is the time grid size;

(xj, tn) = (jh, nk), j ∈ Z and n ∈ N, are the grid points;

vn
j is the value of the function v, defined on the grid or defined for continuously

varying (x, t), at the grid point (xj, tn);

ṽ is the vector of v values, (vn
j )j for j varying on a subset of Z and n ∈ N.
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Chapter 6

Numerical approximation of
purely differential problems.

In this chapter we would like to give an overview of the convergence results for

degenerate fully nonlinear second order equations, with particular care for problems

arising in Finance Theory. Several work has been done in this field [16, 11, 13] in

the viscosity solution setting.

We shall present a convergence result for the following problem

∂tu+ F (x, t, u,Du,D2u) = 0, (6.0.1)

with an initial data

u(x, 0) = u0(x); (6.0.2)

where u0 ∈ C(Rn) and F ∈ C(Rn× [0, T ]×R×Rn×Sn). These kind of problem arise

in Finance when pricing a derivative in a market driven by a continuous process, like

in the Black and Scholes market [28]. Nonlinearity effects arise when the interest

rate is no more a constant value, but changes as a function of the wealth invested in

the market. Typical examples of nonlinear market are the incomplete market and

the market with large investors, as it has been explained in Chapter 1.

In [16] a convergence result for monotone stable and consistent scheme is given,

provided that suitable assumptions on the pure differential problem hold. The con-

vergence result relies on a passage to the limit in fully nonlinear second order partial

differential equations based only on L∞ estimates and on the notion of viscosity so-

lution.

Furthermore we shall present some simple numerical schemes for the specific

pricing problem examined.

For all the definition and results in viscosity solution theory, we refer to Chapter 3

and [34].
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6.1 Financial examples.

Let us recall the classical Black and Scholes example introduced in Section 1.3

evolving in the risk–neutral probability.

The price of an European call can be given as an expected value of its discounted

payoff:

U(S, t) = E
[
e−r(T−t)(St −K)+

∣∣∣F
]
;

Black and Scholes proved that the function U defined by means of that equality is

a solution of the following partial differential equation on R+ × (0, T )

−∂tU − 1

2
σ2S2∂2

SSU − rS∂SU + rU = 0,

with final datum

U(S, T ) = (S −K)+.

In the simple constant coefficient case we have an explicit solution to the pricing

problem, but it is not always the case, as to get resemblance to real data we need

to consider more sophisticated model, such as non–constant interest rate r and

volatility σ.

The value S = 0 is a degeneration point for the equation: to overcome this difficulty

we apply a change of variable x = log S; the function u(x, T−t) = U(S, t) is solution

of equation (6.0.1) with

F (x, t, u,Du,D2u) =
1

2
σ2∂2

xxu+

(
r − 1

2
σ2

)
∂xu− ru,

on R× (0, T ).

On the other hand, the price of an American put with strike priceK and maturity

T is given as the solution of an optimal stopping problem on R+ × (0, T )

U(S, t) = inf
τ∈T0,T

E
[
e−r(τ−t)(K − S)+

∣∣∣Ft

]
.

This problem can be rephrased in terms of a solution of a deterministic obstacle

problem

min

(
−∂tU − 1

2
σ2S2∂2

SSU − rS∂SU + rU, U − (K − S)+

)
= 0,

with final datum

U(S, T ) = (K − S)+.

Compared to the European pricing problem, in this case there is no explicit solution,

even for the constant coefficient problem; the same singularity at S = 0 is present
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in this problem and can be faced as in the European case, applying a logarithmic

change of variable to the original problem..

Generalizing these equation to the cases exposed in Chapter 1 we obtain fully

nonlinear and degenerate equation, which imply particular care in the theoretical

and numerical approach.

These equations do not have classical solutions because of their features, therefore

the viscosity solution approach is needed.

6.2 Discontinuous viscosity solutions and nume-

rical schemes.

Let us consider the following problem

∂tu+ F (x, t, u,Du,D2u) = 0, in Rn × [0, T ] (6.2.1)

where F : Rn × [0, T ] × R × Rn × Sn → R and u are locally bounded, possibly

discontinuous. The problem (6.2.1) is stated on the closed set [0, T ], as it has been

done in [16] because we would like to write both the equation and the “boundary

condition” in one expression: let define F as follows

F =





F (x, t, u,Du,D2u), if (x, t) ∈ Rn × (0, T ],

u− u0 (x, t) ∈ Rn × {0},

from which derives the possibly discontinuity of the operator F .

We assume that F is an elliptic operator, that is

F (x, t, u, p,X ) ≤ F (x, t, u, p,Y), for all X ,Y ∈ Sn such that X ≥ Y . (6.2.2)

Because of the possible discontinuity of u and F , we have to restate the definition

of viscosity solution as follows.

Definition 6.2.1 A locally bounded function u : Rn → R is a viscosity superso-

lution (respectively subsolution) of (6.2.1) if for all φ ∈ C∞(Rn × [0, T ]) and all

(x, t) ∈ Rn × [0, T ] such that u∗−φ (respectively, u∗−φ) has a local maximum point

(respectively, minimun) at (x, t) we have

F ∗(x, t, u
∗(x, t),Dφ(x, t),D2φ(x, t)) ≤ 0,

(respectively

F
∗
(x, t, u∗(x, t),Dφ(x, t),D2φ(x, t)) ≥ 0.)

The function u is a viscosity solution if it is both a sub/supersolution of (6.2.1).
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In this way the problem to study becomes

∂tu+ F (x, t, u,Du,D2u) = 0, on Rn × [0, T ].

A locally bounded function u is a viscosity solution of (6.2.1)-(6.0.2) in the sense of

Definition 6.2.1 if it satisfies in viscosity sense the following

∂tu+ F (x, t, u,Du,D2u) = 0, in Rn × (0, T ], (6.2.3)

max
{
∂tu+ F (x, t, u,Du,D2u), u− u0

}
≥ 0, on Rn × {0}, (6.2.4)

min
{
∂tu+ F (x, t, u,Du,D2u), u− u0

}
≤ 0, on Rn × {0}. (6.2.5)

It has been noticed that the previous equation (6.2.3)–(6.2.4)–(6.2.5) seems to be

the natural replacement of problem (6.2.1)–(6.0.2), which does not have in general

a solution which assumes continuously the boundary condition.

6.3 A general convergence result.

Let us consider an approximation scheme of the form

Q̃(h, k, j, n, un
j , ũ) = 0, in Rn × [0, T ]; (6.3.1)

here S : R× R× Z× N× R× B(Rn × [0, T ]) → R, where B(Rn × [0, T ]) indicates

the set of all bounded functions on Rn × [0, T ].

It will be proved that as far as the proposed scheme is monotone, stable and con-

sistent, its solution converges to the unique continuous viscosity solution of (6.2.1),

provided a comparison principle for this equation has been proved.

Let us suppose the following assumptions on the scheme S hold:

Properties of the Scheme.

S.1 Monotonicity of the approximation If ũ ≤ ṽ and un
j = vn

j for all h, k and

0 ≤ n ≤ N then:

Q̃(h, k, j, n, un
j , ũ) ≤ Q̃(h, k, j, n, vn

j , ṽ). (6.3.2)

S.2 Stability

For all h, k a solution û does exist that is bounded

independently from (h, k); (6.3.3)
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S.3 Consistency

For all φ ∈ C∞
b (Rn × [0, T ]) and for all (x, t) ∈ Rn × (0, T ) we have:

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Q̃(h, k, j, n, φn
j + ξ, φ̃+ ξ)

ρ(h, k)
≥ ∂tu+ F∗(x, t, u,Du,D2u);

lim sup
(h,k)→0

(jh,nk)→(t,x)

ξ→0

Q̃(h, k, j, n, φn
j + ξ, φ̃+ ξ)

ρ(h, k)
≤ ∂tu+ F ∗(x, t, u,Du,D2u);

Property of the Equation

S.4 Maximum principle or Strong uniqueness property. If u ∈ B(Rn × [0, T ]) is

an upper semicontinuous solution of (6.2.1) and v ∈ B(Rn × [0, T ]) is a lower

semicontinuous solution of (6.2.1), then

u ≤ v, on Rn × [0, T ].

Under this theoretical assumptions the following convergence result holds.

Theorem 6.3.1 [16, Theorem 2.1, page 275] Let assumptions (S.1)–(S.4) hold

true. Then as (h, k) → 0, the solution of the scheme (6.3.1) converges locally uni-

formly to the unique continuous viscosity solution of the problem (6.2.1)–(6.0.2).

Remark 6.3.2 The monotonicity assumption (6.3.2) is the discrete analogue of the

ellipticity condition (6.2.2). It can be noticed that it can be relaxed in several way

as inequality (6.3.2) needs only to hold up to o(ρ(h, k)) terms.

Proof. Let u, u ∈ B(Rn × [0, T ]) be defined respectively by

u(x, t) := lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j (6.3.4)

u(x, t) := lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j . (6.3.5)

We would like to prove that u and u are respectively sub– and supersolutions of

(6.2.1); if this claim is proved to be true, by definition we have u ≤ u, the other
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inequality holding because of lower semicontinuity of u and upper semicontinuity u,

therefore

u = u = u,

is the unique continuous solution to (6.2.1). Local uniform convergence of the so-

lution of the scheme to the solution of the problem is gained by (6.3.4)–(6.3.5) and

the continuity of u.

To prove the claim we shall consider only the case of u, the other being the same.

Let φ ∈ C∞
b (Rn × [0, T ]) and assume (x0, t0) be a local maximum of u − φ on

Rn × [0, T ]; without loss of generality we can assume that the maximum point is a

strict local maximum and u(x0, t0) = φ(x0, t0); moreover we can assume that

φ ≥ 2 sup
j∈Z,n∈N

‖un
j ‖, outside the ball B((x0, t0), r),

where r > 0 is such that

u(x, t) − φ(x, t) ≤ 0 = u(x0, t0) − φ(x0, t0), in B((x0, t0), r).

From these assumptions it follows that there exist a sequence (∆xk,∆tk) ∈ R+2
and

(yk, sk) ∈ Rn × [0, T ] such that, as k → ∞
(∆xk,∆tk) → 0, (yk, sk) → (x0, t0), u(∆xk,∆tk)(yk, sk) → u(x0, t0),

(yk, sk) is a global maximum point of u(∆xk,∆tk)(·, ·) − φ(·, ·). (6.3.6)

Denoting by ξk = u(∆xk,∆tk)(yk, sk) − φ(yk, sk), we have

ξk → 0 and

u(∆xk,∆tk)(x, t) ≤ φ(x, t) + ξk,

for all (x, t) ∈ Rn × [0, T ]. By the definition of u(∆xk,∆tk), the hypotheses (6.3.2),

(6.3.6)

Q̃(∆x,∆t, jk, nk, φ(yk, sk) + ξk, φ̃+ ξk) ≤ 0.

Now, taking limits in the previous inequality, using the consistency of the scheme,

we obtain:

0 ≥ lim inf
k→∞

Q̃(∆xk,∆tk, jk, nk, φ(yk, sk) + ξk, φ̃+ ξk)

ρk(∆x,∆t)

≥ lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

ξ→0

Q̃(∆x,∆t, j, n, φ(y, s) + ξ, φ̃+ ξ)

ρ(∆x,∆t)

≥ ∂tφ+ F∗(x, t, φ,Dφ,D2φ),

which is the desired result, because of the assumption u(x0, t0) = φ(x0, t0).
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6.4 Financial applications.

In this section we consider some application of the previous result to the pricing

problem, which is the main interest of this paper.

As we have previously shown in Chapter 3, the class of growth in which establish an

existence and uniqueness result is of fundamental importance: solutions do exist in

the class of growth determined by the initial (final) datum of the problem. Classical

results have been established in the class of solution with linear growth at infinity,

while the problem of financial interest have initial datas which typically grow up

exponentially at infinity.

The convergence result by Barles and Souganidis [16] has been established in the

class of locally bounded solution, but it can be easily extended to the class of ex-

ponential growth at infinity, as it suffices to consider a suitable monotonicity result

for the differential problem.

Property of the equation

S.4 Maximum principle or Strong uniqueness property. Let u0 ∈ C(Rn)∩L∞
exp(Rn)

be the initial data of (6.2.1), (6.0.2), such that there exists m > 0:

|u0(x)| ≤ Ben0||x|| for n0 ≤ m;

if u ∈ ⋃
n<m

L∞(0, T ;L∞
en‖·‖(Rn)) is an upper semicontinuous subsolution of

(6.2.1) and v ∈ ⋃
n<m

L∞(0, T ;L∞
en‖·‖(Rn)) is a lower semicontinuous superso-

lution of (6.2.1), then

u ≤ v on Rn × [0, T ].

With this property the general convergence result 6.3.1 still holds even in the finan-

cial setting.

Theorem 6.4.1 [16, Theorem 2.1, page 275]Let assumptions (S.1)–(S.4) hold true.

Then as (h, k) → 0, the solution of the scheme (6.3.1) converges locally uniformly

to the unique continuous viscosity solution of the problem (6.2.1)–(6.0.2).

Proof. Let u, u ∈ ⋃
n<m

L∞(0, T ;L∞
en‖·‖(RD)) be defined by:

u(x, t) := lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j ,

u(x, t) := lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j .
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We want to prove that u and u are respectively supersolution and subsolution of

the problem (6.2.1). If this claim is proved to be true, then by definition we have

u ≤ u, while the other inequality holds because of lower semicontinuity of u and

upper semicontinuity of u, hence:

u = u = u,

is the unique continuous solution of the problem (6.2.1). This result, together with

the definition of u and of u leads to the local uniform convergence of the solution

of the scheme to the solution of the problem. To prove the claim, we shall consider

only the case of u, the other being the same.

We want to prove that u ∈ USC and that it is a subsolution for the problem, i.e.

for all φ ∈ C2,1(Rn × [0, T ]) such that u−φ has a local maximum in (x0, t0) we have:

∂tφ(x0, t0) + F (x0, t0, u(x0, t0),Dφ(x0, t0),D2φ(x0, t0)) ≤ 0.

We start by proving that u ∈ USC.

1. u is upper semicontinuous: it follows from the definition itself: we want to

prove that the following inequality holds:

lim sup
(y,s)→(x,t)

u(y, s) ≤ u(x, t),

By definition:

u(y, s) = lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(y,s)

un
j ,

therefore, by definition of limsup, there exist an ε > 0 and (n, j) such that:

u(y, s) − ε ≤ un
j ;

now, taking limsup for (∆x,∆t) → 0 and (j∆x, n∆t) → (x, t), we obtain:

u(y, s) − ε ≤ u(x, t);

Now, as ε is arbitrarily chosen, we obtain the desired result.

2. u is locally bounded: by definition it is obtained by the solutions of the scheme.

By hypothesis (6.3.3) they are bounded, independently from ∆t,∆x. So let

K ∈ RD × [0, T ] be a compact set, then there exists a constant AK such that:

|un
j | ≤ AK ∀n, j s.t. (j∆x, n∆t) ∈ K ⇒ |u(x, t)| ≤ AK ∀(x, t) ∈ K;
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We have proved that u ∈ USC, and now we need only to prove that u is a viscosity

subsolution. To this aim let (x0, t0) be a global strict maximum for u−φ on Rn×[0, T ]

for some φ ∈ C∞
b (Rn × [0, T ]). We could assume that u(x0, t0) = φ(x0, t0) and that :

u(x, t) − φ(x, t) ≤ 0 = u(x0, t0) − φ(x0, t0) in Rn × [0, T ].

From these hypothesis it follows that there exists a sequence (∆xk,∆tk) ∈ R+2
and

(yk, sk) ∈ Rn × [0, T ] such that, as k → ∞:

(∆xk,∆tk) → 0, (yk, sk) → (x0, t0), u(∆xk,∆tk)(yk, sk) → u(x0, t0),

(yk, sk) is a global maximum point of u(∆xk,∆tk)(·, ·) − φ(·, ·). (6.4.1)

Denoting by ξk = u(∆xk,∆tk)(yk, sk) − φ(yk, sk), we have

ξk → 0 and

u(∆xk,∆tk)(x, t) ≤ φ(x, t) + ξk,

for all (x, t) ∈ Rn × [0, T ]. By the definition of u(∆xk,∆tk), the hypotheses (6.3.2),

(6.4.1)

Q̃(∆x,∆t, jk, nk, φ(yk, sk) + ξk, φ̃+ ξk) ≤ 0.

Now, taking limits in the previous inequality, using the consistency of the scheme,

we obtain:

0 ≥ lim inf
k→∞

Q̃(∆xk,∆tk, jk, nk, φ(yk, sk) + ξk, φ̃+ ξk)

ρk(∆x,∆t)

≥ lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

ξ→0

Q̃(∆x,∆t, j, n, φ(y, s) + ξ, φ̃+ ξ)

ρ(∆x,∆t)

≥ ∂tφ+ F∗(x, t, φ,Dφ,D2φ),

which is the desired result, because of the assumption u(x0, t0) = φ(x0, t0).

Let us now shortly introduce a standard explicit 3-points finite-difference scheme

for the Black-Scholes equation

ut + Lu = ut − buxx + aux + cu = 0, (6.4.2)

where a = −(r − σ2/2), b = σ2/2 and c = r > 0, is

Q̃(h, k, j, n, un
j , ũ) =

un+1
j − un

j

k
+ a

un
j+1 − un

j−1

2h
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−(
q

2k
+

b

h2
)(un

j+1 − 2un
j + un

j−1) + cun
j = 0. (6.4.3)

The q parameter is connected with the numerical viscosity of the scheme. In order

to verify the monotonicity and stability hypotheses, the scheme has to satisfy the

following Courant-Friedrichs-Levy (CFL) condition

|a|k
h

≤ 2bk

h2
+ q ≤ 1 − ck.

Usual values of q are given by: q = 0, the standard central scheme, which is second

order, but stable only under the CFL condition k ≤ min( 2b
a2+2bc

, h2

2b+ch2 ); q = |a|k
h

, the

upwind scheme, which is first order, but stable for k ≤ h2

2b+|a|h+ch2 .

The most elementary way to avoid the CFL conditions is to use an implicit

scheme in time, such as a Crank-Nicholson scheme, given by

Q̃(h, k, j, n, un
j , ũ) =

un+1
j − un

j

k
+ L

[
θun

j + (1 − θ)un+1
j

]
= 0. (6.4.4)

with θ = 1/2.



Chapter 7

Convergence of numerical schemes
in the bounded Lévy case.

In this chapter we study the numerical approximation of a class of semilinear strongly

degenerate parabolic integro-differential Cauchy problems of the following form:





∂tu− LI(x, t, I,D,D2)u+H(x, t,Du, Iu) = 0,

u(x, 0) = u0(x),
(7.0.1)

where u0 is a continuous initial data, LI is a linear degenerate elliptic operator and

H is a nonlinear first order operator. Here Iu is an integral term given by

Iu =

∫

Rm
M(u(x+ z, t), u(x, t))µx,t(dz), (7.0.2)

where µx,t is a positive bounded measure andM is a function which is non decreasing

in the first argument, M(u, u) = 0 and such that

M(u, v) −M(w, z) ≤ c((u− w)+ + |v − z|).

Problems in this form have been described in Part I and II: they arise in market

evolving following a jump–diffusion dynamic, as in Merton [90], instead of the clas-

sical diffusion dynamics, in order to have a more realistic description of the market

than the one obtained with the Black–Scholes model [28].

One of the main difficulty stands in the nonlinearity of the differential operator.

Here we extend the results by Barles and Souganidis, summed up in the previous

chapter, to the integro–differential problem.

Another difficulty stems from the nonlocal nature of the integral term. It is neces-

sary to truncate the problem domain on one hand, and the integral domain on the



146 The bounded Lévy processes.

other. As µx,t is a bounded measure, for a fixed ν > 0 we can choose a bounded

computational domain Dν for the integral term, such that

∣∣∣
∫

Rm
µx,t(dz) −

∫

Dν

µx,t(dz)
∣∣∣ < ν,

and we can consider a new problem with Iνu =

∫

Dν

M(u(x + z, t), u(x, t))µx,t(dz)

instead of Iu; after that, we have to truncate the domain of the problem.

Unfortunately, due the non-local nature of the integral term, once we have found

a given domain, we still need to use some approximation of the solution in a larger

computational domain. The common approach consists in replacing the original

problem with an homogeneous one, i.e. without the integral term, or to use some

asymptotic representation formula for the solution.

Here we try a different approach. First we show that our original problem can

be well approximated by a pure differential problem with an artificial diffusion. We

apply this remark to implement an effective numerical boundary condition, giving

as a consequence a full convergence result for the global approximation scheme.

7.1 The financial model - option pricing with jump-

diffusion processes.

We briefly recall here the general pricing equation for the jump–diffusion case in the

large investor case. For details see Chapter 1.

Let ξ(U,DU,JU) = U − Sσθ0 · DU − φ0 · JU denote the amount of money

invested in stocks by the agent, obtained choosing a proper replicating portfolio;

then the interest rate r is influenced by the agents by means of ξ. Usually r is

a non-increasing function of ξ, but we shall suppose that r(·, ξ)ξ is non decreasing

with respect to ξ. In addition, we do not impose that r is continuous with respect to

ξ at zero, in order to include interesting examples. For details about the parameters

θ0 and φ0 we refer to Chapter 1 and [2].

In this setting the function U must solve the following quasi-linear final value

problem: 



∂tU + LJU = H(S, t, U,JU,DU),

U(S, T ) = G(S).
(7.1.1)

where we have simply rewritten equation 1.6.5 with the addition of the nonlinear

first order operator:

H(S, t, U,JU,DU) = r(S, t, ξ) · ξ.
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Obviously, if all the parameters of the model r, µi, σij and γij are deterministic

function of (S, t), the problem is linear and we obtain the so called small investor

economy.

7.2 A general convergence result.

We want to approximate the following problem:

∂tu+ F (x, t, u, Iu,Du,D2u) = 0. (7.2.1)

A numerical scheme approximating (7.2.1) can be written as

Q(h, k, j, n, un
j , Ihũ, ũ) = 0, (7.2.2)

where Ihũ denotes the integral approximation. We want to prove that, under suit-

able conditions, this scheme converges to the solution of the problem (7.2.1), pro-

vided that this problem satisfies proper conditions.

Properties of the scheme

H1 Monotonicity of the approximating integral.

If ũ ≥ ṽ and un
j = vn

j we have the following inequality:

Ihũ ≥ Ihṽ; (7.2.3)

H2 Stability.

For all h, k a solution û does exist that is bounded

independently from (h, k); (7.2.4)

H3 Consistency.

For all φ ∈ C∞
b (Rn × [0, T ]) and for all (x, t) ∈ Rn × (0, T ) we have:

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Q(h, k, j, n, φ+ ξ, Ih(φ+ ξ), φ̃+ ξ)

ρ(h, k)

≥ ∂tu+ F (x, t, u, Iu,Du,D2u); (7.2.5)

lim sup
(h,k)→0

(jh,nk)→(t,x)

ξ→0

Q(h, k, j, n, φ+ ξ, Ih(φ+ ξ), φ̃+ ξ)

ρ(h, k)
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≤ ∂tu+ F (x, t, u, Iu,Du,D2u); (7.2.6)

H4 Monotonicity.

If ũ ≥ ṽ and un
j = vn

j for all h, k ≥ 0 and 1 ≤ n ≤ N , we have:

Q(h, k, n, j, un
j , Ihũ, ũ) ≤ Q(h, k, n, j, vn

j , Ihṽ, ṽ). (7.2.7)

Remark 7.2.1 The theory of numerical approximation of fully nonlinear degener-

ate parabolic problems presented in Chapter 6, see [16], could be considered as a

special case of the present one. We define the numerical scheme approximating the

parabolic problem:

∂tu+ F (x, t, u, 0,Du,D2u) = 0 in Rn × (0, T ), (7.2.8)

as:

Q̃(h, k, j, n, un
j , ũ) = Q(h, k, n, j, un

j , 0, ũ); (7.2.9)

in this way the scheme Q̃ clearly satisfies the properties (S.1)–(S.3) of Chapter 6,

required by Barles and Souganidis in [16], and therefore the approximation scheme

(7.2.9) converges to the viscosity solutions of (7.2.8).

Properties of the equation

H5 Maximum Principle or Strong Uniqueness Property Let u0 ∈ C(Rn)∩L∞
exp(Rn)

be the initial data of (7.2.1), (7.0.1)2, such that there exists m > 0:

|u0(x)| ≤ Ben0||x|| for n0 ≤ m;

if u ∈ ⋃
n<m

L∞(0, T ;L∞
e||·||(R

n)) is an USCI subsolution of (7.2.1) and v ∈
⋃

n<m

L∞(0, T ;L∞
e||·||(R

n)) is a LSCI supersolution of (7.2.1), then

u ≤ v on Rn × [0, T ].

Under these assumptions we shall prove our main theoretical result.

Theorem 7.2.2 Let assumption (H1)–(H5) hold true. Then, as (h, k) → 0, the

solution ũ of the scheme (7.2.2) converges locally uniformly to the unique continuous

viscosity solution of the problem (7.2.1)
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Proof. Let u, u ∈ ⋃
n<m

L∞(0, T ;L∞
en‖·‖(Rn)) be defined by:

u(x, t) = lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j ,

u(x, t) = lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j .

We want to prove that u and u are respectively supersolution and subsolution of

the problem (7.2.1). If this claim is proved to be true, then by definition we have

u ≤ u, while the other inequality holds because of lower semicontinuity of u and

upper semicontinuity of u, hence:

u = u = u,

is the unique continuous solution of the problem (7.2.1). This result, together with

the definition of u and of u leads to the local uniform convergence of the solution

of the scheme to the solution of the problem. To prove the claim, we will consider

only the case of u, the other being the same.

We want to prove that u ∈ USCI and that it is a subsolution for the problem, i.e.

for all φ ∈ C2,1(Rn × [0, T ]) such that u−φ has a local maximum in (x0, t0) we have:

∂tφ(x0, t0) + F (x0, t0, u(x0, t0), Iφ(x0, t0),Dφ(x0, t0),D2φ(x0, t0)) ≤ 0.

We start by proving that u ∈ USCI .

1. u is upper semicontinuous: it follows from the definition itself: we want to

prove that the following inequality holds:

lim sup
(y,s)→(x,t)

u(y, s) ≤ u(x, t),

By definition:

u(y, s) = lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(y,s)

un
j ,

therefore, by definition of limsup, there exist an ε > 0 and (j, n) such that:

u(y, s) − ε ≤ un
j ;

now, taking limsup for (∆x,∆t) → 0 and (j∆x, n∆t) → (x, t), we obtain:

u(y, s) − ε ≤ u(x, t);

Now, as ε is arbitrarily chosen, we obtain the desired result.
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2. u is locally bounded: by definition it is obtained by the solutions of the scheme.

By hypothesis (7.2.4) they are bounded, independently from ∆x,∆t. So let

K ∈ Rn × [0, T ] be a compact set, then there exists a constant AK such that:

|un
j | ≤ AK ∀n, j s.t. (j∆x, n∆t) ∈ K ⇒ |u(x, t)| ≤ AK ∀(x, t) ∈ K;

3. M(u(x + z, t), u(x, t)) has an upper µ-bound in (x, t). From the hypotheses

on M , it clearly follows that M is a Lipschitz function with constant c, so we

have:

M(u(x+ z, t), u(x, t)) ≤ c|u(x+ z, t) − u(x, t)|;
it is easily shown that in a compact neighborhood Vx,t of (x, t) we have:

M(u(x+ z, t), u(x, t)) ≤ 2cAVx,t .

It is then sufficient to choose Φ as a constant to be the wanted µ-bound.

We have proved that u ∈ USCI , and now we need only to prove that u is a viscosity

subsolution. To this aim let (x0, t0) be a global strict maximum for u−φ on Rn×[0, T ]

for some φ ∈ C∞
b (Rn × [0, T ]). We could assume that u(x0, t0) = φ(x0, t0) and that :

u(x, t) − φ(x, t) ≤ 0 = u(x0, t0) − φ(x0, t0) in Rn × [0, T ].

From these hypothesis it follows that there exists a sequence (∆xk,∆tk) ∈ R+2
and

(yk, sk) ∈ Rn × [0, T ] such that, as k → ∞:

(∆xk,∆tk) → 0, (yk, sk) → (x0, t0), u(∆xk,∆tk)(yk, sk) → u(x0, t0),

(yk, sk) is a global maximum point of u(∆xk,∆tk)(·, ·) − φ(·, ·). (7.2.10)

Denoting by ξk = u(∆xk,∆tk)(yk, sk) − φ(yk, sk), we have

ξk → 0 and

u(∆xk,∆tk)(x, t) ≤ φ(x, t) + ξk,

for all (x, t) ∈ Rn × [0, T ]. By the definition of u(∆xk,∆tk), the hypotheses (7.2.7),

(7.2.10) and the hypotheses on M we obtain:

Q(∆x,∆t, jk, nk, φ(yk, sk) + ξk, Ink,jk
(φ̃+ ξk), φ̃+ ξk) ≤ 0.

Now, taking limits in the previous inequality, using the consistency of the scheme,

we obtain:

0 ≥ lim inf
k→∞

Q(∆xk,∆tk, jk, nk, φ(yk, sk) + ξk, Ink,jk
(φ̃+ ξk), φ̃+ ξk)

ρk(∆x,∆t)



The numerical approximation of the integral term. 151

≥ lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

ξ→0

Q(∆x,∆t, j, n, φ(y, s) + ξ, I(φ̃+ ξ), φ̃+ ξ)

ρ(∆x,∆t)

≥ ∂tφ+ F (x, t, φ, Iφ,Dφ,D2φ),

which is the desired result, because of the assumption u(x0, t0) = φ(x0, t0).

7.3 The numerical approximation of the integral

term.

According to the classical theory of approximated integration, see for instance [38],

we use the compound Newton-Cotes formulas to approximate the integral term on

the interval [a, b]:

(RS)(f) =
b− a

2S

S−1∑

s=0

ρ∑

i=1

αif(xis) ≈
∫ b

a

f(x)dx, (7.3.1)

where S is the number of subinterval in which we have divided [a, b], a = y0 < y1 <

... < yS = b, ρ is the number of point in each subinterval [ys, ys+1] and

xis = ys +
b− a

2S
(1 + ti), s = 0, ..., S − 1.

The most used simple Newton-Cotes formulas reads as follows: divide the interval

[a, b] in ρ subintervals of equal length h = (b− a)/ρ and interpolate the function by

the Lagrange interpolation:

∫ b

a

f(x)dx ≈ b− a

ρ

ρ∑

i=0

ωif(xi), (7.3.2)

where

ωi = (−1)ρ−i ρh

b− a

∫ ρ

0

t(t− 1) . . . (t− ρ)

(t− i)i!(ρ− i)!
dt.

The simple trapezoidal rule, which integrates linear functions exactly, and Simpson’s

rule, which integrates cubics exactly, are the first two rules in the Newton-Cotes

family.

The notation is as follows:

a = x0 < x1 < . . . < xρ = b f(xi) = fi.
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Trapezoidal rule, ρ = 1

∫ b

a

f(x)dx ≈ h
f0 + f1

2
(7.3.3)

Simpson’s rule, ρ = 2

∫ b

a

f(x)dx ≈ h

6
(f0 + 4f1 + f2) (7.3.4)

Simpson’s 3
8

rule, ρ = 3

∫ b

a

f(x)dx ≈ 3h

8
(f0 + 3f1 + 3f2 + f3) (7.3.5)

Newton-Cotes 6-point rule, ρ = 5

∫ b

a

f(x)dx ≈ 5h

288
(19f0 + 75f1 + 50f2 + 50f3 + 75f4 + 19f5) (7.3.6)

We decide to use Newton–Coates formulas in a compound rule as it is a feature

of these formulas that when ρ is large, the Newton-Cotes ρ-points coefficients are

large and are of mixed sign. Since this may lead to large losses of significance by

cancellation, a high-order Newton-Cotes rule must be used with caution, usually it

is not suitable to choose the order grater than 7.

In practice, all these formulas are applied in a compound rule.

Definition 7.3.1 If R designates a fixed rule of approximate integration utilizing

ρ points, then S × R = RS will designate the rule of ρS points which results from

dividing the interval of integration into S subintervals and applying R to each of

them.

The errors which occur in approximate integration formulas are conventionally

expressed in terms of the higher derivatives of the integrand function f and they

are valid only if the integrand is sufficiently smooth. It is a feature of the Newton-

Cotes formulas that, if the number of point is 2k − 1 or 2k, the error is of the

form ER(f) = ch2k+1f 2k(ξ), for a < ξ < b. To obtain the error estimates when the

integrand function f has a low-order continuity, we can approximate the function f

by a suitable polynomial, according to the following standard result, see for instance

[38].



The numerical approximation of the integral term. 153

Proposition 7.3.2 Let f(x) be of class C[a, b], and let ω(δ) be its modulus of con-

tinuity. Then for each n ∈ N, there exists a polynomial of degree ≤ n, pn(x), such

that

| f(x) − pn(x) |≤ 2ω
(b− a

2n

)
, a ≤ x ≤ b.

If f(x) is of class C[a, b] and has a bounded derivative,

| f ′(x) |≤M, a ≤ x ≤ b,

then for each n ∈ N there exists a polynomial pn(x) of degree ≤ n such that

| f(x) − pn(x) |≤ 3(b− a)M

n
, a ≤ x ≤ b.

7.3.1 The numerical approximation in the one dimensional
case.

Here we want to consider the integro-differential equation (4.1.1) in one dimension.

We suppose F to be linear in the integral part,

∂tu+ F (x, t, u,Du,D2u) − Iu = 0. (7.3.7)

The first step to approximate the integral operator (7.0.2) using the numerical inte-

grations formula described in the previous section is to truncate the integral domain;

let us choose the interval [zm, zM ] such that

∫ zM

zm

µx,t(dz) ≈
∫ +∞

−∞
µx,t(dz) − ν = 1 − ν, ν � 1. (7.3.8)

Assume u(·, t) ∈ L∞(R) and let u be its L∞-norm. The error due to the truncation
of the domain is estimated as follows.

∣

∣

∣

∫ +∞

−∞
M(u(x + z, t), u(x, t))µx,t(dz) −

∫ zM

zm

M(u(x + z, t), u(x, t))µx,t(dz)
∣

∣

∣

=
∣

∣

∣

∫ zm

−∞
M(u(x + z, t), u(x, t))µx,t(dz)

∣

∣

∣ +
∣

∣

∣

∫ +∞

zM

M(u(x + z, t), u(x, t))µx,t(dz)
∣

∣

∣

≤ c

∫ zm

−∞
| u(x + z, t) − u(x, t) | µx,t(dz) + c

∫ +∞

zM

| u(x + z, t) − u(x, t) | µx,t(dz)

≤ 2uc
[ ∫ zm

−∞
µx,t(dz) +

∫ +∞

zM

µx,t(dz)
]

(7.3.9)

= 2uc

∫

R−[zm,zM ]

µx,t(dz) = 2ucν.
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7.3.2 The case of the Gaussian distribution.

In the estimation (7.3.9), we have supposed that the function u(·, t) is L∞(R), but

it is possible to suppose even more regularity, under particular hypothesis on the

Radon measure. Let us consider, for example, on the tracks of Merton, the Gaussian

distribution. It leads to a probability measure with the property of being symmetric

with respect to the origin of the real line. In this case it is possible to assume

that u(·, t) ∈ Lip(R) with constant l; we remember that in this particular case, the

integral term is:

Iu = λ

∫ +∞

−∞
[u(x+ z, t) − u(x, t)]µx,t(z)dz,

where µx,t = Γδ is the Gaussian probability density:

µx,t(dz) := Γδ(z)dz =
1√
2πδ

exp
(
− z2

2δ2

)
dz.

As was previously shown, the calculation of the integral term could be simplified

by considering a finite interval instead of the whole real line. Thanks to the particular

shape of the density measure Γδ, we can select the finite interval considering only

those points for which the density has a significant value and this choice would not

introduce big errors. Choose a parameter ε > 0 and select the interval [zm, zM ] as

the set of all the points z that verify:

Γδ(z) ≥ ε ⇐⇒ 1√
2πδ

e−
z2

2δ2 ≥ ε;

by simple calculation we can derive zm and zM :

−
√
−2δ2 log(εδ

√
2π) ≤ z ≤

√
−2δ2 log(εδ

√
2π).

As Γδ is a symmetric function with respect to its axis (that in this case is the line

z = 0), we define:

zM =
√
−2δ2 log(εδ

√
2π), zm = −zM .

Under these hypotheses we have the following estimate:

∣∣∣
∫ +∞

−∞
M(u(x+ z, t), u(x, t))Γδ(dz) −

∫ zM

zm

M(u(x+ z, t), u(z, t))Γδ(dz)
∣∣∣

≤ l

(∫ zm

−∞
|z|Γδ(dz) +

∫ +∞

zM

|z|Γδ(dz)

)
,
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therefore
∫ zm

−∞
|z|Γδ(dz) +

∫ +∞

zM

|z|Γδ(dz)

= 2

∫ +∞

zM

z
1√
2πδ

exp
(
− z2

2δ2

)
dz =

2δ2

√
2π

exp
(
− z2

M

2δ

)
= 2δ2ε.

Let us now apply the compound rule (7.3.1) to the truncated integral.

Ihu = λ(RS)(MΓδ) = λ
zM − zm

2S

S−1∑

s=0

ρ∑

i=0

αiM(u(x+ zis, t), u(x, t))Γδ(zis). (7.3.10)

Since the function g(z) = M(u(x+ z, t), u(x, t))Γδ(z) has a low-order continuity, to

get an error estimate for the approximation (7.3.10), we apply Proposition 7.3.2.

Recall that for a generic function f we have

ER(f) =

∫ b

a

f(x)dx−R(f) =

∫ b

a

(f(x) − pn(x))dx+

∫ b

a

pn(x)dx−R(f)

=

∫ b

a

(f(x) − pn(x))dx+R(pn − f).

Then

| ER(f) |≤
(
(b− a) +

ρ∑

i=0

| αi |
)
| f(x) − pn(x) | .

If αi > 0, using formula (7.3.1), we obtain

| ER(f) |≤ 2(b− a) | f(x) − pn(x) | .

An (RS) compound rule, applied to our function g, yields

ERS
(g) =

S−1∑

s=0

ER(g) =
S−1∑

s=0

2
(b− a

S

)
| g(xs) − pn(xs) | .

Then there exists a polynomial of degree ≤ Sρ, pSρ(z), such that

| g(z) − pSρ(z) |≤ 2ω
(zM − zm

2Sρ

)
.

There follows
∣∣∣
∫ zM

zm

g(z)dz − (RS)(g(z))
∣∣∣ (7.3.11)

≤
∫ zM

zm

∣∣∣g(z) − pSp(z)
∣∣∣dz +

∣∣∣(RS)(pSp(z) − g(z))
∣∣∣
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≤
(
(zM − zm) +

zM − zm

2S

S−1∑

s=0

p∑

i=0

| αi |
)
2ω

(zM − zm

2Sp

)

≤ 2(zM − zm)
(
1 +

1

2

p∑

i=0

| αi |
)
ω
(h

2

)
,

where ω is the modulus of continuity for g.

7.3.3 Check of the hypotheses of Theorem 7.2.2 for the in-
tegral part.

First, we have to approximate the differential operator ∂t + F : we take a numerical

scheme Q̃ that verifies the convergence (differential) conditions (S.1)-(S.3) of Chap-

ter 6 (see [16]). In particular, to keep the order of the convergence of the integration

formula (7.3.10), we assume that the space discretization grid of the numerical op-

erator Q̃ coincides with the integral one, i.e. we set the common space step h such

that

h ≤ zM − zm

ρ · S .

Then the approximation of the integro-differential equation (7.3.7) is given by:

Q(h, k, j, n, un
j , Ihũ, ũ) = Q̃(h, k, j, n, un

j , ũ) − Ihũ = 0,

We want to show that under the above assumption, this scheme satisfies conditions

(7.2.3)-(7.2.7).

1. Monotonicity of the approximating integral

Since the function M is such that

M(u,w) ≤M(v, w), if u ≤ v,

to get the monotonicity of the integral approximation it is sufficient that the

weights αi are greater than zero for all i. Clearly, if ũ ≤ ṽ and un
j = vn

j , we

have

λ
zM − zm

2S

S−1∑

s=0

ρ∑

i=0

αiM(un(xj + zis), u
n
j )Γδ(zis)

≤ λ
zM − zm

2S

S−1∑

s=0

ρ∑

i=0

αiM(vn(xj + zis), v
n
j )Γδ(zis),

for all j ∈ Z and n ∈ N.
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2. Stability

It is a trivial consequence of the Q̃ stability (7.2.4) and the monotonicity of

the integral approximation.

3. Consistency

Let φ ∈ C∞(R × (0, T )), from the consistency condition (7.2.5) on Q̃, we get

the following inequality:

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Q̃(h, k, j, n, φ+ ξ, φ̃+ ξ) − Ih(φ̃+ ξ)

ρ(h, k)

≥ ∂tu+ F (x, t, u,Du,D2u) − lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Ih(φ̃+ ξ)

ρ(h, k)
.

From the error estimate of the integral approximation (7.3.11), we have

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Ih(φ̃+ ξ)

ρ(h, k)
= Iu− lim

(h,k)→0

ξ→0

ERS
(φ+ ξ)

ρ(h, k)
= Iφ.

then, we get condition (7.2.5). Condition (7.2.6) follows by analogous consi-

derations.

4. Monotonicity

It is a trivial consequence of the Q̃ monotonicity (6.3.2) and the monotonicity

of the integral approximation (point 1).

Remark 7.3.3 In our numerical test, we have always considered a Radon measure

absolutely continuous with respect to the Lebesgue measure, i.e:

µx,t(dz) = λΓδ(z)dz.

It is even possible to consider a discrete measure, for example the Dirac measure:

µx,t(dz) = δz0(z)dz.

In that case the numerical approximation is even simpler, thanks to the absence of

the integral term.
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7.4 The diffusive effect of the integral operator.

An important point in the numerical simulation for the problem we have presented,

is the behaviour of the solution at the limiting point of the truncated numerical

domain. In this particular framework, the presence of the integral term which con-

volutes “internal” and “external” points requires a particular tool to deal with such

a difficulty. One possibility is to look at the particular form of the integral term

Iu with respect to the Gaussian parameter δ: we show that a convenient way to

deal with the integral operator is to replace it (locally) by an effective diffusion term.

This result will be useful in the numerical simulations, as is shown next in Subsection

7.5.2. The following discussion, which is presented only in the linear case, has the

main purpose of rigorously investigating the error generated by this approximation.

Let us consider the two following one dimensional equations, for (x, t) ∈ R× (0, T ):

ut + aux − buxx + cu = Iu, (7.4.1)

vt + avx − bvxx + cv =
λδ2

2
vxx, (7.4.2)

with the same initial condition

u(x, 0) = v(x, 0) = u0(x), x ∈ R.

It is possible to prove that, under proper hypotheses on the density distribution Γδ

and on the solutions u and v, the integral problem (7.4.1) is well approximated by

the advection-diffusion one (7.4.2).

Proposition 7.4.1 Let u be the solution of problem (7.4.1) and v the solution of

problem (7.4.2) with the same initial condition u0 ∈ L1(R)∩L∞(R). Then, if δ � 1,

there holds

||u− v||L∞(0,T ;L1(R)) ≤ O(Tδ3).

Proof. The function w = u − v is a solution of the following problem (written in

the weak formulation):

−
∫ T

0

∫ +∞

−∞

[
φt(x, t) + aφx(x, t) + bφxx(x, t) − cφ(x, t)

]
w(x, t)dxdt (7.4.3)

= λ

∫ T

0

∫ +∞

−∞

δ2

2
φxx(x, t)w(x, t)dxdt

+λ

∫ T

0

∫ +∞

−∞
u(x, t)

∫ +∞

−∞

[
φ(x+ z, t) − φ(x, t) − δ2

2
φxx(x, t)

]
Γδ(z)dzdxdt,

for every test function φ ∈ C∞
0 (R× [0, T ]).
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To estimate the inner integral in the second member of the RHS we can take the

Taylor expansion of φ, which leads to

φ(x+ z, t) − φ(x, t) − δ2

2
φxx(x, t)

= zφ(x, t) +
z2 − δ2

2
φxx(x, t) +

z3

6

∫ 1

0

(1 − k)3φxxx(x+ (1 − k)z, t)dk.

We can estimate in term of the norm of u, the error made by using this expansion:

∣∣∣λ
∫ T

0

∫ +∞

−∞
u(x, t)

∫ +∞

−∞

[
φ(x+ z, t) − φ(x, t) − z2

2
φxx(x, t)

]
Γδ(z)dzdxdt

∣∣∣

≤ λ
∣∣∣
∫ T

0

∫ +∞

−∞
u(x, t)

∫ +∞

−∞

z3

6

[ ∫ 1

0

(1 − k)3φxxx(x+ (1 − k)z, t)dk
]
Γδ(z)dzdxdt

∣∣∣

≤
∫ T

0

||φ(·, t)||C3
0(R)||u(·, t)||L1(R)dt

∫ +∞

−∞

|z|3
6

Γδ(z)dz

≤ λ
δ3

√
2π

||φ||C3
0(R×[0,T ])T ||u||L∞(0,T ;L1(R)) = O(Tδ3).

The RHS of (7.4.3) can be rewritten taking into account the last estimate:

−
∫ T

0

∫ +∞

−∞

[
φt(x, t) + aφx(x, t) + bφxx(x, t) − cφ(x, t)

]
w(x, t)dxdt

= λ

∫ T

0

∫ +∞

−∞

δ2

2
φxxw(x, t)dxdt

+λ

∫ T

0

∫ +∞

−∞
w(x, t)

∫ +∞

−∞

[
φx(x, t)z +

z2 − δ2

2
φxx(x, t)

]
Γδ(z)dzdxdt+O(Tδ3).

Since for the inner integral, there holds
∫ +∞

−∞

[
φx(x, t)z +

z2 − δ2

2
φxx(x, t)

]
Γδ(z)dz = 0,

w is just the weak solution to problem

wt + awx −
(
b+ λ

δ2

2

)
wxx + cw = O(Tδ3),

with initial datum

w(x, 0) = 0, x ∈ R,

which yields

||w||L∞(0,T ;L1
loc(R)) ≤ O(Tδ3).

Now, taking a suitable sequence of test functions such that supp φ(x) = [−R,R],

and letting R → +∞, gives the result.
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7.5 Finite difference methods for the one dimen-

sional jump-diffusion model.

In this section we introduce an explicit approximation for the linear PIDE arising

from the jump-diffusion models and we give a convenient way to deal with the

problem of the numerical boundary conditions.

We remember that a huge literature exists for the pure diffusion Black-Scholes

problem (1.3.2) within the subject of numerical approximation for the linear convection-

diffusion equations. We turn the reader to Chapter 6, Section 6.4 to a short review

of numerical schemes in the pure diffusion setting.

We can extend the result of Chapter 6 to the PIDE. After appropriate logarithmic

transformations the Merton problem (1.6.5) becomes





ut + aux = buxx − cu+ λ
( ∫ ∞

−∞
u(x+ z, t)Γδ(z)dz − u

)
,

u(x, 0) = ψ(x),

(7.5.1)

where

a = −(r − λk̄ − 1
2
σ2), b = 1

2
σ2, c = r, k̄ = E(η − 1),

and the initial data ψ(x) is the payoff function of the European contingent claim.

Let the exercise price E be given, we have

ψ(x) = (ex − E)+ and ψ(x) = (E − ex)+,

for the call and the put option respectively.

As done in (6.4.4), we can write the time approximation of the PIDE (7.5.1) in the

following “θ-form”:

un+1
j − un

j

k
+ L

[
θ1u

n
j + (1 − θ1)u

n+1
j

]
+ θ2Iun

j + (1 − θ2)Iun+1
j = 0, (7.5.2)

where θ1, θ2 ∈ [0, 1]. The choice θ1 = θ2 = 0 gives the explicit scheme, while

θ1 = θ2 = 1 gives an implicit time differencing scheme, unconditionally stable, but

not practically feasible. Actually the convolution integral introduces a significant

complication for the numerical solution, since it couples grid points over an extended

range, leading to a dense system of equations which is hard to be solved. In fact,

after discretizing the x-space into N points the inversion of a full N ×N matrices is

required. For θ1 = 1/2, θ2 = 0 it gives an asymmetric treatment (implicit-explicit)

of the differential and integral part. This is a way to avoid dense systems, but it is

only first order in time.
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In the book [112], Tavella and Randall propose an iterative approach to avoid

dense systems and to increase the convergence order in time. They write the time-

discretized equation as

um+1 − un

k
+ Lu

m+1 + un

2
+

−λ
( ∫ ∞

−∞

um(x+ z) + un(x+ z)

2
Γδ(z)dz −

um + un

2

)
= 0.

At each time step, the iteration begins with um = un, then proceeds by solving

for um+1 and substituting the new um+1 for um. The iteration proceeds until a

convergence criterion is met. Here they set um+1 ≈ un+1 and a new time step

begins.

Due to the iteration procedure, this method turns out to be computationally heavy

and it is still not clear how to select a good stop criterion.

In the article [6], Andersen and Andreasen proposed an FFT-ADI (Fast Fourier

Transform - Alternating Directions Implicit) to avoid the conditional stability of

explicit methods. The FFT technique is applied to the convolution integral and

coupled with an ADI method where each time step is split into two half steps: the

idea is to choose in the time approximation (7.5.2), θ1 = 1 and θ2 = 0 for the half

time step tn → tn+1/2 and θ1 = 0 and θ2 = 1 for tn+1/2 → tn+1. Then, the discrete

version of (7.5.1) is





( 2
k

+ L)un+ 1
2 = ( 2

k
− λ+ λΓ̄∗)un

( 2
k
− λ+ λΓ̄∗)un+1 = ( 2

k
− L)un+ 1

2 ,

(7.5.3)

where Γ̄∗un is the FFT approximation of the convolution term. As shown in [6], this

scheme has the following good properties: (i) it is unconditionally stable in the von

Neumann sense; (ii) for the case of deterministic parameters, the numerical solution

of the scheme is locally accurate of order O(k2 +h2); (iii) if M is the number of time

steps and N is the number of steps in spatial direction, the computational burden

is O(MNlog2N).

Notice that this method is only proposed for the linear constant coefficient one

dimensional case, namely for the original Merton equation. We point out that the

main difference from the scheme (7.5.4) that we will present in the next section, is

not the FFT approximation of the convolution term. Actually, our integral approx-

imation formula in (7.5.4), can be easily substituted by the FFT technique without

changing the general behaviour of the scheme.

Instead, the main feature of that scheme is an original decomposition to solve

the implicit part. Actually, in the second half time step of (7.5.3), the values {un+1
j }
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are first computed in the Fourier space as

< un+1 >j=
<

(
2
k
− L

)
un+ 1

2 >j
(

2
k
− λ+ λ < Γ >j

) ,

and then transformed back by the inverse FFT. However, this procedure turns out

to be of difficult implementation and even the monotonicity property of the problem

is far from being clear. Moreover, due to the nonlinearities and degeneracies of the

equations considered, the effectiveness of these methods in the general case has still

to be established.

7.5.1 An explicit finite difference method.

In this section, we give an exhaustive description of the explicit scheme. To solve

the integro-differential equation (7.5.1), first, we truncate the integral domain. As

we have previously described in Subsection 7.3.2, we choose the interval [zm, zM ]

such that (7.3.8) holds and we point out that a positive constant C exists such that
∫ ∞

−∞
[u(x+ z, t) − u(x, t)]Γδ(z)dz =

∫ zM

zm

u(x+ z, t)Γδ(z)dz − u(x, t) + Cδ2ε.

We apply a compound rule to the integral term and a standard explicit finite-

difference scheme for the differential part as done in (6.4.3). Then, our approxima-

tion of the equation (7.5.1) is given by,

Q(h, k, j, n, un
j , Ihũ, ũ) =

un+1
j − un

j

k
+ a

un
j+1 − un

j−1

2h
(7.5.4)

−
( q

2k
+

b

h2

)(
un

j+1 − 2un
j + un

j−1

)
+ cun

j + λun
j − λ

∑

p∈P

αpu
n
j+p(Γδ)p,

where P is the index set of the integral approximation.

Proposition 7.5.1 The scheme (7.5.4) is accurate to order O
(
h2 + qh2

2k

)
under the

CFL stability condition

|a|k
h

≤ 2bk

h2
+ q ≤ 1 − (c+ λ)k. (7.5.5)

Proof. The condition (7.5.5) is easily checked by looking at the monotonicity of

the function Q. To study the accuracy of the scheme, we use the symbol analysis

[110]. Let p(s, ξ) be the symbol of the integro-differential operator (7.5.1)

p(s, ξ) = s+ iaξ + bξ2 + c− λ
( ∫ zM

zm

eiξzΓδ(z)dz − 1 + Cδ2ε
)
.



Finite difference methods for the one dimensional jump-diffusion model. 163

Substituting un
j = eskneijhξ in (7.5.4), we get the symbol pk,h(s, ξ) of the difference

scheme,

pk,h(s, ξ) =
esk − 1

k
+ ia

sinhξ

h
+2(

qh2

2k
− b)

coshξ − 1

h2
+ c−λ

( ∑

p∈P

αpe
iphξ(Γδ)p − 1

)
.

Taking into account that our integral approximation verifies

∑

p∈P

αpe
iphξ(Γδ)p =

∫ zM

zm

eiξzΓδ(z)dz +O(hl) with l ≥ 2,

we have, by the Taylor expansion

pk,h(s, ξ) = s+ iaξ + bξ2 + r − λ
( ∫ zM

zm

eiξzΓδ(z)dz − 1
)

+
qh2

2k
ξ2 +O(k + h2).

Then, we look for a symbol rk,h(s, ξ) such that the difference pk,h(s, ξ)−rk,h(s, ξ)p(s, ξ)

gives the order of accuracy. We have that rk,h(s, ξ) = 1 + o(1) and

pk,h(s, ξ) − p(s, ξ) = +
qh2

2k
ξ2 + λCδ2ε+O(k + h2).

Since ε� 1 and, from the CFL condition (7.5.5), k = O(h2), the scheme is accurate

of order O
(
h2 + qh2

2k

)
.

7.5.2 Numerical boundary conditions.

To apply the scheme (7.5.4) we have to specify a numerical bounded domain. Let

Ω ⊂ R be the interval where we want to calculate the numerical solution. We set

Ωh =
{
xj = jh, j ∈ Z | xj ∈ Ω

}
,

and we define the numerical domain Ω̄ for the problem (7.5.1) in the following way.

For every fixed x, set

Ωx =
{
z ∈ [zm, zM ] | x+ z ∈ Ω

}

and

Ω̄ = Ω ∪
{
∪x∈Ω ΩC

x

}
.

We point out that, since the integral is a nonlocal term, its approximation will be

split in two parts. For every x ∈ Ω fixed, we integrate on the union of the “inside”

set Ωx and the “outside” set ΩC
x . Since accurate representation of the integral term

will generally require a very wide grid, the “outside” set ΩC
x must contains many grid
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points. Then, as we have defined our numerical problem on Ω, we need a limiting

form for the solution u on the external set ΩC . If v(x, t) is any given analytic

approximation of u(x, t), the integral term will be approximated by

Iu(x, t) = λ
( ∫ ∞

−∞
u(x+ z, t)Γδ(z)dz − u(x, t)

)

≈ λ
( ∫

Ωx

u(x+ z, t)Γδ(z)dz +

∫

ΩC
x

v(x+ z, t)Γδ(z)dz − u(x, t)
)
.

If the option price is linear in ex, the simplest choice is to use as approximation

function v the payoff function ψ.

To give a more general scheme, not depending on the initial data of the problem

or on a special form of the solution, we approximate on the external set ΩC the

problem (7.5.1) by the diffusive one (7.4.2). We define

j− = inf
j

{
jh ∈ Ωh

}
, j+ = supj

{
jh ∈ Ωh

}
,

Pin = P ∩ {j−, ..., j+}, Pout = P − Pin.

We modify the scheme (7.5.4) with q = 0 fixed, as follows

vn+1
j = kw−1v

n
j−1 +

(
1 − kw0

)
vn

j + kw1v
n
j+1

+λk
[
h

∑

p∈Pin

αpv
n
j+p(Γδ)p + h

∑

p∈Pout

αpṽ
n
j+p(Γδ)p − vn

j

]
, (7.5.6)

where

w−1 =
b

h2
+

a

2h
, w0 =

2b

h2
+ c, w1 =

b

h2
− a

2h
,

and where the values {ṽn
i } are given by the approximation of the diffusive equation

(7.4.2) with a general diffusion coefficient D, to be fixed later,

ṽn
i = kw−1v

n−1
i−1 +

(
1 − kw0

)
vn−1

i + kw1v
n−1
i+1

+λk
D

h2

(
vn−1

i−1 − 2vn−1
i + vn−1

i+1

)
. (7.5.7)

Let us rewrite the scheme (7.5.4) in the following form

un+1
j = kw−1u

n
j−1 +

(
1 − kw0

)
un

j + kw1u
n
j+1

+λk
[
h

∑

p∈P

αpu
n
j+p(Γδ)p − un

j

]
− kτ ε

h,k, (7.5.8)
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where τ ε
h,k is the truncation error estimate in Proposition 7.5.1, which is τ ε

h,k =

O(k + h2) + λCδ2ε. We want to estimate the global difference between the two

numerical solution (7.5.6) and (7.5.8). Define

en+1
j = vn+1

j − un+1
j , and En = sup

j
| en

j | .

We can prove the following result.

Proposition 7.5.2 If ε = O(h4) and for the time step there holds a standard CFL

condition, k = O(h2), then En = O(h2), for h→ 0.

Proof. Subtracting the equation (7.5.8) from the (7.5.6), we have

en+1
j = kw−1e

n
j−1 +

(
1 − kw0

)
en

j + kw1e
n
j+1 (7.5.9)

+λk
[
h

∑

p∈Pin

αpe
n
j+p(Γδ)p + h

∑

p∈Pout

αp

[
ṽn

j+p − un
j+p

]
(Γδ)p − en

j

]
+ kτ ε

h,k.

By (7.5.7) and (7.5.8), we obtain

ṽn
j+p − un

j+p = k
(
w−1 +

λD

h2

)
en−1

j+p−1 +
[
1 − k

(
w0 +

2λD

h2

)]
en−1

j+p

+k
(
w1 +

λD

h2

)
en−1

j+p+1 + λk
[D
h2

(
un−1

j+p−1 − 2un−1
j+p + un−1

j+p+1

)

−
(
h

∑

p̃∈P

αp̃u
n−1
j+p+p̃(Γδ)p̃ − un−1

j+p

)]
+ kτ ε

h,k.

(7.5.10)

We have to estimate the difference between the central second order finite difference

approximation and the integral approximation.

For every p ∈ P fixed

uj+p − uj = (ph)ux +
(ph)2

2
uxx +

(ph)3

3!
uxxx +

(ph)4

4!
uxxxx + ....

We call zε = zM = δ
√

−2 log (εδ
√

2π) as described in Subsection 7.3.2, and, for the

compound rule (7.3.1), with ρ = 1, a point ξ ∈ [−zε, zε] exists such that

h
∑

p∈P

αp(ph)
β(Γδ)p =

∫ zε

−zε

zβΓδ(z)dz +
h2

6
zε
d2(zβΓδ(z))

dz2

∣∣∣
z=ξ

.

Then,

h
∑

p∈P

αp

(
uj+p − uj

)
(Γδ)p =

1

2

d2u(x)

dx2

∣∣∣
x=xj

∫ zε

−zε

z2Γδ(z)dz +
h2

6
zεRj.
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This yields

D
uj−1 − 2uj + uj+1

h2
− h

∑

p∈P

αp

(
uj+p − uj

)
(Γδ)p

=
1

2

d2u(x)

dx2

∣∣∣
x=xj

(
2D −

∫ zε

−zε

z2Γδ(z)dz
)
− h2

6
zεRj.

Now, we choose the diffusion coefficient D such that

D =
1

2

∫ zε

−zε

z2Γδ(z)dz. (7.5.11)

Under the CFL condition (7.5.5) and for

1 − kw0 − k
2λD

h2
≥ 0, (7.5.12)

from (7.5.9) and (7.5.10), we have

En+1 ≤
[
1 − kc+ λkh

∑

p∈Pin

(Γδ)p − λk
]
En +

[
λk

(
1 − kc

)
h

∑

p∈Pout

αp(Γδ)p

]
En−1

+λ2k2h
2

6
zεh

∑

p∈Pout

αp | Rj+p | (Γδ)p + λk2 | τ ε
h,k | h

∑

p∈Pout

αp(Γδ)p + k | τ ε
h,k | .

This is, for some coefficients A, B and C,

En+1 ≤ AEn +BEn−1 + C.

As a consequence, for any n+1
2

≤ m < n we have

En+1 ≤ En−2m+1

m∑

k=0

(
m
k

)
(AE)kBm−k + C

m−1∑

k=0

(A+B)k.

When n− 2m+ 1 = 0, E0 = 0 it yields

En+1 ≤ C
1 − (A+B)

n+1
2

1 − (A+B)
. (7.5.13)

Now, we have

h
∑

p∈Pin,Pout

(Γδ)p ≤ 2zε max
z

Γδ = 2zεΓ and | Rj |≤ R.

The CFL condition (7.5.12) gives k = O(h2) and τ ε
h,k = O(h2 + ε). Then, for

N = T/k, the global error (7.5.13) is estimated by

EN ≤
(
1 − T

N
c− 2

T 2

N2
λzεΓ

)N/2

g(h, ε),
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where

g(h, ε) = O
(h4z2

ε + h4zε + h2εzε + h2 + ε

1 + h2zε

)
.

As h and k go to zero, we obtain

lim
N→∞

(A+B)N/2 =
(
1 − T

N
c− 2

T 2

N2
λzεΓ

)N/2

= e
TC
2 .

Then, to get the rate of convergence as h → 0, we observe that the minimal value

of the function g(·, ε) is achieved for ε = O(h4).

Therefore, the conclusion follows, since

lim
N→∞

EN ≤ e
TC
2 g(h, h4)

≤ e
TC
2

(
− h4 log h4 + h4

√
− log h4 + h6

√
− log h4 + h2 + h4

)
= O(h2).

Remark 7.5.3 We point out that, for the Gaussian probability density (1.1.1) we

have

k̄ = E(η − 1) = exp
(δ2

2

)
− 1 ≈ δ2

2
+O(δ4), δ � 1,

then, solving the approximated problem (7.4.2) in ΩC is just solving the Black-

Scholes equation (6.4.2) with coefficients

a =
σ2

2
− r + λk̄ ≈ σ2

2
− r + λ

δ2

2
, b =

σ2

2
+ λ

δ2

2
.

Even if the scheme (7.5.6) needs for a CFL condition and its convergence in

time is only first order accurate, we shall see in Subsection 7.6.1 that it is of simple

practice application and computationally fast. It is easy to obtain a scheme which

is second order in time, by applying the SSP (Strong Stability Preserving) Runge-

Kutta technique, as in [60] and references therein, but we observe no real advantages

for the total accuracy at least for the second order case. Then in what follows, we

just use scheme (7.5.6).

7.6 Examples and Numerical tests.

In this section we compute the order γ of the error in the following form

γ = log2

(e1
e2

)
, (7.6.1)
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with

ep =
‖ u(h

p
, T ) − u( h

2p
, T ) ‖1,∞

‖ u( h
2p
, T ) ‖1,∞

, p = 1, 2,

where u(h) denotes the numerical solution obtained with the space step discretiza-

tion equal to h, under the discrete norm l1 and l∞, respectively

‖ u(·, T ) ‖1= h
∑

i

| u(xi, T ) |, ‖ u(·, T ) ‖∞= max
i

| u(xi, T ) | .

If not specified, in tables that follow we give the average convergence order.

7.6.1 European option.

Let us consider the problem of pricing an European option according to the problem

(7.5.1). As we showed in Subsection 7.5.1, we solve the integro-differential equation

on the numerical domain Ω̄. We apply the second order scheme (7.5.6) under the

CFL condition

h ≤ 2b

a
, k ≤ min

( h2

2b+ 2λD + ch2
,

h2

2b+ ch2 + λh2

)
, (7.6.2)

with D given by (7.5.11), D = λδ2/2.

Let us fix the parameters as follows: E = 100, r = 0.05, σ = 0.2, δ = 0.2 and

T = 1. In Figure 7.1 we present the value of the option given by the jump-diffusion

model (dotted-solid curve), the pure diffusion model (λ = 0) (solid curve), and the

payoff value (dotted curve) respectively. The difference between the two models

is clear: the value in the jump diffusion model is larger than the one in the pure

diffusion setting in a neighborhood of the exercise price, according to the theoretical

results in [90].

0

20

40

60

80

100

120

140

160

50 100 150 200 250

’bs’
’jump’

’payoff’

Figure 7.1: Subsection 7.6.1, jump-diffusion model (�), pure diffusion model (−)
and payoff value (· · · ), with Simpson compound rule and h = 0.05.
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In Figure 7.2, we show the variation of the solution according to the jump inten-

sity λ. We compare the solution with λ = 0.5 (�), λ = 2 (+) and λ = 8 (−) and we

observe that the solutions increase with λ. This is what we expect from the model,

because as the intensity of the jump increases the risk of the investment increases

and consequently the price of the derivative needs to be higher.
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Figure 7.2: Subsection 7.6.1, jump-diffusion model with different values of jump
intensity, λ = 0.5 (�), λ = 2 (+), λ = 8 (−).

In Tables T2 we show the l∞ errors and the convergence order (7.6.1) for the
European call option initial data. This confirms experimentally that the scheme is
second order accurate.

N T = 0.1 T = 1 T = 10

129 0.000262 0.000778 0.002118
257 0.000123 0.000122 0.000645
513 0.000044 0.000036 0.000038
1025 0.000011 0.000016 0.000130
2049 0.000000 0.000008 0.000003

Convergence-order 2.40096 1.663561 2.379236

Table T2: Example 7.6.1, l∞ errors and convergence orders of the European call

option computed using the scheme (7.5.6). The process parameters are E = 100, r = 0.05,

σ = 0.2, λ = 0.1, δ = 0.8. The number of time steps is given by the CFL condition (7.6.2).

Since we might be interested in obtaining the value u of the option for a given

stock price S∗ = exp(x∗), we fix x∗ = ln(100) and σ = 0.2, δ = 0.8, λ = 0.1. We

compute the “exact” option price P by the analytical solution given in [90]. Then,

in Table T3 we show the convergence order,

γ̃ = log2

( | u(h;x∗, T ) − P |
| u(h

2
;x∗, T ) − P |

)
, (7.6.3)
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where u(h;x∗, T ) is the numerical solution of (7.5.6) with space step h, valued in x∗

at time T . We stress out that we construct the interval Ω centered on x∗, then the

values on the Table T3 are few influenced by the boundary error.

T = 0.1 T = 1 T = 10

N PUT CALL PUT CALL PUT CALL

64 1.562877 1.876357 7.809220 13.640541 13.902732 67.105924
128 2.356042 2.826212 8.167357 13.579657 14.916689 56.847952
256 2.572710 3.075204 8.268306 13.378464 14.911828 56.876483
512 2.625636 3.128717 8.319940 13.286915 15.179737 54.510145
1024 2.628921 3.122007 8.337027 13.223001 15.179249 54.513929

Analytical solution 2.633642 3.132394 8.341444 13.218501 15.179245 54.525989

Convergence-order γ̃ 1.956285 2.916243 1.728216 1.637843 4.602457 2.506671

Table T3: Example 7.6.1, convergence orders (7.6.3) with respect to the analytical

solution, see [90], of the European put and call option prices of Merton model computed

using the explicit scheme (7.5.6). The process parameters are E = 100, r = 0.05, σ = 0.2,

λ = 0.1, δ = 0.8, x = ln(100). The number of time steps is given by the CFL condition

(7.6.2).

Table T4 shows CPU times on a 1, 6 GHz Pentium IV PC for various number of

space steps. Although the scheme (7.5.6) is of explicit type, it is computationally

fast.

N 64 128 256 512 1024

CPU time (seconds) N.A. N.A. 0.02s 0.16s 4.4s

Table T4: Example 7.6.1, CPU times on 1.6 GHz Pentium IV PC for the scheme

(7.5.6) when T = 1 and the number of time steps is given by the CFL condition (7.6.2).

The CPU times for 64 and 128 nodes are not available.

7.6.2 A two-dimensional example.

In this section we present an operator splitting method for the two-dimensional de-

generate equation (1.6.6). For an extensive description of operator splitting methods,

we refers to the paper [73].

The main difficulty is given by the presence of a hyperbolic direction y. For

simplicity, we set r = 0 and we write the equation in the short form

∂tu(x, y, t) +Du(x, y, t) = λJu(x, y, t),
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where

Du = −b∂2
xxu+ a1∂xu+ a2∂yu,

Ju =

∫ +∞

−∞

∫ +∞

−∞
u(x+ ξ, y + η, t)Γ(ξ, η)dξdη − u(x, y, t),

Γ(ξ, η) =
1

2πδ2
exp

(
− 1

2δ2
(ξ2 + η2)

)
,

and b, a1 and a2 are constants.

The operator splitting method can be summarized as follows: let vn+1 = Dvn be

the numerical solution of

∂tv(x, y, t) +Dv(x, y, t) = 0, (7.6.4)

and let wn+1 = Jwn be the numerical solution of

∂tw(x, y, t) = λJw(x, y, t). (7.6.5)

Then the operator splitting is based on the following approximation

un+1 = [JD]un.

To approximate the differential part (7.6.4), we shall apply an ADI method that

combine Crank-Nicholson scheme in the two directions. To approximate the inte-

gral part (7.6.5), we shall apply the Euler rule for the time discretization and the

compound Simpson’s product rule to the two-dimensional integral.

Let us define the two following discrete operators,

Dx =
[k
2
α1δx −

k

2
βδxx

]
, Dy =

[k
2
α2δy

]
,

where

α1 =
a1

2h1

, α2 =
a2

h2

, β =
b

h2
1

δxxui,j = (ui+1,j − 2ui,j + ui−1,j)

δyui,j =





(ui,j − ui,j−1) a2 ≥ 0

(ui,j+1 − ui,j) a2 < 0
δxui,j = (ui+1,j − ui−1,j)

We observe that we are using a central finite difference scheme for the x-direction and

an upwind approximation for the degenerate one. We can now write the complete

scheme. To calculate the numerical solution un+1 from un we have to solve the

following two steps:
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1. We compute the values ũn+1
i,j , for i, j = 0, ..., N , by solving two tridiagonal

system, 



(I + Dx)ũ
n+ 1

2 = (I −Dy)u
n

(I + Dy)ũ
n+1 = (I −Dx)ũ

n+ 1
2

(7.6.6)

where I denotes the identity matrix.

2. We obtain the solution un+1
i,j , for i, j = 0, ..., N , by the expression

un+1
i,j = (1 − λk)ũn+1

i,j + λkh1h2

∑

l,m

αlαmũ
n+1
i+l,j+mΓl,m. (7.6.7)

We consider the following example,




∂tu(x, y, t) +Du(x, y, t) = λJu(x, y, t) (x, y, t) ∈ Q× [0, T ]

u(x, y, 0) = u0(x, y) (x, y) ∈ Q,
(7.6.8)

where we fix the parameters λ = 1, b = 1, a1 = −a2 = 0.5 and the x space

discretization h1 equal to the y space discretization h2.

In Table T5, we show the γ order (7.6.1) under the norm l1 of the scheme

(7.6.6)-(7.6.7) applied to the problem (7.6.8) with a regular initial data u0(x, y) =

sin(π(x+ y)). We point out that we have chosen an upwind approximation to deal

with the pure hyperbolic direction y, then the scheme is at most first order accurate,

as well verified in Table T5.

δ = 10−4 δ = 10−2

h1 = h2 γ ep γ ep

0.025 0.099739 0.089381
0.0125 1.308349 0.040273 1.485643 0.031917
0.00625 0.557111 0.027372 0.9416737 0.016169
0.003125 0.9288881 0.014378 0.447856 0.011854

Table T5: Convergence order γ, defined in (7.6.1), and errors, for the solution of the

problem (7.6.8) with u0(x, y) = sin(π(x + y)), b = 1, a1 = −a2 = 0.5.

7.6.3 The nonlinear case.

As we have already seen in Section 7.1, the option pricing in large investor economy

leads to a quasilinear differential problem. From equation (7.1.1), by the standard

change of variable x = log S, we get the following general equation

ut + LIuu = H(x, t, u, Iu,Du),
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where LI is a linear degenerate elliptic integro-differential operator and H is a

nonlinear integro-differential Hamilton-Jacobi operator.

The numerical approximation of Hamilton-Jacobi equations has been intensively

studied, both for first and second order equations. We refer again to [36, 16] for

classical results and to [96, 77, 74] for recent developments of high order accurate

schemes, such as ENO, WENO, and central schemes.

Let us introduce some standard notations:

u± = ∆±uj =
±(uj±1 − uj)

h
, ∆2uj =

uj+1 − 2uj + uj−1

h2
, Ĥ(u+, u−),

where Ĥ is a Lipschitz continuous numerical flux, which is monotone and consistent

with H [36], i.e.:

Ĥ(p, p) = H(p).

Monotonicity here means that Ĥ in non-increasing in its first argument and nonde-

creasing in the other one. Two of the most useful admissible numerical fluxes are

the local Lax-Friedrichs (LLF) flux and the Godunov flux, [96].

Example 7.6.1 [Large institutional investor]. Let us consider the Merton model

for the large investor economy. As we have seen in the Example 1.6.8, the interest

rate r depends on the wealth ξ invested in stocks and the price function solves the

quasi-linear final value problem (7.1.1). In the specific case of the large institutional

investor, the interest rate decreases when too much wealth is invested in bonds,

according to the law r(S, t, ξ) = R(S, t)f(ξ) where f is a positive continuous function

such that, for a given wealth ξ0 ≥ 0 fixed, f(ξ) = 1 as ξ ≤ ξ0 and f is decreasing

as ξ > ξ0, but f(ξ)ξ non decreasing. A good prototype of such type function f is

given by

f(ξ) =





1, ξ ≤ ξ0

α + βξ0ξ
−γ ξ > ξ0,

for all α, β and γ such that α, β > 0, 0 < γ ≤ 1 and α + βξ−γ+1
0 = 1. We select,

γ =
1

2
, β =

1

2
√
ξ0

⇒ α =
1

2
,

and we fix constant the interest rate R(S, t) = R.

We want to solve the following one dimensional quasi-linear problem,




ut − buxx + aux +H
(
u, ux,

∫
u(x+ z, t)Γδ(z)dz

)
= Iu,

u(x, 0) = ψ(x),

(7.6.9)
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where a = (λk̄ + σ2

2
), b = σ2/2 and the non linear term H is given by

H(u, p, q) = Rf
(
u− ãux − b̃(q − u)

)(
u− ãux − b̃(q − u)

)
,

We point out that the H operator verify the general assumptions F1, F2, F3, given

in Section 4.1, then the Cauchy problem (7.6.9) has a unique viscosity solution in

the sense of Definition 4.1.4. Moreover, H(·, p, ·) is a decreasing monotone function,

convex for ξ > ξ0.

To discretize the equation (7.6.9) we approximate the nonlinear term by

ĤJ

(
un

j , u
+, u−,

∑

p∈P

αpu
n
j+p(Γδ)p

)
= H

(
un

j ,
u+ + u−

2
,
∑

p∈P

αpu
n
j+p(Γδ)p

)
,

This is of course a Lipschitz continuous numerical flux, monotone and consistent

with H(·, p, ·). Applying the explicit scheme (7.5.4) for the linear part, we get the

following approximation: for j = j−, ..., j+,

un+1
j = un

j − ak

2h
∆−u

n
j +

bk

h2
∆2un

j − λkun
j

+λk
∑

p∈P

αpu
n
j+p(Γδ)p − kĤJ

(
un

j , u
+, u−,

∑

p∈P

αpu
n
j+p(Γδ)p

)
.(7.6.10)

The scheme verifies the general convergence result (7.2.2) under the following CFL

condition,

h ≤ 2b

a
,

2bk

h2
+ λk + kmax

u

[dH
du

(u, ·, ·)
]
− kmin

q

[dH
dq

(·, ·, q)
]
≤ 1,

As it has been done for the linear problem (7.5.1), on the numerical boundary

domain ΩC we approximate the integral term Iu in (7.6.9) by the diffusive one Duxx

and we solve the following equation,

ut − buxx + aux +H
(
u, ux, Duxx

)
= λDuxx, (x, t) ∈ ΩC × (0, T ],

under the condition

2bk

h2
+

2λDk

h2
+ kmax

u

[dH
du

(u, ·, ·)
]
−Dkmin

q

[dH
dq

(·, ·, q)
]
≤ 1. (7.6.11)

We fix ã = a, b̃ = b, the parameters E = 100, R = 0.05, σ = 0.2, λ = 0.1, δ = 0.4

and the initial data ψ(x) = (ex − E)+ as the call option payoff function.

In Tables T6 we show the l∞ errors and the convergence order (7.6.1) for ξ0 = 102.

This experimentally shows that the scheme is second order accurate.
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N T = 0.5 T = 1 T = 10

65 0.007924 0.013589 0.032857
129 0.000850 0.002836 0.007711
257 0.000610 0.000072 0.000522
513 0.000071 0.000056 0.000052
1025 0.000033 0.000068 0.000013

Convergence-order 1.977426 1.911010 2.839315

Table T6: Example 7.6.1, l∞ errors and convergence orders of the European call

option computed using the scheme (7.6.10). The process parameters are ξ0 = 102, E = 100,

r = 0.05, σ = 0.2, λ = 0.1, δ = 0.4. The number of time steps is given by the CFL

condition (7.6.11).

Figure 7.3 shows the call option payoff function compared with the solution of

(7.6.9) at time T = 1, with ξ0 = 102 fixed.
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Figure 7.3: Example 7.6.1, we show the call option payoff function compared with
the solution of (7.6.9) (×) at time T = 1, with ξ0 = 102 fixed.
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Chapter 8

Convergence of numerical schemes
in the unbounded Lévy case

8.1 Introduction

In this chapter we study the numerical approximation of the class of nonlinear

parabolic integro-differential Cauchy problems introduced in Chapter 4:





−∂tu+H(x, t, u,xDu,xD2uxT ,J u) = 0,

u(x, T ) = uT (x),
(8.1.1)

where uT is a continuous initial data and H is a nonlinear second order operator.

We recall that J u is an integro–differential operator given by

J u =

∫

E

[
u(x+ xβ(x, t, z), t) − u(x, t) − xβ(x, t, z) · Du(x, t)

]
ν(dz), (8.1.2)

where ν(dz) is a given Radon measure on E = R2−{0}, the so-called Lévy measure,

satisfying ∫

E

(1 ∧ |z|2)ν(dz) <∞. (8.1.3)

The theory can be extended to more general H operator depending on another

integral term:

Iu(x, t) =

∫

E

[u(x+ xβ(x, t, z), t) − u(x, t)] γ(x, t, z)ν(dz), (8.1.4)

using the techniques of Chapter 7.

Problems in this form arise when considering a financial derivative constructed on

an underlying asset evolving as an exponential Lévy process instead of the classical
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diffusion dynamics, as it has been explained in Chapter 2 and Chapter 5 in order

to have a more realistic description of the market than the one obtained with the

Black–Scholes model [28].

8.2 The Financial model - option pricing with

Lévy processes

In Chapter 5 we have proposed several examples in which the exponential Lévy

model arises and which are described by problem (8.1.1). We recall here the problem

of our main interest: let us consider a market whose money market account evolves

according to

dBt = Btrdt,

where r is the deterministic interest rate in the market, while S = (S1, . . . , Sn), the

risky assets, are described by a stochastic differential system of equations

dSt = St

[
b(St, t)dt+ σ(St, t)dWt +

∫

E

β(St− , t, z)Ñ(dt, dz)
]
,

where St = diag (S1
t , . . . , S

n
t ), Wt is a m–dimensional standard Brownian motion,

1 ≤ m ≤ n, Ñ is the compensated martingale measure of a n–dimensional Poisson

random measure N defined on R+ × E with compensator λ(dt, dz) = dt × ν(dz) is

its Lévy intensity, and ν : B(E) → Rn,

ν(dz) = (ν1(dz), . . . , νn(dz)),

is the n–dimensional Lévy measure. We assume that X i
t = eLi

t , where Lt is a n–

Lévy process described by

dLi
t = µi(t)dt+

m∑

j=1

σi
jdW

j +
n∑

j=1

∫

|z|<1

ηi
j(t)z

jÑ j(dt, dz)

+
n∑

j=1

∫

|z|≥1

ηi
j(t)z

jN j(dt, dz), i = 1, . . . ,n,

where σ(t) ∈ Rn×m, 1 ≤ m ≤ n, σ(t)σT (t) ≥ 0, η(t) ∈ Rn×n. By the generalized

Ito’s formula we derive

bi(St) = µi +
1

2

m∑

j=1

(σi
j)

2 +
n∑

j=1

∫

E

(
eηi

jzj − 1 − ηi
jz

j1|z|<1

)
νj(dz),

σ(St) = σ,
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βi
j(St, z) = eηi

jzj − 1,

where we have omitted the t dependence for simplicity.

Following the line of Chapters 4 and 5 we can derive the price of any deriva-

tive U(St, t) as the solution of the following nonlinear integro–differential parabolic

problem:





−∂tU +H
(
x, t, U,xDU,xD2UxT ,JU

)
= 0,

U(ST , T ) = UT (ST ),

where

H
(
x, t, U,xDU,xD2UxT ,JU

)
= −1

2
tr

[
σ(t)σ(t)TxD2UxT

]
− bxDU

+rU −
n∑

j=1

JjU,

and

JjU(x, t) =

∫

E

[
U(xe(η(t)z)j , t) − U(x, t) − x

(
eη(t)z − 1n

)
DU

]
νj(dz).

This is the more general model one can consider in order to modeling a Lévy econ-

omy: if the parameters of the model are deterministic functions of (St, t), the prob-

lem reduces to a linear problem describing a small investor economy, otherwise we

have a pricing problem in the large investor economy.

It is well known that in the case of no integral operator, or with an integral

term of the form (8.1.4) with a bounded measure, the problem (8.2.1)–(8.2.2) is

equivalent to a Cauchy problem on an unbounded domain, up to a logarithmic

change of variables.

It can be proven that under suitable hypotheses on the β function, a change of

variable of that kind can be applied even in this case, because of the special structure

of the integro–differential operator, as it has been already described in Chapter 4,

Section 4.2.

8.2.1 Change of variable

The problem we have to deal with is established as follows:

−∂tU +H(x, t, U,xDU,xD2UxT ,JU) = 0, (x, t) ∈ ΠT , (8.2.1)
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U(x, T ) = UT (x), x ∈ Π, (8.2.2)

where Π = (0,∞)n, ΠT = Π × [0, T ), x = diag (x1, · · · , xn), and J u is the integro–

differential operator previously defined, (8.1.2).

From what concerns the main object of this Thesis, the jump amplitude β sat-

isfies all the requirements in order to apply a change of variable as in the pricing

problem we have

β(t, x, z) = exp(η(t)z) − 1n ≈ η(t)x,

near the origin.The problem reads as

−∂tU − 1

2
tr

[
σσTxD2UxT

]
− bxDU + rU −

n∑

j=1

JjU = 0,

with

JjU(x, t) =

∫

E

[
U(xe(η(t)z)j , t) − U(x, t) − x(eη(t)z − 1n)DU

]
νj(dz).

Applying a change of variable u(x, t) = U(ex, T − t), the pricing equation for any

derivative could be written as




ut +H(x, t, u,Du,D2u, Ju) = 0,

u(x, 0) = uT (x);

omitting the x dependence in the coefficients the operator H reads

H(x, t, u, Ju,Du,D2u) = −1

2
σ(T − t)σT (T − t)D2u−

(
b(T − t) − cexp(T − t)

)
Du

+ru−
n∑

j=1

Jju = 0,

where

ciexp(t) =
m∑

j=1

∫

E

[
eηi

j(t)z
j − 1 − ηi

j(t)z
j1|z|<1

]
νi(dz),

and the new integral operator becomes

Jju(x, t) =

∫

E

[
u(x + (η(T − t)z)j, t) − u(x, t) − (η(T − t)z) · Du(x, t)1|z|<1

]
νj(dz).

We can note that

b− cexp = µ+
1

2
σσT . (8.2.3)
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8.3 A general convergence result

We want to approximate the following problem:

∂tu+H(x, t, u,Du,D2u, Ju) = 0. (8.3.1)

A numerical scheme approximating (5.3.4) can be written as

Q(h, k, j, n, un
j , Jhũ, ũ) = 0, (8.3.2)

where Jhũ denotes the integral approximation. We want to prove that, under suit-

able conditions, this scheme converges to the unique solution of the problem (5.3.4),

provided that the following conditions are satisfied:

Properties of the scheme

Q1 Monotonicity of the approximating integral.

If ũ ≥ ṽ and un
j = vn

j we have the following inequality:

Jhũ ≥ Jhṽ;

Q2 Stability.

For all h, k a solution û does exist that is bounded

independently from (h, k); (8.3.3)

Q3 Consistency.

For all φ ∈ C∞
b (Rn × [0, T ]) and for all (x, t) ∈ Rn × (0, T ) we have:

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Q(h, k, j, n, φn
j + ξ, Jh(φ̃+ ξ), φ̃+ ξ)

ρ(h, k)

≥ ∂tu+H(x, t, u,Du,D2u, Ju);

lim sup
(h,k)→0

(jh,nk)→(t,x)

ξ→0

Q(h, k, j, n, φn
j + ξ, Jh(φ̃+ ξ), φ̃+ ξ)

ρ(h, k)

≤ ∂tu+H(x, t, u,Du,D2u, Ju);
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Q4 Monotonicity.

If ũ ≥ ṽ and un
j = vn

j for all h, k ≥ 0 and 1 ≤ n ≤ N , we have:

Q(h, k, n, j, un
j , Jhũ, ũ) ≤ Q(h, k, n, j, vn

j , Jhṽ, ṽ). (8.3.4)

Remark 8.3.1 The theory of numerical approximation of fully nonlinear degener-

ate parabolic problems presented in Chapter 6 could be considered as a special case

of the present one. We define the numerical scheme approximating the parabolic

problem:

∂tu+H(x, t, u,Du,D2u, 0) = 0 in Rn × (0, T ), (8.3.5)

as:

Q̃(h, k, j, n, un
j , ũ) = Q(h, k, n, j, un

j , 0, ũ); (8.3.6)

in this way the scheme Q̃ satisfies clearly all the properties (S.1)–(S.3) of Chapter 6,

and therefore the approximation scheme (8.3.6) converges to the viscosity solutions

of (8.3.5).

Properties of the equation

Q5 Maximum Principle or Strong Uniqueness Property Assume A.1–A.3 of Chap-

ter 4 and take uT ∈ C(Π̃)∩Pn(Π) for some n < no. Let u ∈ ⋃
n<no

L∞(
0, T ;Pn(Π)

)

be a (possibly discontinuous) viscosity solution to (5.3.4). Then u is the unique

viscosity solution in the class
⋃

n<no

L∞(
0, T ;Pn(Π)

)
. Moreover it is continuous

on ΠT and can be extended continuously to Π̃ × [0, T ] by setting

u(x, t) =





u(x, t) if (x, t) ∈ ΠT ,

lim
ΠT3(y,s)→(x,t)

u(y, s) if (x, t) ∈ Γ × [0, T ] ∪ Π× {T}.

The function u still solves (8.1.1), and satisfies u(x, T ) = uT (x) for all x ∈ Π̃.

Under these assumptions we shall prove our main theoretical result.

Theorem 8.3.2 Let assumption (Q1)–(Q5) hold true. Then, as (h, k) → 0, the

solution ũ of the scheme (8.3.2) converges locally uniformly to the unique continuous

viscosity solution of the problem (8.3.1).

Proof. We can note that the property (Q5) is given in the original variable, while

the approximation scheme is given after having applied the change of variable dis-

cussed in the previous section. This is not a difficulty as the previous change of
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variable is monotone, therefore every required property concerning an ordering re-

lation is preserved.

Let us now rephrase the Maximum Principle property after the exponential change

of variable. Let

kn(x) = hn(ex) =
n∑

i=1

enxi +
n∑

i=n′+1

e−n|xi|;

the set Pn(Π) becomes the set

Pen(Rn) =
{
u : Rn → R :

u(x)

1 + kn(x)
is bounded

}
,

and

L∞(0, T ;Pen(Rn)) =
{
u : Rn × [0, T ] → R :

u(x, t)

1 + kn(x)
is bounded

}
.

Now we can prove the main convergence result.

Let u, u ∈ ⋃
n<no

L∞(0, T ;Pen(Rn)) be defined by:

u(x, t) = lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j ,

u(x, t) = lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

un
j .

We want to prove that u and u are respectively supersolution and subsolution of

the problem (8.3.1). If this claim is proved to be true, then by definition we have

u ≤ u, while the other inequality holds because of lower semicontinuity of u and

upper semicontinuity of u, hence:

u = u = u,

is the unique continuous solution of the problem (8.3.1). This result, together with

the definition of u and of u leads to the local uniform convergence of the solution

of the scheme to the solution of the problem. To prove the claim, we shall consider

only the case of u, the other being the same.

We want to prove that u ∈ USC and that it is a subsolution for the problem, i.e.

for all φ ∈ C2,1(Rn × [0, T ]) ∩
⋃

n<n0

L∞(0, T ;Pen(Rn)) such that u(x0, t0) = φ(x0, t0),

(x0, t0) is a global maximum point and the following inequality

∂tφ+H(x, t, u,Dφ,D2φ, Jφ) ≤ 0,
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holds in classical sense for all (x, t) ∈ Rn × [0, T ].

The main difference with the case studied in Chapter 7 stands in the class of growth,

which has been modified in order to take into account the unboundedness of the Lévy

measure near the origin. This feature reflects on the integral term that has to be

treated with particular care, as it has been shown in Chapter 4, Section 4.2, isolating

the singularity point. Fortunately, in force of Remark 4.2.8, for regular function the

definition of the integral term does not need this particular care. (For a detailed

discussion we refer to Chapter 4.)

We start by proving that u ∈ USC.

1. u is upper semicontinuous: it follows from the definition itself: we want to

prove that the following inequality holds:

lim sup
(y,s)→(x,t)

u(y, s) ≤ u(x, t),

By definition:

u(y, s) = lim sup
(∆x,∆t)→0

(j∆x,n∆t)→(s,y)

un
j ,

therefore, by definition of limsup, there exist an ε > 0 and (n, j) such that:

u(y, s) − ε ≤ un
j ;

now, taking limsup for (∆x,∆t) → 0 and (j∆x, n∆t) → (x, t), we obtain:

u(y, s) − ε ≤ u(x, t);

Now, as ε is arbitrarily chosen, we obtain the desired result.

2. u is locally bounded: by definition it is obtained by the solutions of the scheme.

By hypothesis (8.3.3) they are bounded, independently from ∆t,∆x. So let

K ∈ Rn × [0, T ] be a compact set, then there exists a constant AK such that:

|un
j | ≤ AK ∀n, j s.t. (j∆x, n∆t) ∈ K ⇒ |u(x, t)| ≤ AK ∀(x, t) ∈ K;

from this property it easily follows that u ∈ Pen(Rn):

We have proved that u ∈ USC, and now we need only to prove that u is a viscosity

subsolution. To this aim let (x0, t0) be a global strict maximum for u−φ on Rn×[0, T ]

for some φ ∈ C2,1(Rn×[0, T ])∩
⋃

n<n0

L∞(0, T ;Pen(Rn)) such that u(x0, t0) = φ(x0, t0),

then:

u(x, t) − φ(x, t) ≤ 0 = u(x0, t0) − φ(x0, t0) in Rn × [0, T ].
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From these hypothesis it follows that there exists a sequence (∆xk,∆tk) ∈ R+2
and

(yk, sk) ∈ Rn × [0, T ] such that, as k → ∞:

(∆xk,∆tk) → 0, (yk, sk) → (x0, t0), u(∆xk,∆tk)(yk, sk) → u(x0, t0),

(yk, sk) is a global maximum point of u(∆xk,∆tk)(·, ·) − φ(·, ·). (8.3.7)

Denoting by ξk = u(∆xk,∆tk)(yk, sk) − φ(yk, sk), we have

ξk → 0 and

u(∆xk,∆tk)(x, t) ≤ φ(x, t) + ξk,

for all (x, t) ∈ Rn × [0, T ]. By the definition of u(∆xk,∆tk), the hypotheses (8.3.4) and

(8.3.7) we obtain:

Q(∆x,∆t, jk, nk, φ(yk, sk) + ξk, Jnk,jk
(φ̃+ ξk), φ̃+ ξk) ≤ 0.

Now, taking limits in the previous inequality, using the consistency of the scheme,

we obtain:

0 ≥ lim inf
k→∞

Q(∆xk,∆tk, jk, nk, φ(yk, sk) + ξk, Jnk,jk
(φ+ ξk), φ̃+ ξk)

ρk(∆x,∆t)

≥ lim inf
(∆x,∆t)→0

(j∆x,n∆t)→(x,t)

ξ→0

Q(∆x,∆t, j, n, φ(y, s) + ξ, J(φ̃+ ξ), φ̃+ ξ)

ρ(∆x,∆t)

≥ ∂tφ+H(x, t, φ,Dφ,D2φ, Jφ),

which is the desired result, because of the assumption u(x0, t0) = φ(x0, t0).

8.4 The numerical approximation of the integral

term

According to the classical theory of approximated integration, see for instance [38],

we use the compound Newton-Cotes formulas to approximate the integral term on

the interval [a, b]:

(RS)(f) =
b− a

2S

S−1∑

s=0

ρ∑

i=1

αif(xis) ≈
∫ b

a

f(x)dx, (8.4.1)

where S is the number of subinterval in which we have divided [a, b], a = y0 < y1 <

... < yS = b, ρ is the number of point in each subinterval [ys, ys+1] and

xis = ys +
b− a

2S
(1 + ti), s = 0, ..., S − 1.
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The errors which occur in approximate integration formulas are conventionally ex-

pressed in terms of the higher derivatives of the integrand function f and they are

valid only if the integrand is sufficiently smooth. It is a feature of the Newton-

Cotes formulas that, if the number of point is 2k − 1 or 2k, the error is of the form

ER(f) = ch2k+1f 2k(ξ), for a < ξ < b.

Moreover we point out that we are using compound Newton–Coates formula because

when ρ is large, the coefficients αi are large and of mixed sign. For our purpose we

require the coefficients αi to be positive, therefore it is not suitable to choose ρ

bigger than 7. We refer to Chapter 7, Section 7.3

To obtain the error estimates when the integrand function f has a low-order

continuity, we can approximate the function f by a suitable polynomial, as we have

already done in Chapter 7, Proposition 7.3.2, according to the following standard

result, see for instance [38].

8.4.1 The numerical approximation in the one dimensional
case.

Here we want to consider the integro-differential equation (8.1.1)1 in one dimension.

We suppose H to be linear in the integral part, which is the case of derivative pricing

in small investor economy

∂tu+H(x, t, u,Du,D2u) − Ju = 0.

We can split the integral operator in two terms:

Ju(x, t) = J inu(x, t) + Joutu(x, t),

where

J inu(x, t) =

∫

|z|<1

[
u(x+ z, t) − u(x, t) − zux(x, t)

]
Γδ(z)dz,

Joutu(x, t) =

∫

|z|≥1

[
u(x+ z, t) − u(x, t)

]
Γδ(z)dz.

To construct a good approximation for this problem we have to deal with two difficul-

ties, one being completely new. The singularity of the measure requires a truncation

of the domain in a neighborhood of the origin; moreover we need to apply a trunca-

tion of the unbounded integration domain, as it has already been done in Chapter

7.

Let 0 < θ � 1 and define a domain Dθ such that
∣∣∣
∫

|z|<1

|z|2ν(dz) −
∫

Dθ

|z|2ν(dz)
∣∣∣ < O(θ).
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Assume that u(·, t) ∈ W 2,∞((−1, 1)), then the error we incur in this truncation is

∣∣∣
∫

{|z|<1}−Dθ

[
u(x+ z, t) − u(x, t) − zux(x, t)

]
ν(dz)

]
ν(dz)

∣∣∣

≤ ||u(·, t)||W 2,∞((−1,1))

∫

{|z|<1}−Dθ

|z|2ν(dz) = ||u(·, t)||W 2,∞((−1,1))O(θ).

Let us now focus on the second truncation difficulty, that is concerned with the

unboundedness of the integration domain; let us fix a parameter 0 < ε � 1 and a

domain Dε = [zm(ε),−1] ∪ [1, zM(ε)] such that

∣∣∣
∫

|z|≥1

ν(dz) −
∫

Dε

ν(dz)
∣∣∣ ≤ ε.

The error we incur in this truncation can be estimated in term of the norm of u.

Let us suppose that u ∈ L∞(R× [0, T ]), then

∣∣∣
∫

{|z|≥1}

[
u(x+ z, t) − u(x, t)

]
ν(dz) −

∫

Dε

[
u(x+ z, t) − u(x, t)

]
ν(dz)

∣∣∣

=
∣∣∣
∫

{|z|<zm(ε)}∪{|z|>zM (ε)}

[
u(x+ z, t) − u(x, t)

]
ν(dz)

∣∣∣

≤ 2U

∫

{|z|<zm(ε)}∪{|z|>zM (ε)}
ν(dz) = 2Uε.

8.4.2 The case of the CGMY distribution

In the previous estimates we have assumed u(·, t) ∈ L∞(R) ∩W 2,∞((−1, 1)), but it

is possible to assume even more regularity because of the results in Theorem 4.2.14

and Corollary 4.2.15; under particular choices of the Lévy measure it is possible to

give explicit expression of the domains Dθ and Dε and more precise estimates on

the truncation errors.

Let us assume the Lévy measure expressed in terms of a CGMY symmetric

density, as we have explained in Chapter 2, Equation (2.3.1), see [31], ν j(dz) =

KCGMY (z)dz, where

KCGMY (z) =





C
e−G|z|

|z|1+Y
, zi < 0, i = 1, 2,

C
e−M |z|

|z|1+Y
, zi > 0, i = 1, 2,

with C > 0, G,M ≥ 0 and Y < 2. We start considering the case where E = R−{0}
and a symmetric density:

ν(dz) = Γδ(z)dz,
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with

Γδ(z) =
exp

(
−z
δ

)

z2
.

Let 0 < θ � 1 and Dθ = {z ∈ R s.t. θ < |z| < 1}. Performing the calculation we

obtain

∣∣∣
∫

0≤|z|≤θ

exp
(
− |z|

δ

)
dz

∣∣∣ = 2

∫ θ

0

exp
(
− z

δ

)
dz = 2δ

(
1 − exp

(
− θ

δ

))
= O(θ).

Define

J in,θu(x, t) :=

∫

θ<|z|<1

[
u(x+ z, t) − u(x, t) − zux(x, t)

]
Γδ(z)dz, (8.4.2)

and

J in
θ u(x, t) :=

∫

|z|≤θ

[
u(x+ z, t) − u(x, t) − zux(x, t)

]
Γδ(z)dz.

For all φ ∈ C2(R× [0, T ]), then the error we incur using this truncation is given by

|J inφ(x, t) − J in,θφ(x, t)| = |J in
θ φ(x, t)|

≤ ||φ||C2

∫

|z|≤θ

z2

2
Γδ(z)dz ≤ ||φ||C2δ

(
1 − e−

θ
δ

)
.

We construct an approximation of this integral term using the Newton–Coates for-

mula for the integral and a finite difference for the integrand; the approximated

integral becomes

J in,θ
h u(x, t) = RSin

[(
u(x+ ·, t) − u(x, t) − ·ux(x, t)

)
Γδ(·)

]

=
1 − θ

2Sin,−

Sin,−∑

s=0

ρin,−∑

i=1

αin,−
i

[
u(x+ zis, t) − u(x, t) − zisux(x, t)

]
Γδ(zis)

+
1 − θ

2Sin,+

Sin,+∑

s=0

ρin,+∑

i=1

αin,+
i

[
u(x+ zis, t) − u(x, t) − zisux(x, t)

]
Γδ(zis).

We can note that if we choose a symmetric approximation formula we have

[ 1 − θ

2Sin,−

Sin,−∑

s=0

ρin,−∑

i=1

αin,−
i +

1 − θ

2Sin,+

Sin,+∑

s=0

ρin,+∑

i=1

αin,+
i

]
zisux(x, t)Γδ(zis)

= RSin

(
zΓδ(z)

)
ux(x, t) = 0,

therefore the previous formula can be read in a simplified way:

J in,θ
h u(x, t) = RSin

[(
u(x+ ·, t) − u(x, t) − ·ux(x, t)

)
Γδ(·)

]
(8.4.3)
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=
1 − θ

2Sin,−

Sin,−∑

s=0

ρin,−∑

i=1

αin,−
ρ

[
u(x+ zis, t) − u(x, t)

]
Γδ(zis)

+
1 − θ

2Sin,+

Sin,+∑

s=0

ρin,+∑

i=1

αin,+
ρ

[
u(x+ zis, t) − u(x, t)

]
Γδ(zis).

Then for any φ ∈ C2(R× [0, T ]) we can write

J inφ(x, t) = J in,θ
h φ(x, t) +O(hl) +O(θ), l ≥ 2.

We can now focus our attention in the truncation of the unbounded domain. Let

us fix a parameter 0 < ε� 1 and a domain Dε such that

∣∣∣
∫

|z|≥1

Γδ(z)dz −
∫

Dε

Γδ(z)dz
∣∣∣ ≤ ε;

in this case the points zM(ε) and zm(ε) can be given explicitly. As Γδ(z) has been

chosen as a symmetric density, we have Dε = {z ∈ R s.t 1 ≤ |z| ≤ zM} defined by

the following relation: for all z ∈ Dε

exp
(
− |z|

δ

)
≥ ε;

in this case a simple calculation gives

zM = −zm = −δ log(ε)
ε→0−→ +∞.

Define

Jout
ε u(x, t) =

∫

Dε

[
u(x+ z, t) − u(x, t)

]
Γδ(z)dz. (8.4.4)

Under these assumptions we can give an estimate of the error in which we incur if

we suppose that u(·, t) ∈ Lip(R) with constant l:

∣∣∣Joutu(x, t) − Jout
ε u(x, t)

∣∣∣ =
∣∣∣
∫

|z|>zM

[
u(x+ z, t) − u(x, t)

]
Γδ(z)dz

∣∣∣

≤ l

∫

|z|>zM

|z|Γδ(z)dz ≤ 2l

∫ ∞

zM

exp
(
− z

δ

)
= 2lδ exp

(
− zM

δ

)
= 2lδε.

A realistic assumption for functions u in financial application is they have an

exponential rate of growth; if u ∈ Pen(R),

u(x+ z, t) − u(x, t) ∼ ex(ez − 1),

and
∣∣∣
∫

|z|≥zM

[u(x+ z, t) − u(x, t)]Γδ(z)dz
∣∣∣ ≤ ex

∫

|z|≥zM

|ez − 1|Γδ(z)dz



190 The unbounded Lévy processes.

≤ 2ex

δ
(1 − δ) exp

(−zM(1 − δ)

δ

)
=

2ex

δ
(1 − δ)ε1−δ.

At this stage we can approximate the integral operator (8.4.4) using the nume-

rical integration formulas of Section 8.4:

Jhu(x, t) = RSout

[
(u(x+ ·) − u(x))Γδ(·)

]
(8.4.5)

=
zm − 1

2Sout,−

Sout,−−1∑

s=0

ρout,−∑

i=0

αout,−
i

[
u(x+ zis, t) − u(x, t)

]
Γδ(zis)

+
zM − 1

2Sout,+

Sout,+−1∑

s=0

ρout,+∑

i=0

αout,+
i

[
u(x+ zis, t) − u(x, t)

]
Γδ(zis);

Since the functions g1(z) =
(
u(x + z, t) − u(x, t) − zux(x, t)

)
Γδ(z) and g2(z) =

(
u(x+ z, t)− u(x, t)

)
Γδ(z) have a low-order continuity, to get an error estimate for

the approximations (8.4.3) and (8.4.5) we apply Proposition 7.3.2. Recall that for

a generic function f we have

ER(f) =

∫ b

a

f(x)dx−R(f) =

∫ b

a

(f(x) − pn(x))dx+

∫ b

a

pn(x)dx−R(f)

=

∫ b

a

(f(x) − pn(x))dx+R(pn − f).

Then

| ER(f) |≤
(
(b− a) +

p∑

i=0

| αi |
)
| f(x) − pn(x) | .

If αi > 0, using formula (8.4.1), we obtain

| ER(f) |≤ 2(b− a) | f(x) − pn(x) | .

An RS compound rule, applied to our functions f = g1, yields

ERSout (g1) =
Sout−1∑

s=0

ER(g1) =
Sout−1∑

s=0

2
(b− a

Sout

)
| g1(xs) − pn(xs) | .

Then there exists a polynomial of degree ≤ Soutρout, pSoutρout(z), such that

| g1(z) − pSoutρout(z) |≤ 2ωg1

( zM − 1

Soutρout

)
.

There follows
∣∣∣
∫

1≤|z|≤zM

g1(z)dz − (RSout)(g1(z))
∣∣∣
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≤
∫

1≤|z|≤zM

∣∣∣ g1(z) − pSoutρout(z)
∣∣∣dz +

∣∣∣ (RSout)(pSoutρout(z) − g1(z))
∣∣∣

≤
(
2(zM − 1) +

zM − 1

Sout

Sout−1∑

s=0

ρout∑

i=0

| αi |
)
2ωg1

( zM − 1

Soutρout

)

≤ 2(zM − 1)
(
1 +

ρout∑

i=0

| αi |
)
ωg1(h),

where ωg1 is the modulus of continuity for g1.

An RS compound rule, applied to our function f = g2, yields

ERSin
(g2) =

Sin−1∑

s=0

ER(g2) =
Sin−1∑

s=0

2
(b− a

Sin

)
| g2(xs) − pn(xs) | .

Then there exists a polynomial of degree ≤ S inρin, pSinρin(z), such that

| g2(z) − pSinρin(z) |≤ 2ωg2

( 1 − θ

Sinρin

)
.

There follows

∣∣∣
∫

θ<|z|<1

g2(z)dz − (RSin)(g2(z))
∣∣∣

≤
∫

θ<|z|<1

∣∣∣ g2(z) − pSinρin(z)
∣∣∣dz +

∣∣∣ (RSin)(pSinρin(z) − g2(z))
∣∣∣

≤
(
2(1 − θ) +

1 − θ

Sin

Sin−1∑

s=0

ρin∑

i=0

| αi |
)
2ωg2

( 1 − θ

Sinρin

)

≤ 2(1 − θ)
(
1 +

ρin∑

i=0

| αi |
)
ωg2(h),

where ωg2 is the modulus of continuity for g2.

As previously, we choose a formula such that α
in(out)
i > 0 for all i.

To give an exhaustive description of the approximation scheme, we point out

that for all φ ∈ C2(R× [0, T ])

Jφ(x, t) = J in,θφ(x, t) + Jout
ε φ(x, t) +O(θ) +O(ε),

therefore we apply a compound rule to the integral term and a standard explicit

difference scheme for the differential part, as it has been done in Chapter 7.
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8.4.3 Check of the hypotheses

Following the line of the paper by Barles and Souganidis [16], summarized in Chapter

6, and the result exposed in Chapter 7 we approximate at first the differential

part with a scheme Q̃ that verifies the differential condition of convergence (S.1)–

(S.3) of Chapter 6. Moreover we assume that the integral approximation formula

is symmetric and that the space discretization grid of the numerical operator Q̃

coincides with the ones of the two integral approximation, that is we set the common

space step h such that

h ≤ min
{ 1 − θ

ρinSin
,
zM − 1

ρoutSout

}
.

Then the approximation of the integro–differential equation (8.5.1) reads

Q(h, k, j, n, un
j , Jhũ, ũ) = Q̃(h, k, j, n, un

j , ũ) − Jhũ = 0,

where Jhũ is the approximation of the integral term:

Jhũ =
∑

p∈P in

αin
p

[
un

j+p − un
j

]
(Γδ)p +

∑

p∈P out

αout
p

[
un

j+p − un
j

]
(Γδ)p

=
∑

p∈P

αp

[
un

j+p − un
j

]
(Γδ)p

where P = P in ∪ P out.

1. Monotonicity of the approximated integral.

To get the monotonicity of the integral approximation it is sufficient to choose

a Newton–Coates formula such that the weights αp are greater than zero for

all p. Clearly, if ũ ≤ ṽ and un
j = vn

j then we have
∑

p∈P

αp

[
un

j+p − un
j

]
(Γδ)p ≤

∑

p∈P

αp

[
vn

j+p − vn
j

]
(Γδ)p,

for all j ∈ Z and n ∈ N.

2. Stability

It is a trivial consequence of the Q̃ stability and the monotonicity of the

approximation of the integral term.

3. Consistency

Let φ ∈ C∞(R × [0, T ]); from the consistency condition on Q̃ we get the

following:

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Q̃(h, k, j, n, φn
j + ξ, φ̃+ ξ) − Jh(φ̃+ ξ)

ρ(h, k)
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≥ ∂tu+H(x, t, u,Du,D2u) − lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Jh(φ̃+ ξ)

ρ(h, k)
.

Performing the calculation for φ ∈ C2(R× (0, T )), writing φn
j±1 in terms of its

first and second order derivative, using the Taylor expansion, we get

Jh(φ̃+ ξ) =
∑

p∈P

αp[φ
n
j+p − φn

j ](Γδ)p

= J in,θ(φ+ ξ) + Jout
ε (φ+ ξ) + ERS

(φ+ ξ) +O(hl) +O(ε) +O(θ), l ≥ 2,

therefore

lim inf
(h,k)→0

(jh,nk)→(x,t)

ξ→0

Jh(φ̃+ ξ)

ρ(h, k)

= Jφ− lim
(h,k)→0

(jh,nk)→(x,t)

ξ→0

ERS
(φ+ ξ) +O(h2) +O(ε) +O(θ)

ρ(h, k)
= Jφ,

as ε and θ are arbitrary chosen.

4. Monotonicity

It is a trivial consequence of the Q̃ monotonicity and the monotonicity of the

integral approximation (point 1).

8.5 Finite difference methods for the one dimen-

sional Lévy model

In this section we introduce an explicit approximation for the linear IPDE arising

from the Lévy models in financial markets. We remember that lot of work has

been done for the pure diffusion problem of the Black and Scholes type; for what

concerns IPDE coming from bounded Lévy models, we refer to Chapter 7 for a

detailed discussion and for some numerical tests, see also [30].

Let us consider the following constant coefficient Cauchy problem

ut −
1

2
σ2uxx − (µ+

1

2
σ2)ux + ru− Ju = 0, (8.5.1)
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u(x, T ) = ψ(x);

As we have previously described, we apply a compound rule to the truncated integral

terms (8.4.4) and (8.4.2), while we use a standard explicit finite–difference scheme

for the differential part. Then an approximation scheme can be read as

Q(h, k, j, n, un
j , Jhũ, ũ) =

un+1
j − un

j

k
− (b− cexp)

un
j+1 − un

j−1

2h
(8.5.2)

−
( q

2k
+

σ2

2h2

)(
un

j+1 − 2un
j + un

j−1

)
+ run

j

−
∑

p∈P

αp

[
un

j+p − un
j

]
(Γδ)p.

Proposition 8.5.1 The scheme (8.5.2) is accurate to order O
(
h2 + qh2

2k

)
under the

CFL stability condition
∣∣∣µ+

1

2
σ2

∣∣∣k
h
≤ σ2 k

h2
+ q ≤ 1 − k

(
r +

∑

p∈P

αp(Γδ)p

)
. (8.5.3)

Proof. The CFL condition can be easily derived by the monotonicity condition. To

find out the order of accuracy, we perform the study of the symbol of the discretized

operator [110]. Let p(s, ξ) the symbol of the integro–differential operator (8.5.1):

p(s, ξ) = s+
1

2
σ2ξ2 −

(
µ+

1

2
σ2

)
iξ + r −

∫

E

[
eizξ − 1 − izξ1|z|<1

]
Γδ(z)dz.

If un
j = eskneijhξ, we can derive the symbol of the discretized scheme (8.5.2):

pk,h(s, ξ) =
esk − 1

k
− i(b− cexp)

sin(hξ)

h
−

(qh2

k
+ σ2

)cos(hξ) − 1

h2
+ r

−
∑

p∈P

αp[e
iphξ − 1](Γδ)p.

To perform the calculation we remember the choice of the approximation of the

integral terms (8.4.2) and (8.4.4) and that it holds the relation (8.2.3).

From the Newton–Coates formula
∑

p∈P

αp[e
iphξ − 1](Γδ)p =

∫

θ<|z|<zM

(eizξ − 1)Γδ(z)dz +O(hl), l ≥ 2;

therefore, using the Taylor expansion in pk,h and the previous relation we get

pk,h(s, ξ) = s− i(b− cexp)ξ −
(qh2

k
+ σ2

)ξ2

2
+ r
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−
∑

p∈P

αp[e
jphξ − 1](Γδ)p +O(k + h2).

We now look for a symbol rk,h(s, ξ) such that

rk,h(s, ξ)p(s, ξ) − pk,h(s, ξ)

gives the order of accuracy; we have that rk,h(s, ξ) = 1 + o(1) and

p(s, ξ) − pk,h(s, ξ) =
qh2

2k
ξ2 +O(θ + ε) +O(k + h2),

where we have used the relation (8.2.3); from the CFL condition (8.5.3) we get

k = O(h2); moreover ε and θ are arbitrary, then we chose them as O(h2); therefore

the scheme is accurate to order

O
(
h2 +

qh2

2k
ξ2

)
.

8.6 Conclusions.

In this chapter we have proved that the general convergence result of Chapter 7 can

be extended also to general unbounded Lévy measure satisfying assumption (8.1.3).

A particular care is due to the singularity point: here we have proposed a way to

deal with the unboundedness of the measure and how to couple this result with the

one obtained in Chapter 7 for the unboundedness of the domain of integration.

An important point in the numerical simulation is concerned with the boundary:

the nonlocal nature of the integral term is such that it couples grid points which are

“inside” and “outside” the computational domain.

In Section 7.4 this problem was studied for bounded Lévy measures, where the in-

tegral term has been compared to a diffusion.

The technique proposed in that section could be extended also in this case, with par-

ticular care to the singularity points: the particular form of the integrand function

suggests to replace the integral operator with an effective diffusion terms. Perform-

ing similar calculation to the one of Section 7.5.2 it is possible to obtain an estimate

of the committed error.
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[8] S. Awatif. Équations d’Hamilton-Jacobi du premier ordre avec termes intégro-
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différentiels complètement non linéaires. C. R. Acad. Sci. Paris Sér. I Math.,

316(3):245–248, 1993.

[56] M. G. Garroni, V. A. Solonnikov, and M. A. Vivaldi. Quasi-linear, integro-

differential, parabolic problems with nonhomogeneous conditions. Houston J.

Math., 18(4):481–532, 1992.

[57] M. G. Garroni, V. A. Solonnikov, and M. A. Vivaldi. Fully nonlinear boundary

conditions for quasilinear, integro-differential operators. In Nonlinear partial

differential equations and their applications. Collège de France Seminar, Vol.
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and Feynman-Kac formula for Lévy processes, with applications in finance.

Bernoulli, 7(5):761–776, 2001.

[94] B. Øksendal. Stochastic differential equations. Springer-Verlag, Berlin, 1998.

[95] M. F. M. Osborne. Brownian motion in the stock market. Operations Res.,

7:145–173, 1959.

[96] S. Osher and C.-W. Shu. High-order essentially nonoscillatory schemes for

Hamilton-Jacobi equations. SIAM J. Numer. Anal., 28(4):907–922, 1991.
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