
ATTI ACCADEMIA NAZIONALE LINCEI CLASSE SCIENZE FISICHE MATEMATICHE NATURALI

RENDICONTI LINCEI
MATEMATICA E APPLICAZIONI

Ricardo H. Nochetto, Alfred Schmidt, Claudio
Verdi

Adapting meshes and time-steps for phase change
problems

Atti della Accademia Nazionale dei Lincei. Classe di Scienze Fisiche,
Matematiche e Naturali. Rendiconti Lincei. Matematica e Applicazioni,
Serie 9, Vol. 8 (1997), n.4, p. 273–292.
Accademia Nazionale dei Lincei

<http://www.bdim.eu/item?id=RLIN_1997_9_8_4_273_0>

L’utilizzo e la stampa di questo documento digitale è consentito liberamente per motivi
di ricerca e studio. Non è consentito l’utilizzo dello stesso per motivi commerciali. Tutte
le copie di questo documento devono riportare questo avvertimento.

Articolo digitalizzato nel quadro del programma
bdim (Biblioteca Digitale Italiana di Matematica)

SIMAI & UMI
http://www.bdim.eu/

http://www.bdim.eu/item?id=RLIN_1997_9_8_4_273_0
http://www.bdim.eu/


Atti della Accademia Nazionale dei Lincei. Classe di Scienze Fisiche, Matematiche e
Naturali. Rendiconti Lincei. Matematica e Applicazioni, Accademia Nazionale dei
Lincei, 1997.



Rend. Mat. Ace. Lincei 
s. 9, v. 8:273-292 (1997) 

Analisi numerica. •— Adapting meshes and time-steps for phase change problems. No­
ta (*) di RICARDO H. NOCHETTO, ALFRED SCHMIDT e CLAUDIO VERDI, presentata dal 
Socio E. Magenes. 

ABSTRACT. — We address the numerical approximation of the two-phase Stefan problem and discuss an 
adaptive finite element method based on rigorous a posteriori error estimation and refinement/coarsening. 
We also investigate how to restrict coarsening for the resulting method to be stable and convergent. We re­
view implementation issues associated with bisection and conclude with simulations of a persistent corner 
singularity, for which adaptivity is an essential tool. 

KEY WORDS: Degenerate parabolic equations; Stefan problem; Finite elements; A posteriori estimates; 
Adaptivity. 

RIASSUNTO. — Metodi adattativi per problemi di cambiamento di fase. Si considera l'approssimazione nu­
merica del problema di Stefan bifase e si discute un metodo adattativo di elementi finiti basato su stime 
dell'errore a posteriori rigorose e su tecniche di raffinamento/deraffinamento della reticolazione. Si dimo­
stra che il metodo è stabile e convergente sotto opportune restrizioni dell'operazione di deraffinamento e si 
illustra l'implementazione dell'algoritmo adattativo con un metodo di bisezione. Si conclude, infine, con al­
cune simulazioni di un problema che presenta una singolarità di tipo angolo, per catturare la quale è essen­
ziale l'uso di metodi di raffinamento locale. 

1. INTRODUCTION 

Using fixed domain methods for phase change problems is very attractive numeri­
cally in that interfaces disappear as explicit unknowns and their tracking and related 
difficulties are thus avoided. However, the lack of regularity across interfaces is respon­
sible for global numerical pollution effects that degrade accuracy, most noticeably for 
fixed quasi-uniform meshes and constant time-steps. The purpose of this article is to 
review some recent results concerning mesh and time-step modification and show that 
adaptivity can cope with pollution and make accurate computations feasible, reliable, 
and robust. 

We consider the simplest solid-liquid phase transition, namely the classical one or 
two-phase Stefan problem in enthalpy form 

(1.1) dtu - A0(u) =f in Q = Q X (0, T) , 

where fi(s) = min(s; 0) + max(.y — 1, 0), 0 = /3(u) is the temperature and u is the en­
thalpy or internal energy. This constitutive relation /? corresponds to an ideal material 
with constant thermal properties and unit latent heat. 

The finite element analysis of (1.1) was started by Jerome and Rose [8]. They exam­
ined the effect of artificial viscosity, namely the replacement of fi by the strictly increas­
ing function fie(s) = fi(s) + es, and finite element discretization with a quasi-uniform 

(*) Pervenuta all'Accademia il 16 luglio 1997. 
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mesh of size h and constant time-step r. Recently, Rulla and Walkington [29] showed 
an essentially linear rate of convergence h + r for s = 0 in two space dimensions, there­
by extending the result of Rulla for time discretization [28]; see [9] for further exten­
sions to a diffuse interface model. The resulting numerical schemes of [8,29] provide 
the best scenario for error analysis, but are difficult to implement and solve because 
they do not include quadrature. 

Numerical integration has been extensively studied by Nochetto and Verdi [26], 
who obtained an optimal rate of convergence h1//2 for e ~ h « r under minimal regular­
ity of data; related results were obtained by Elliot [6]. The techniques developed 
in [26] have been instrumental in analyzing linearization methods [15,27] and related 
models [10,31]. 

The first attempt to use properly refined meshes for Stefan problems is due to No­
chetto, Paolini and Verdi [20,21]. The basic idea was to equidistribute a priori dis­
cretization errors in the maximum norm, design a mesh with a refined region of thick­
ness of order r1//2 so as to contain the discrete interface for about x ~1^2 time-steps, and 
regenerate the entire triangulation upon failure of some mesh admissibility tests. This 
methodology has been extended to linear schemes [22] and a phase relaxation 
model [11]. Its main drawback is the accurate computation of interface velocity, need­
ed only for a priori mesh design, which is rather problematic for degenerate situations 
and diffuse interfaces. See [19,30] for an overview. 

Below we describe our current approach to mesh and time-step modification, which 
is based on a posteriori error estimation and refinement/coarsening [23-25]. The finite 
element solution U of (1.1), introduced in §2, satisfies 

(1.2) .. 3,17-48(17) = / - & i n Q . 

The parabolic residual 81 is a distribution with singular components and oscillatory be­
havior. In § 3 we investigate how to restrict coarsening for the resulting method to be 
stable and convergent. In § 4 we show how to represent the errors eu = u — U and 
£#«) = fiW ~ fi(U) in terms of negative norms of Si, which entail averaging and thus 
quantify oscillations better. In § 5 we derive a posteriori error estimates 

with computable right-hand side 8; hereafter, h and r stand for a variable meshsize and 
time-step. A further localization step in space and time, briefly discussed in § 6, is 
needed for the estimators to be practical. We thus end up with the adaptive algorithm 
of § 6, which equidistributes space discretization errors for a uniform error distribution 
in time. This strategy leads to the optimal meshes of § 7, which possess fewer degrees 
of freedom than those of [20,21], and requires no estimate of interface velocity nor re­
strictions in the number of mesh changes. In § 8 we review implementation issues asso­
ciated with «bisection», the method of choice for refinement/coarsening operations, 
but the basic ideas go back Bànsch [2]. We conclude in § 9 with simulations of a persis­
tent corner singularity, for which adaptivity turns out to be an essential tool. The 
example, still unpublished, is due to Athanasopoulos, Caffarelli, and Salsa, whom we 
thank for bringing it to our attention and for several illuminating discussions. 
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2. CONTINUOUS AND DISCRETE PROBLEMS 

Let Q C Rd (d ^ 1) be a bounded convex polyhedral domain; set Q = Q X (0, T) 
for T > 0. Let % denote the initial enthalpy, let 90 = f}(u0) E WQ> °° (Q) be the initial 
temperature, and let / be sufficiently smooth. 

CONTINUOUS PROBLEM. Find ueL°°(0,T; L2(Q)) H W1' °° (0, T; H " 1 (fl)) *»</ 
0 E L ° ° ( O , T jHo^OWnHMO, T ; L 2 ( £ ) ) j»d& that uit = 0 = u0, 

0(x, t) = J3(u(x, t)) a.e. (*, t) e Q , 

and for a.e. t e (0, T) #W #// rj EHQ(Q) the following equation holds 

(2.1) (dtu,ri) + (Ve,Vri) = (fri). 

Hereafter, (•, • ) stands for either the inner product in L2 (Q) or the duality pairing 
between H~1(Q)> HQ(Q). Existence and uniqueness for this problem are 
known [32]. 

We now introduce the fully discrete problem, which combines continuous piece-
wise linear finite elements in space with backward differences in time. We denote by r„ 

n 

the time-step at the /z-th step and set tn = 2 ?,-; let /N ^ T. Let 3ffln be a uniformly 
/ = l 

regular partition of Q into simplices S [3] with meshsize density h„ and let Œ" be the col­
lection of interior interelement boundaries e of 3Zn in Q; hs (resp. A J stands for the di­
ameter of S E 3fKn (resp. e e £B"). Mesh 3Î£* is obtained from 3T£* ~ l by refining/coars­
ening and thus 9\ln and 3?£* ~ l are compatible. Therefore the only loss of information 
between Dìln ~ 1 and 3Jln is due to coarsening, which must be limited in order to pre­
serve stability and convergence; see §3. 

Let Vn
 CHQ(Q) (resp. W* c L 2 (Q)) be the usual space of continuous (resp. dis­

continuous) piecewise linear finite elements over 9Jln. Let 1$ : C° (S) —» P1 (S) be the 
local Lagrange interpolation operator; In indicates the global operator. The discrete in­
ner product (•, •)* is defined by the vertex quadrature rule [3], 

{(Pucp2)
n= 2 {l!(<Pi<p2)dx, V ? 1 , ? 2 e W * , 

SeÏÏÏ 

forali which leads to mass lumping. Set || cp ||„ = ((q>, cp)n)1^2 and ||ç>||„ s = I ilsty2] 

Se9Kn and <p e Wn. Finally, let Pn : L2(Q) ->W* indicate the local L2-projection 
operator over W* defined by 

PntjŒWn: {Pnrì7cp) = (t1ycp)J V ç ) ê W K . 

Either In or Pn is used as a transfer operator Tn between consecutive meshes 9Kn ~ l 

and 9iln. The computation of Tn is simple in both cases [24]. 

DISCRETE PROBLEM. Let U° E V° fc # suitable approximation of u0. Given Un ~ 1, 
@« - ! 6 V* ~ -1, *&e# 3ft" ~ 1 and xn _xare modified as described below to get 3iln and rn 
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and thereafter Un, 0n e Vn computed according to 0n = F/3(Un) and 

(2.2) (l/rn)(U
n -TnUn-\(p)n + (V0",V<p) = (Inf(',tn), cp)n, VtpeV" . 

Using mass lumping and enforcing the constitutive relation only at the nodes intro­
duces some consistency errors but amounts to having a monotone problem. Thus (2.2) 
is easy to implement and solved via an optimized nonlinear SOR [21] or monotone 
multigrid methods [12]. 

We now conclude with further notation. The jump J* of V0n across e e &n is 

J; = W&"l-ve = (V0f5l - V0]S2)-ve. 
If the unit normal vector ve\oe always points from S2 to Si, then/,? is well defined. For 
any element S e Dìln, ]$ stands for the jumps of V0n across dS\dQ. 

Let U be the piecewise constant extension of {Un} defined by U(m, 0) = U°(*) 
and U(-,t) = Un(-) for all tn~l < t ^ tn with n ^ 1. The interior residual Rn is 

(2.3) R*(0 = rf(-,n - (u*(-) - r ^ - ^D/ r , . 

3. MESH AND TIME-STEP MODIFICATION 

That arbitrary mesh changes may lead to convergence to a wrong solution or diver­
gence is known even for the heat equation [5]. In [24], we show that the discrete 
scheme (2.2) with changing meshes and time-steps remains stable and convergent if 
two restrictions are imposed for coarsening, whereas refinement operations are always 
allowed. Both constraints below can be imposed locally on each element S e 9Zn and 
thus can be checked in practice. 

CONSTRAINT 1. For all 2 ^ n ^ N 

O i \ N'T» TT» - 1 112 | | T T » - 1 | | 2 < ~ I IUiQ" "~ * ll2-> 

.1) ||i u | | „ - | | u IU — i ^ T «- i l l v < y IIL2(^) • 
This constraint accounts for the increase in time of the Lx

2 energy due to mesh coarsen­
ing and is required for weak stability; (3.1) would be empty with exact integration and 
Tn = Pn 

CONSTRAINT 2. For all 1 ^ n ^ N and an arbitrary constant A 

(3.2) \\Un-1-T"U"-1\\H-i{i2)^r„-1A\\h„-1V&>'-l\\LHQ). 

This constraint is required for convergence and limits coarsening in H'1, in 
which V does not possess superconvergence properties. This choice Tn = V imposes 
a restriction on the number of mesh coarsenings reminiscent of the mesh constraints 
in [20,21]. On the other hand, since Pn exhibits the superconvergence property 

h ~ P'VWH-HO) =S c\\hH(v - P'v)\\m0) > *v *L2(Q), 

then (3.2) results from the local constraint 

| | U * - 1 - P " U " - 1 l U i , ^ ^ - i ^ l | V e i r " 1 | l L 2 ( 5 ) , W e f l T . 

Note that it could happen that Tn Un " 1 = Un " * over a coarsened triangle S e 3Zn, 
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but \\TnUn~1\\2
n)S-\\U

n~1\\2
n-1,s>0, and viceversa. This shows that (3.2) and 

(3.1) are independent, and in fact of quite different nature. 
Assuming that D\Ln is acute (weakly acute in two space dimensions), then (3.1) guar­

antees the weak stability of the discrete scheme (2.2) [24] 

(3.3) \ max \\U" \\2 + 2 \\V - T"U"'1 \\2„ + £ T J V 0 " | | | 2 ( O ) *S C. 

If in addition (3.2) is imposed, then, for Hn = max/?^ and C independent of T, 
x e Q 

(3.4) E = \\ePiu) ||L2(Q) + \\eu ||L« (0 rjH-1^)) ^ CT1 / 2 max \rn+Hn + T1/2 -f- . 

We infer that, if H^ = o{tlJ2), which allows for highly graded meshes, the discrete 
scheme with variable meshes and time-steps converges. Moreover, if Hn = 0{xn)y then 
the following error estimate is valid 

E ^ C m a x ( T , T1 / 2) max Hn . 
1 «s» ^ J V 

This result extends the error analysis of [26], thereby incorporating mesh and time-step 
changes, but does not take full advantage of the underlying structure of the Stefan 
problem. Such a structure is hidden into (3.4) and is exploited in [24]. 

We finally would like to compare our analysis with the a priori error analysis of [7] 
for the linear heat equation. We first notice that our analysis is hybrid in the sense that 
it uses the discrete regularity (3.3) as well as continuous regularity, makes no assump­
tion on the mesh grading, such as | Vh | « 1, as well as between consecutive meshes ex­
cept for (3.2) and (3.1). The quasi-optimal analysis of [7] does not take quadrature into 
account. We do not know whether our results are sharp. 

4. ERROR REPRESENTATION FORMULA 

We represent the errors eu = u - U and e^u) = /3(u) - j3(U) in terms of the residu­
al SI in (1.2). We subtract (1.2) from (1.1) and integrate by parts over Q against a 
smooth test function Ç vanishing on dQ X (0, T). The error eu satisfies 

T 

(4.1) (eu, £>|, = T - j(eu,d^ + bAt) = (eu, £>|,_0 + Slit), 
0 

where 0 ^ b(x, t) ^ 1 is the discontinuous function 

, , x P(u(x,t))-p(U(x,t)) . r / ' TT/ x , , N 

b(x, t) = ; — if u(x, t) *• U(x, t), b(x, t) = 1 otherwise , 
u(x, t) - U{x, t) 

and the parabolic residual 51(C) is the distribution 

(4.2) &(Ç) = (U, Ç>|/ = 0 - (U, % = T + J (/£ + UU + PW)AZ) • 
Q 

Together with the initial error, #t(£) is a measure of the amount by which U misses to 
be a solution of (2.1) and must be evaluated in negative norms. We can represent the 
error | |^(«)||L2(Q) + H^HL-CO,T-H-1{Q))

 m terms of &(£) by making judicious choices of 
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• £( •, T) and dt t, + bAt,. Given a regularization parameter ò > 0 to be chosen later, we 
consider two backward parabolic problems, with operator in nondivergence form and 
vanishing diffusion coefficient b, 

(4.3) dtip + (b + ô)Aip= ~b1/2x in Q , ^ , T ) = 0 in Q, 

(4.4) 3,0 + (& + <5)J0 = 0 i n Q , 0(-, T) = g in fl., 

V , 0 = 0on<9£ X (0, T) ,andxeL 2 (Q) ,^EH 0
1 (^) .Evaluat ion of ^(C)depends on 

regularity of £. The theory of nonlinear strictly parabolic problems [14] yields existence 
of unique solutions ip, 0 e H 2 , 1 ( Q ) which satisfy [18,23] 

T 

(4.5) 2 sup ||Vv>(-,f)||Ë2(û), 7X7Ha>*(Q)> 4 d f ^ | ^ ( û ) ^ y | £ 2 ( Q ) , 
0 

T 

(4.6) sup | |V0(-,/) | |Ì2 (o ) , - 1 - | | 3 , 0 | | 2 2 ( Q ) , 2ô\\<t>\2
H2{Q)^\\VQ\\2

L2{Q). 
0 

In contrast to the heat equation, problems (4.3) and (4.4) do not exhibit any regulariz­
ing effect (in fact as ô —» 0 the information on second space derivatives is lost) and are 
not computable in that b is discontinuous and depends on both u and 17. Since the reg­
ularity of the dual problem dictates the weights (powers of meshsize and time-step) of 
the a posteriori error estimators of § 5, this indicates the striking difference between de­
generate and strictly parabolic, problems. 

We define the following negative norms of the residuals 8l(ip) and 51(0) 

( f / _ 1 = SUp -jj—n , 0 _ ! = SUp 

XeL2(Q) WXWLHQ) ' QeHi(Q) W^Q\\L2(Q) ' 

which, in view of (4.5) and (4.6), involve first derivatives of tp and 0. On using 
that 

T 

V(vT) = 0,. ~ \(euy dtip + bAxp) = (e^b^'x) + ô(eu,Ay), 
o 

T 

<P(;T) = Q, -\(eu,dt<p+bA<p) = ô{eu,A(p), 

eub
xl2 = {euem )1 / 2 3= j ^ ( s ) | , > a | =S 1 + \em \ , 

from (4.1) we easily obtain 

(i - u/V2)«51/2)lk/«.) IUQ, + lk(-, T)||H-i(û) S; 

where R_i = W-i + ^ _ t and <z = 1 + 1/yjl. Upon taking ô -> 0, we obtain the fol­
lowing representation formula which is valid for any numerical method 

(4.7) fi^lkln-^ + ^ - i -
Estimate (4.7) leads to Approach I below and is pessimistic in that it uses only first 
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space derivatives of ip and 0. An alternative and fruitful avenue consists of exploiting the 
additional, but nonuniform, H2 space regularity of ip and 0, thus keeping ô > 0 and op­
timizing ô later without sending it to 0; this yields Approach II below and works best. 
To this end, we define the following negative norms of the residuals Si(ip ) and #1(0) 
with second space derivatives of ip and 0 

I&WI ^ I #1(0) I 
(f/_2 = SUp -77— fj , 0 _ 2 = SUp 

X.LHQ) P W ( Q ) QeHè(Q) lWllL2(Q) 

and set R_2 = W_2 + <P_2/V2. Since (4.5) and (4.6) yield 

I&WI ^ 1 |&(V)| 1^(0)1 ^ 1 l&WI 
kllL2(Q) " 2 ô 1 / 2 IM^IIL2(Q) ' livelli2^) "" V ^ 1 / 2 H^II^Q) ' 

from (4.1) we readily get 

(2 - aô1/2)\\epiu) ||L2(Q) + \\ett(% T)||H-i(f i) ^ y/2a\\e2\\H-iiQ) + q(ô), 

where #(<$ ) = q- ô ~1/2 + q+ ô 1 /2 with #_ = R_2 and # + = t f | Q | 1 / 2 . Nothing that 
(50 = R_ 2 / ^ |Q | 1 / / 2 minimizes q(ô), we obtain the representation formula 

(4.8) E ^ A/5 II on _ J U | Q l 1 / 2 £ - 2 ) 1 / 2 i f* 2 <J 0 « i , 
U R _ 2 if ^2(50 > 1 

In fact, if aô \j2 ^ 1, the first bound follows from q(ô0) = 2(q_q+)1^2. Otherwise, if 
aô y2 > 1, then q+ < a2q^ and q(l/a2) < 2aq„ . We expect ô0 to be small because it 
involves Sl(ip) and #1(0); however this cannot be guaranteed a priori. 

If U is a finite element solution, then the parabolic residuals in (4.7) and (4.8) can 
be further evaluated via Galerkin orthogonality; this is accomplished in § 5. 

We stress that 17 need not be a discrete solution as the following application of (4.8) 
illustrates. Let U be the vanishing viscosity approximation of u, that is the solution of 
(1.1) with /3e (s) = P(s) + es instead oifi(s). The usual rate of convergence E ^ Ce1^2 is 
an easy consequence of (4.8) upon realizing that R_2 ^ tf£|l^1lL2(Q) ̂  C£> because 

81(C) = - e U At,. This derivation is different the original one in [18] and is valid un-

Q 
der minimal regularity of u0 e H l (Q) and / e L1 (0, T; H 1 (fl)), which precludes 
compactness [23]. 

5. A POSTERIORI ERROR ESTIMATES 

We now state two rigorous a posteriori error estimates. Their derivation parallels 
that in § 4, but exploits Galerkin orthogonality to express negative norms of the residu­
als Si(ip) and <R((p) in terms of computable quantities [23]. 
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Integrating (4.2) by parts and using the definition (2.3),-51(C) becomes 

N f 
(5.1) &(£) = 1 f «K", Ç> - (mUH ), VÇ» + 

N 

n = 1 

N f • 

+ E I ^ < u w - r u » - 1 , ç - ç ( - , ^ - 1 ) > + 
« = i j fc« 

+ 2 f </-/•/(•, *»u>. 
» = 1 J 

We next use Galerkin orthogonality, that is we rewrite the discrete problem (2.2) 

(5.2) (R"9<p)-(VP(U"),Vq>) = 

= ((Rn, cp) - (R", cp)n) + (V(r/3(Un) - P(U")), V<p>, V(p<=Vn , 

and subtract this expression from the right hand side of (5.1) to arrive at 
tn 

51(C) = X «£" , £ -?>>- <V7"/3(U"), V(£ - ?>)» + 
» = 1 J 

» = i 

N r 1 
« = 1 J T n 

tn-l 

+ consistency terms = I + ... + IV + c.t.. 

Note that the right-hand side of (5.2) would be 0 without variational crimes (mass 
lumping and lumped constitutive relation). 

We now estimate each term I to IV separately. Since we need to approximate Ç un­
der minimal regularity, we resort to the Clément interpolation operator TLn : L2 (Q) —» 
-» V", which satisfies [4], for all rj e Hk (Q) and k = 1, 2, 

(5.3) 
117 - 77"î7||L2(5) + hs\\V(v - nnrj)\\L2{S) ^ Chi \V\HH~S) , 

\\v-n"r/\\L2{e)^Cht-1/2\v\HHs), 

where S is the union of all elements surrounding S e 3Hln or e e $*. Constants C depend 
solely on the minimum angle of the mesh 9ïln. An important by-product of uniform 
mesh regularity is that the number of adjacent simplices to a given element is bounded 
by a constant M independent of n, meshsizes, and time-steps. We decompose the inte­
gral (V0n

 y V(£ - cp)) over all elements S e 9Jln and next integrate by parts to obtain 



ADAPTING MESHES AND TIME-STEPS FOR PHASE CHANGE PROBLEMS 2 8 1 

the equivalent expression 

eeBn 

where (( •, • ))e denotes the L2-scalar product on e e $>n. We argue with Ç = ip, solution 
of (4.3) with x e L2 (Q). Selecting ç>( •, * ) = Un \p( •, *) for ** " x < / ^ tn and using 
(5.3) and H*1 regularity of tp, terms I and II can be bounded as follows (Approach I) 

\I\4Q2 [ ( E hi\\R'\\b(S))
1/2\\Vrt-,t)\\L2iQ), 

/" l 

|n| ^ c2 i f ( E A,||;;||£2 J
1/2||vv(-,/)||L2(û) ; 

x« - 1 » ' 

r 
2 constants Cx and C2 depend upon C and M. Alternatively, on using H2 regularity of rp, 

we can alsoVrite (Approach II) 

l i N Q E f ( X A54libili'J1/21V(-,0|H^O)> 

| n | ^ c 2 i f ( s b?\\j:\\lHe)l,2\v(;t)\HH0)-
n = 1 J U r / 

Term III is simply bounded via H~1(Q) —H$(Q) duality whereas, on using that 
t 

tp(', t) - \p{'y t
n~l) = dsip{-,s), we readily obtain 

tn-l 

|IV| ^ ( j ^ Tn\\W - T-U-Ml^di))172 / l l ^ l £ ' < J • 

Similar estimates are valid for £ = 0, solution of (4.4) with £ e HQ (Q). Neglecting the 
consistency terms just for simplicity and making use of the a priori extimates (4.5) and 
(4.6), we get the following bounds for the residuals Sl(ip) and 6t{(p) 

|&(V)I , r 1/9 Ug\ + S 2 ) / V 2 , 
b lb(Q) | d - i / 2 . ( g n + g n ) / 2 ) 

l&(0) | i/o , r- \Z\ + ^2> 
1 ^ ' ^ 8 3 + ( l + ó) 1 / 2 8 4 / \ /2 + livelli^)" 3 4/ [d-^cgf + g ? ) / ^ , 

where the error indicators for Approach I are given by 
N / \ l / 2 

SÌ = Ci 2 ^ J 2 .̂s ||-R*||L2CS)I interior residual, 
n = l \Ssdiln J 

N I \ l / 2 

S2 = C 2 ' S T» ^ *JJ*II£2(<?) jump residual, 
n = l \e<=&n / 
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83= 2 \\U'-1-T"U''-1\\H-Ho) 
n = 1 

/ N \ l / 2 

s4 = ( E^Jl^-ru-"1!!!^)) 
and for Approach II by 

coarsening, 

time residual, 

N \ l / 2 

£? = Ci( 2) T^ 2 ^SII^I IL 2 (S) interior residual, 
» = 1 S e i " 

/ N \ l / 2 

S° = C2 E r„ S ^ | | J* | |L 2 G?) jump residual. 
\« = 1 eetBn I 

Setting 80 = ||#0 ~ U°\\H-1(Q) (initial error), we can argue as in deriving (4.7) and (4.8) 
and conclude with the following two a posteriori error estimates 

(5.4) lk/?(«)llL2(Q) + IkllL-co.rjH-1^)) ^ Sk(«o>/> T,Q; U,h,r) 

for Approaches k = I and k = II, where 

8I = a(80 + S\ + 82 + 83 + 84), 

n r f IQ| 1 / 4 (S? + ^)1/2 i f *2(S? + 8?) ^ \Q\1/2> 

l * ( 8 ? + 8 ? ) i f^ 2 (8? + 8 ? ) > | Q | 1 / 2 . 

The indicators 8 can be evaluated explicitly in terms of the computed solution U, 
initial datum u0, and source term/. They are essential and are also present for the heat 
equation, but with different weights and cumulative effect in time [7]. The error accu­
mulation is measured here in Ll or L 2 , whereas it is in L °° for the heat equation. The 
powers of meshsize in 81 and 82 are smaller than those for the heat equation, namely h] 
and h s , respectively, thereby reflecting the degenerate nature of (1.1), or equivalently 
the lack of H2 space regularity of ip and 0. Approach II yields the same weights for 8? 
and S<? as the heat equation, but yet with a worse error accumulation in time and a 
smaller outermost power. The indicators associated to the consistency terms are not es­
sential and could in principle be removed at the expense of complicating the implemen­
tation of (2.2). 

It is not obvious that 8k (u0,/, T, Q; U, h, r) -» 0 as h, r -> 0, because 8k depends 
on discrete quantities that change with h and r. On the other hand, the stability and er­
ror analysis of § 3 demonstrate that this goal is achievable. Convergence of the adaptive 
algorithm remains a challenging open problem. 

6. ADAPTIVE ALGORITHM 

Since the error estimators 8k of § 5 entail an L * or L2 accumulation in time, they are 
impractical in that the entire evolution history would be needed to control the error. 
In [23], we overcome this hurdle upon equidistributing the errors in time in the L00 

norm and optimizing the error distribution in space at each time-step. If JE£ (S) denotes 
the contribution to the total error due to an element £ E 3Zn, then the optimality condi-
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tion reads 

,, 1X un t o\ scaled tolerance 
(6.1) hh (Ò) cardinality of 3Jln 

We now explain our strategy for Approach I, just for simplicity, and introduce the ele­
ment error indicators and all tests necessary for mesh and time-step admissibility. 

For each S e 5fìln, the local spatial error indicators are defined as follows: E0'(S) de­
notes the initial error and 

^M^) = 3^2T2(C1
2^||R"||£2(5) + C#^ | | / ^ | | £ 2 ( 3 5 ) /V2+r - 2 | |U" - 1 -T«U"- 1 | | £ 2 ( 5 ) ) 

involves the internal residual, jump residual, and coarsening term. We also set 

Eg = l 1 EKS))1'', Eh= max Eg, E0 = I 2 E0(S)\/2. 
\Se3Z" / 1<»<N \Se9Jln ) 

We finally define the time residual to be 

En
x = aTl/2\\Un - TnUn~l\\L2{Q), Er= mwNEn

t . 
Then it is easy to check that 

8l(u0, / , T, Q; U, h, r)^E0 + ET + Eh. 

Given an error tolerance £, the objective is to adaptively select time-steps r and 
mesh densities h in such a way that E" have comparable size for all 1 ^ n ^ N and 
Eg (S) satisfies (6.1) for all S e 3Jln and 1 ^ n ^ N (equidistribution of spatial degrees 
of freedom for a uniform error distribution in time) and 

(6.2) E0 + Er + Eb*Ze. 

Given refinement parameters JH > 0 and coarsening parameters y > 0 satisfying 

r0 + rT + r ^ i , yt<rxy yh<rhy 

then (6.2) is achieved provided time-steps and mesh densities are modified until 

E0^r0£, yt£^Et^rt£, yhe^Eh^rhe. 

7. OPTIMAL MESHES 

We study the relative meshsizes and degrees of freedom for optimal meshes, that is 
meshes satisfying (6-.1). We use the notation hp and hH to designate the meshsize away 
from the discrete interface (parabolic region) and near the interface (hyperbolic re­
gion). We also denote with MP and MH the corresponding number of elements in these 
two regions. For simplicity, we only argue with the jump residuals J$ and suppress the 
superscript n. We assume that MP = 0(hfd), MH = 0(hn~d) and that Js « 1 in the hy­
perbolic region, J$ » hP in the parabolic counterpart, as expected for a smooth free 
boundary. 

APPROACH I. Condition (6.1) yields ^HII/SIIL2^) ~ ^PIIJSIIL2^)? whence 

hH~hP
d + 2)'d, MH/MP = 0(h(

P
2-d)/d). 

We then see that hH~hp for d = 2, which is consistent with the relation imposed 
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in [20,21]. Moreover, MH and MP are comparable for d = 2, whereas the former domi­
nates for d = 3. 

APPROACH II. This time (6.1) implies ^HIILIIL2!^) ~ H llJsllL2(as)> whence 

hH^hP
d + 4)/^ + 2 \ MH/MP = 0(hP

4~d)^d + 2 ) ) . 

We conclude that MH«MP for 1 ^ d ^ 3, and so Approach II requires fewer degrees 

of freedom than Approach I for a given accuracy. This assertion is confirmed by numer­

ical evidence [23,25]. 

8. IMPLEMENTATION 

EQUIDISTRIBUTION STRATEGY (ES). Let Mn denote the cardinality of 9Kn at any step of 
ES. Given a coarse initial mesh DK°, ES bisects all S e M0 such that 

EQ(S)>r2
0e

2/M°. 
To select the time-step r„, starting with xn — xn _ 1, the algorithm checks 
whether 

Eï>rre, El<Yxe. 
In the first case xn is reduced, whereas in the second one (corresponding to xn being 
too small) xn is accepted but the initial guess for the next time-step size is enlarged. 
Next, starting from 9Jln = 3ÏT " 1 , for any S e 3K,", ES checks whether 

EnS)>r2
he2/M\ EZ(S)<y2

hs2/Mn . 
Then refinement and coarsening operations are performed accordingly, with the pre­
caution of choosing y h «Ft, properly to prevent ES from alternating such operations 
over the same elements. Elements are either refined or coarsened via «bisection» as ex­
plained later in this section. 

FLOW CHART. A flow diagram of the adaptive algorithm reads as follows. 

start with Dil°, r ° , U° 
for n ^ 1 
(1) solve for U", 0n 

compute error estimators E" and E%{S) for S G 31in 

if E" is large, reduce xn and goto (1) 
(2) for every S e VKn 

if El (S) is large, refine S 
if El (S) is small, coarsen S if possible 

if the mesh was changed 
solve again for U", ©n 

compute error estimators 
if E" is large, reduce xn and goto (1) 
if El is large, goto (2) 
accept Un, @n and Mn, xn 

if E" is small, enlarge r* + 1 
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After each iteration of ES, both Un and 0n are recalculated on the new mesh using 
the new time-step size. To reduce the overhead computational cost, a compromise is 
reached between the optimization of the degrees of freedom and iterations of ES. ES 
stops iterating as soon as E% ^ F^e is fulfilled, thereby allowing some elements to vio­
late the local tolerance. Consequently, discretization errors might not be equidistribut-
ed correctly. As implemented in [23,25] and shown in the flow diagram, at least one 
mesh modification per time-step is performed in order to permit elements near the 
moving interface to be refined, even if the global error bound is already fulfilled by the 
old mesh. 

MESH REFINEMENT AND COARSENING. We describe shortly the local mesh refinement 
and coarsening used to adapt the meshes according to information extracted from local 
error estimators. Several refinement algorithms are available for local refinement of tri­
angular meshes in two space dimensions (see Mitchell [17]). Popular methods are «reg­
ular refinement» and «bisection». 

With «regular refinement», triangles are divided into four similar triangles. Unfor­
tunately, nonconforming nodes arise during local regular refinement, which force addi­
tional bisection of some triangles. In order to keep triangulations regular, these bisec­
tions have to be removed before further refinement. This results in (partly) incompati­
ble meshes and introduces interpolation errors between meshes even during refine­
ment operations. Extensions to three dimensions are highly nontrivial. 

In «bisection» methods, instead, triangles are divided into two triangles by inserting 
the midpoint of one of their edges, called the «refinement edge». We use the «newest 
vertex» bisection, where the refinement edge for a new triangle is chosen as the edge 
opposite the newly created vertex. This ensures that shape regularity of the triangula­
tions is preserved. Extensions of such algorithms to three dimensions (meshes of tetra-
hedra) are described in [2,13,16]. 

The refinement algorithm can be implemented using a recursive bisectioning of tri­
angles. Elements are refined by bisecting their refinement edge. To keep the mesh con­
forming, bisection of an edge is only allowed when this edge is also the refinement edge 
for the adjacent triangle which shares this edge. Bisection of an edge and thus of both 
elements around the edge is the atomic refinement operation, see fig. 1, and no other re­
finement operations are allowed. For triangles at the boundary, the corresponding 
atomic refinement operation involves only one triangle. After each such atomic refine­
ment, the resulting triangulation is conforming. 

refine 
> 

Fig. 1. - Atomic refinement and coarsening operations. Refinement edges of triangles are marked with < 
shed lines. 
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jm& 
MmW 

\ e 
/ D \ /X 

Fig. 2. - Recursive refinement. Triangles A and B are initially marked for refinement. 

If a triangle is selected for refinement, but the adjacent triangle across the refine­
ment edge does not share the common edge as its refinement edge, first this neighbour 
is refined recursively. This generates a compatible refinement edge of the original trian­
gle and its (new) neighbour. This recursion is guaranteed to stop for every triangle of a 
refined triangulation if the recursive refinement does not create cycles on the (usually 
very coarse) initial triangulation; this can be easily checked for a triangulation with a 
given choice of refinement edges. In fig. 2 we show a situation where recursion is need­
ed. For all triangles, the longest edge is the refinement edge. Let us assume that trian­
gles A and B are marked for refinement. Triangle A* can be refined at once, as its refine­
ment edge is a boundary edge. For refinement of triangle B, we have to recursively re­
fine triangles C and D. Again, triangle D can be directly refined, so recursion stops 
there. This is shown in the second part of the figure. Back in triangle C, this can now be 
refined together with its neighbour. After this, also triangle B can be refined together 
with its neighbour. 

The inverse operation to atomic refinement is the atomic coarsening operation. It re­
duces a coarsening patch of four triangles to two larger triangles. The four smaller tri­
angles must have been created by refinement of the two larger ones. At the boundary, a 
coarsening patch involves only two small triangles. Again, the triangulation is still con­
forming after each atomic coarsening operation. 

For the usage in the adaptive method described above, triangles are marked for re­
finement if the local estimator E% (S) is larger than the refinement tolerance 
T\ e2 [Mn, and marked for coarsening if the local estimator is smaller than y\ e2 /Mn. 
In order for the adaptive method to be able to give guaranteed error bounds, at least all 
triangles which are marked for refinement have to be refined and at most those trian­
gles which are marked for coarsening are allowed to be coarsened. This does not im­
pose any restriction for refinement, but coarsening operations are allowed only if all in­
volved triangles are marked for coarsening. 

9. SIMULATIONS 

We conclude with an intriguing example with persistent corner singularity for 
a one-phase Stefan problem in two space dimensions. The key question, posed 
by Athanasopoulos, Caffarelli, and Salsa with this example, is whether or not 
jt/2 is the critical angle beyond which the interface immediately regularizes. Our 
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simulations seem to indicate that the critical angle is actually larger than JT/2 . 
To address this issue, the use of adaptive local refinements has been essential. 

Let Q = ( - 0 . 1 , 0.1)2, T = 0.1, and g(t) = 2.1 - 10/. Consider polar coordinates 
(Q9(O) and the function 

(9.1) U+ (Q, Q),t) 
Qg{t) COS {(Dg(t)) if g{t) \0)\<Jt/2i 

[0 otherwise. 

An elementary calculation shows that u + is a supersolution provided 

(9.2) -Jtg,(t)/(2gHt))^Q^-2
y 

which is not satisfied for all t ^ T. We point out that (9.2) can only be enforced for 
g(t) > 2 in a shrinking domain Q as g{t) j 2, and provides some support to the above 
conjecture that co0 = Jt/4, and thus the opening JC/2 = 2œ0, could be critical. 

We only use u + to set up the Dirichlet condition on the parabolic boundary of Q in 

\ 

\ 
_\_ 

\ \ 
\ ! 
\ : 
\ 

If 
Fig. 3. - Zoom of interfaces with scaling factors 1, 4, 16, 64 for smallest tolerance e = 1, at times 

/ = Omk, 0 ̂  k ^ 10 (top) resp. 3 ̂  k ^ 10 (bottom). 
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Fig. 4. - Interfaces for tolerances e = 1, 2, 4, 8, at times t = 0.01&, 0 ^ k ^ 10. 

our simulations. We also use an angle shift of 0.2, and thus consider co — 0.2 in (9.1), to 
avoid grid orientation effects. 

The a posteriori error estimates (5.4) give no direct control over the accurate resolu­
tion of the interface position and motion, which is here the main information of inter­
est. Moreover, the solution u behaves like Q 2 near the origin, which results in very small 
local estimators. In order to reduce the meshsize, and thus hope for a good approxima­
tion of the interface near the corner, we introduce an additional weighting factor 
1/ max(@2, hmìn, U), with the parameter hmin given. This weight is essentially propor­
tional to Q~2 , and thus compensates for the behavior of the solution near the origin. 

We run our adaptive Approach I for various tolerances e = 1, 2, 4, 8, fixed time-
steps r = 0.5, 1, 2, 5 X 10"3 , with parameters hmkl = 1, 2, 4, 8 X 10"5, and stopping 
criteria 1, 2, 4, 8 X 10~7 for the nonlinear SOR with fixed relaxation parameter 1.5. 

Figure 3 displays the interfaces and zooms with scaling factors 1, 4, 16, 64 for the 
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Fig. 5. - Zoom of interfaces with scaling factors 16 for tolerances e = 1, 2, 4, 8, at times t = 0.0l£, 
3 ^k^ 10. 

most accurate run with e = 1. The solution shows a corner at the origin which persists 
for some time, while the angle widens. The corner seems to regularize for 0.04 ^ t ^ 
^ 0.05, when the angle is already larger than jt/2. Figures 4, 5 depict a mesh study for 
zoom scaling factors 1 and 16, respectively. The relative location of interfaces, as well 
as time of regularization, are consistent with mesh refinement. Finally, fig. 6 contains a 
representative locally refined mesh and its zoom with scaling factor 16. It is clear that 
the interface is correctly captured by the algorithm even though the solution is very de­
generate near the origin. 

We stress that the minimum value of the meshsize is 1.2 X 10~5 for e = 1, which 
would require 108 elements in our domain for a fixed quasi-uniform mesh to capture 
the singularity: adaptivity and local mesh refinement are thus essential. The number of 
triangles M vs. time for various tolerances is plotted in fig. 7: reducing the tolerance £ 
by a factor 2 entails an increase of M by a factor 4. The oscillations of M for e = 1 are 
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Fig. 6. - Mesh and Zoom with scaling factor 16 for tolerance e = 4, at time t = 0.06 (number of triangles 

M = 15,273). 

due to the upper limit Mmax of triangles that the Fortran code is allowed to generate; 
when Mmax is exceeded, the code automatically increases the tolerance e. For e = 1, we 
set Mmax = 160,000 and observe that oscillations likely occur after the corner smooths 
out, thereby not affecting our conclusions. 

It may be surprising at first glance that a problem governed by a parabolic partial 
differential equation can exhibit a stationary corner singularity. This is a hyperbolic ef­
fect consistent with the scaling at the interface. We could infer that the Stefan problem 
possesses a hyperbolic behavior near the interface. This is a structural property already 
used in [20,21] for a priori design of refined meshes and a consequence of the a poste­
riori mesh design of § 7. 

This example corroborates the theory of Athanasopoulos, Caffarelli and Salsa [1], 

Triangles 

Tolerance=l 
Toierance=2 
Tolerance=4 
TÔlerance=8 

Time x-IO"3 

0.00 50.00 100.00 

Fig. 7. - Number of triangles M vs. time for various tolerances; at t = 0.05, M = 113,136 for e : 

M = 40,306 for e = 2, M = 12,618 for e = 4, M = 2,677 for E = 8. 
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namely that the following two factors may prevent smoothing: (a) the angle is not suffi­

ciently large; (b) the heat fluxes of both phases vanish simultaneously. The theory, pre­

dicts that failure of either (a) or (b) yields immediate smoothing, but it does not ad­

dress the behavior for intermediate angles. This delicate question can only be explored 

numerically as shown above: the critical angle appears to be larger than JT/2. 

ACKNOWLEDGMENTS 

This work was partially supported by NSF Grant DMS-9623394, ESF Grant «Mathematical Treat­

ment of Free Boundary Problems», MURST, and CNR Contract 96.03847.PS01. 

REFERENCES 

[1] I. ATHANASOPOULOS - L. CAFFARELLI - S. SALSA, Degenerate phase transition problems of parabolic type. 

Smoothness of the front. To appear. 
[2] E. BâNSCH, Local mesh refinement in 2 and 3 dimensions. IMPACT Comput. Sci. Engrg., 3, 1991, 

181-191. 
[3] PH. G. CIARLET, The Finite Element Method for Elliptic Problems. North-Holland, Amsterdam 

1978. 
[4] PH. CLéMENT, Approximation by finite element functions using local regularization. RAIRO Model. Math. 

Anal. Numér., 9, 1975, 77-84. 
[5] T. DUPONT, Mesh modification for evolution equations. Math. Comp., 29, 1982, 85407. 
[6] C. M. ELLIOTT, Error analysis of the enthalpy method for the Stefan problem. IMA J. Numer. Anal, 7, 

1987, 61-71. 
[7] K. ERIKSSON - C. JOHNSON, Adaptive finite element methods for parabolic problems. I: A linear model prob­

lem. SIAM J. Numer. "Anal., 28, 1991, 43-77. 
[8] J. W. JEROME - M. E. ROSE, Error estimates for the multidimensional two-phase Stefan problem. Math. 

Comp., 39, 1982, 377-414. 
[9] X. JIANG - R. H. NOCHETTO, Optimal error estimates for semidiscrete phase relaxation models. RAIRO 

Model. Math. Anal. Numér., 31, 1997, 91-120. 
[10] X. JIANG - R. H. NOCHETTO, A finite element method for a phase relaxation model. Part I: Quasi-uniform 

mesh. SIAM J. Numer. Anal., to appear. 
[11] X. JIANG - R. H. NOCHETTO - C. VERDI, A Pl-Pl finite element method for a phase relaxation model. Part 

II: Adaptively refined meshes. SIAM J. Numer. Anal., to appear. 
[12] R. KORNHUBER, Adaptive Monotone Multigrid Methods for Nonlinear Variational Problems. Teubner, 

Stuttgart 1997. 
[13] I. KOSSACZKY, A recursive approach to local mesh refinement in two and three dimensions. J. Comput. Appi. 

Math., 55, 1994, 275-288. 
[14] O. A. LADYZENSKAJA - V. SOLONNIKOV - N. URAL'CEVA, Linear and Quasilinear Equations of Parabolic 

Type. TMM 23, AMS, Providence 1968. 
[15] E. MAGENES - R. H. NOCHETTO - C. VERDI, Energy error estimates for a linear scheme to approximate non­

linear parabolic problems. RAIRO Model. Math. Anal. Numér., 21, 1987, 655-678. 
[16] J. M. MAUBACH, Local bisection refinement for n-simplicial grids generated by reflection. SIAM J. Sci. 

Statist. Comput., 16, 1995, 210-227. 
[17] W. MITCHELL, A comparison of adaptive refinement techniques for elliptic problems. ACM Trans. Math. 

Softw., 15, 1989, 326-347. 
[18] R. H. NOCHETTO, Error estimates for multidimensional singular parabolic problems. Japan J. Indust. Appi. 

Math., 4, 1987, 111-138. 



2 9 2 R. H. NOCHETTO ET AL. 

[19] R. H . N O C H E T T O , Finite element methods for parabolic free boundary problems. In: W. L I G H T (ed.), Ad­

vances in Numerical Analysis, Nonlinear Partial Differential Equations and Dynamical Systems. Oxford 

University Press, vol. I, Oxford 1991, 34-88. 

[20] R. H . N O C H E T T O - M. PAOLINI - C. VERDI, An adaptive finite elements method for two-phase Stefan prob­

lems in two space dimensions. Part I: Stability and error estimates. Supplement. Math. Comp., 57, 1991, 

73-108, S l - S l l . 

[21] R. H . N O C H E T T O - M. PAOLINI - C. VERDI, An adaptive finite elements method for two-phase Stefan prob­

lems in two space dimensions. Part II: Implementation and numerical experiments. SIAM J. Sci. Statist. 

C o m p u t , 12, 1991, 1207-1244. 

[22] R. H . N O C H E T T O - M. PAOLINI - C. VERDI, A fully discrete adaptive nonlinear Chernoff formula. SIAM J. 

Numer. Anal., 30, 1993, 991-1014. 

[23] R. H . N O C H E T T O - A. SCHMIDT - C. VERDI, A posteriori error estimation and adaptivity for degenerate 

parabolic problems. Math. Comp., to appear. 

[24] R, H . N O C H E T T O - A. SCHMIDT - C. VERDI, Mesh and time step modification for degenerate parabolic prob­

lems. In preparation. 

[25] R. H . N O C H E T T O - A. SCHMIDT - C. VERDI, Adaptive algorithm and simulations for Stefan problems in two 

and three dimensions. In preparation. 

[26] R. H . N O C H E T T O - C. VERDI, Approximation of degenerate parabolic problems using numerical integration. 

SIAM J. Numer. Ana l , 25, 1988, 784-814. 

[27] R. H . N O C H E T T O - C. VERDI, An efficient linear scheme to approximate parabolic free boundary problems: 

error estimates and implementation. Math. Comp., 51 , 1988, 27-53. 

[28] J. RULLA, Error analysis for implicit approximations to solutions to Chauchy problems. SIAM J . Numer. 

Ana l , 33, 1996, 68-87. 

[29] J. RULLA - N . J. WALKINGTON, Optimat rates of convergence for degenerate parabolic problems in two dimen­

sions. SIAM J. Numer. Anal., 33, 1996, 56-57. 

[30] C. VERDI, Numerical aspects of parabolic free boundary and hysteresis problems, in: A. VISINTIN (ed.), 

Phase Transition and Hysteresis. Lectures Notes in Mathematics, 1584, Springer-Verlag, Berlin 1994, 

213-284. 

[31] C. VERDI - A. VISINTIN, Error estimates for a semiexplicit numerical scheme for Stefan-type problems. Nu­

mer. Math., 52, 1988, 165-185. 

[32] A. VISINTIN, Models of Phase Transitions. Birkhâuser, Boston 1996. 

R. H . Nochetto: 

Department of Mathematics 

and Institute for Physical Science and Technology 

University of Maryland 

COLLEGE PARK, M D 20742 (USA) 

A. Schmidt: 

Institut fur Angewandte Mathematik 

A. Ludwigs-Universitàt Freiburg 

Hermann-Herder-Str. , 10 - 79104 FREIBURG (Germania) 

C. Verdi: 

Dipartimento di Matematica 

Università degli Studi di Milano 

Via Saldini, 50 - 20133 MILANO 


