Massimo Lorenzani

Optimal stopping for Markov Processes

Accademia Nazionale dei Lincei

<http://www.bdim.eu/item?id=RLINA_1981_8_70_2_101_0>

L’utilizzo e la stampa di questo documento digitale è consentito liberamente per motivi di ricerca e studio. Non è consentito l’utilizzo dello stesso per motivi commerciali. Tutte le copie di questo documento devono riportare questo avvertimento.

Riassunto. — In questa nota presentiamo dei nuovi risultati sul problema di tempo d’arresto ottimale per processi di Markov con tempo discreto.

1. In this note we present some new results concerning the existence of an optimal stopping time for Markov processes with discrete time.

We shall follow the notations of [10] a) or b). Let $X = (X_n, \mathcal{F}_n, P_x)$, $n \in \mathbb{N}$, be a Markov process with state space $(E, \mathcal{B})$, where $\mathcal{B}$ is a $\sigma$-algebra, and transition probability $p(x, \Gamma)$. We denote by $L$ the space of measurable functions $f : E \to [-\infty, +\infty)$ such that $M_x \{ | f(X_n) | \} < +\infty$, for every $n \in \mathbb{N}$, and by $B$ the Banach space of bounded measurable functions on $E$ (of course, $B \subseteq L$). Since $M_x \{ f(X_n) \} = \int f(y) p(x, dy)$, the right hand side defines a linear operator on $L$ or $B$ which will be denoted by $T$. If $f(x), g(x) \in L$, we introduce the value function $\bar{v}(x)$ as

$$
\bar{v}(x) = \sup_{\tau \in \mathcal{M}_{(f,g)}} M_x \left\{ \sum_{k=0}^{t-1} f(X_k) + g(X_t) \right\}
$$

where $\mathcal{M}_{(f,g)}$ is the class of stopping times such that

$$
M_x \left\{ \sum_{k=0}^{t-1} f^-(X_k) + g^-(X_t) \right\} < +\infty.
$$

We also introduce the function

$$
v(x) = \sup_{\tau \in \mathcal{M}^b_{(f,g)}} M_x \left\{ \sum_{k=0}^{t-1} f(X_k) + g(X_t) \right\},
$$

with $\mathcal{M}^b_{(f,g)} = \{ \tau \in \mathcal{M}_{(f,g)} / \tau \text{ is bounded} \}$, which is, moreover, the limit of the functions $g_n(x) = \max \{ g_{n-1}(x), f(x) + Tg_{n-1}(x) \} = \max \{ g(x), f(x) + Tg_{n-1}(x) \}$, $g_0(x) = g(x)$ (see [10] b), pag. 28). Furthermore, $v(x)$ satisfies the equation

$$
v(x) = \max \{ g(x), f(x) + Tv(x) \},
$$

(*) Nella seduta del 14 febbraio 1981.
since it is the minimal solution of the system of inequalities

\[
(S) \quad \begin{cases} 
  u(x) \geq g(x) \\
  u(x) - Tu(x) \geq f(x)
\end{cases}
\]

(we observe that also \( \tilde{v}(x) \) is a solution of \((S))

2. General results

The main problem (or Snell's problem, see [9]) related to the function \( \tilde{v}(x) \) is the following: find a stopping time \( \tau \in \mathcal{M}(f,g) \) such that

\[
\tilde{v}(x) = M_x \left\{ \sum_{k=0}^{\tau-1} f(X_k) + g(X_\tau) \right\} ;
\]

i.e., an optimal stopping time.

All the results we shall obtain on the existence of an optimal stopping time are based on the following.

**Theorem 1.** Let \( f(x), g(x) \in L \) be two functions such that:

i) \( f(x) = (I - T) z(x) - w(x) \), with \( z(x), w(x) \in L \), \( w(x) \geq 0 \) (\( I = \text{identity operator} \))

\[
i) \quad M_x \{ \sup_n |(g + z)(X_n)| \} < + \infty.
\]

Then,

1) \( \tilde{v}(x) = v(x) \).

2) \( \tau_\varepsilon = \min \{ k \geq 0 / v(X_k) \leq g(X_k) + \varepsilon \} \) is an \( \varepsilon \)-optimal stopping time; \( \varepsilon \) is optimal in \( \mathcal{M}(f,g) \).

Proof (sketch). The sequence of random variables

\[
\Psi_n = z(X_n) + \sum_{i=0}^{n-1} (I - T) z(X_i)
\]

is an \( \mathcal{F}_\tau \)-martingale. Since we have the relation \( M_x \{ \Psi_0 \} = M_x \{ \Psi_\tau \} \) for every bounded stopping time \( \tau \) (see [9], prop. IV-3-13), from i) it follows that

\[
M_x \left\{ \sum_{k=0}^{\tau-1} f(X_k) \right\} = M_x \left\{ z(X_\tau) - \sum_{k=0}^{\tau-1} w(X_k) \right\} - z(x) .
\]

The above relation shows that \( v(x) \) can be also obtained starting from the functions \( (g + z)(x) \) and \(-w(x)\). Thus, theor. 1 follows from [10] a), teor. 16 or b), teor. 23.
Remark 1. If \( g(x), z(x) \in B \), the condition ii) is, of course, satisfied; and, if also \( w(x) \in B, v(x) \in B \).

From now on we shall deal with bounded functions.

A probability measure \( \mu \) on \((E, \mathcal{B})\) is said an invariant measure for the Markov process if

\[
\mu(\Gamma) = \int_E p(x, \Gamma) \mu(dx), \quad \forall \Gamma \in \mathcal{B}.
\]

Let us consider a Markov process with an invariant measure \( \mu \). If \( f(x) \) is as in theor. 1, since \( v(x) \in B \), we observe that \( f(x) \) satisfies necessarily the following relation

\[
\int f(x) \mu(dx) \leq 0.
\]

Indeed, since \( \mu \) is an invariant measure, we have

\[
\int E z(x) \mu(dx) = \int E Tz(x) \mu(dx)
\]

for every \( z(x) \in B \); and then it is enough to make use of the second inequality of (S). Of course, the above relation does not imply, in general, that the function \( f(x) \) verifies the condition i) of theor. 1. However, the following proposition shows when this is possible.

**Proposition 1.** Let \( X = (X_n, \mathcal{F}_n, P_n), n \in \mathbb{N}, \) be a Markov process with an invariant measure \( \mu \). If the linear operator \( T : B \to B \) is such that \( \text{codim}_R R(T - I) = 1 \) (\( R(T - I) \) is then a closed subspace of \( B \)), the following conditions are equivalent:

i) \( f(x) = (T - I) z(x) - w(x), w(x) \geq 0 \)

ii) \( \int f(x) \mu(dx) \leq 0, \) for an (and then all) invariant measure \( \mu \).

In [4] can be found examples of Markov processes for which \( \text{codim}_R R(T - I) = 1 \).

3. Markov Chains

If we consider the class of Markov chains, we can get more precise results on Snell's problem. To this purpose, we consider two cases: 1) \( E \) finite, 2) \( E \) infinite.

1) Since every finite Markov chain has an invariant measure, we have the following

**Theorem 2.** If \( E \) is finite, the conditions

i) \( f(x) = (T - I) z(x) - w(x), w(x) \geq 0, \)

ii) \( \langle f, \mu \rangle < 0 \) (\( \langle f, \mu \rangle = \sum_{x \in E} f(x) \mu(x) \)) for every invariant measure \( \mu \).
are equivalent. Moreover, \( \tau_0 \) is an optimal stopping time if and only if one of the above conditions is satisfied.

2) If \( E \) is infinite, a Markov chain has not in general an invariant measure. Indeed, if \( E_p \) denotes the set of positive recurrent states, there exists an invariant measure \( \mu \) if and only if \( E_p \neq \emptyset \). Furthermore, such a measure is unique if and only if \( E_p \) is an irreducible class of states. Making use of the above properties, we obtain the following

**Theorem 3.** Let \( X = (X_n, \mathcal{F}_n, P_x) \), \( n \in \mathbb{N} \), be an irreducible Markov chain (i.e. \( E_p = \) unique irreducible class). If \( E = E_p \) and \( f(x) = (T - 1) z(x) + w(x) \), \( w(x) \geq 0 \) and not identically zero, \( \tau_0 \) is an optimal stopping time.

4. **Ergodic Transformations**

A very interesting class of Markov processes is given by the dynamical systems. We recall some definitions and properties from [2] and [11].

A dynamical system is a collection \( (E, \mu, \phi_n) \), \( n \in \mathbb{Z} \), where \( E \) is a measurable space, \( \mu \) a finite measure (we may assume that \( \mu(E) = 1 \)) and \( \phi_n \) a (discrete) one-parameter group of automorphisms of \( (E, \mu) \) for which \( \mu \) is invariant; i.e.,

\[
\mu(\phi_n(A)) = \mu(A) \quad \forall n \in \mathbb{Z}, \forall A \text{ measurable.}
\]

A dynamical system \( (E, \mu, \phi_n) \) is said ergodic if, for each \( f(x) \in L^1(E, \mu) \), we have

\[
\lim \frac{1}{n} \sum_{k=0}^{n-1} f(\phi_n(x)) = \int f(x) \mu(dx), \quad \text{a.e. in } E.
\]

Let \( (E, \mu, \phi_n) \) be a dynamical system, we may define a group of linear operators \( \{T^n\}, n \in \mathbb{Z} \), on \( L^1(E, \mu) \) by means the relation:

\[
T^n f(x) = f(\phi_n(x)),
\]

(we put \( T^0 = T \)). Then, according to [5], theor. 2.1, a dynamical system can be viewed as a Markov process; therefore, we have the following.

**Theorem 4.** Let \( (E, \mu, \phi_n) \) be an ergodic dynamical system and \( f(x), g(x) \in B \). If \( f(x) = (T - 1) z(x) - w(x) \), with \( w(x) \geq 0 \) and \( w(x) > 0 \) an a set positive measure, \( \tau_0 \) is an optimal stopping time.

The results obtained show that only in the case of finite Markov chains we can give a necessary and sufficient condition for the solution of the Snell's problem. In the other cases, that condition (on the function \( f(x) \)) is only sufficient. Therefore, we can ask what happens if \( f(x) \) is a little more general. To this purpose, we will study the optimal stopping problem on a classical example of ergodic dynamical system: the rotation of the circle.
Let $E = S^1 = \{e^{2\pi i x}, x \in \mathbb{R}\}$ be a circle, $x \in (0, 1)$ an irrational number and $\phi^a$ the automorphism of $S^1$ defined by the relation
\[
\phi^a (e^{2\pi i x}) = e^{2\pi i (x + a)},
\]
\[
(\phi^a_n (e^{2\pi i x}) = e^{2\pi i (x + na)}, n \in \mathbb{Z}).
\]
Then, $(S^1, \mu, \phi^a)$ is an ergodic dynamical system (see [11]), where $\mu$ is the Lebesgue measure. Since the system $(S^1, \mu, \phi^a)$ is a deterministic Markov process we have
\[
\bar{v}(x) = v(x) = \sup_n M_x \left\{ \sum_{k=0}^{n} f(X_k) \right\} = \sup_n \left\{ \sum_{k=0}^{n} T^k f(x) \right\} = \sup_n \left\{ \sum_{k=0}^{n} f(\phi^a_k (x)) \right\}, \quad f \in L^1 (S^1, \mu)
\]
(we assume that $f(x) = g(x)$).

We shall consider three cases:

1) $\int_{S^1} f(x) \mu(dx) > 0$, \quad 2) $\int_{S^1} f(x) \mu(dx) = 0$, \quad 3) $\int_{S^1} f(x) \mu(dx) < 0$.

1) Since the dynamical system $(S^1, \mu, \phi^a)$ is ergodic,
\[
\lim_{n \to \infty} \frac{1}{n+1} \sum_{k=0}^{n} f(\phi^a_k (x)) > 0.
\]
Therefore, $\sup_n \left\{ \sum_{k=0}^{n} f(\phi^a_k (x)) \right\} = \bar{v}(x) = + \infty$ (1). Observe that a function with positive mean cannot verify i) of the theor. 1.

2) In this case, $f(x)$ satisfies i) of the theor. 1 if and only if $f(x) \in R(T - I)$; in other words, if and only if the equation $Tz(x) - z(x) - f(x)$ has a solution in $L^1 (S^1, \mu)$.

Let us assume that $f(x) \in C^r (S^1)$, $r \geq 0$. Then, theor. 14.13 of [6] (see also [5], prop. 5.7.3, p. 193) shows that
\[
\sup_n \left\{ \sum_{k=0}^{n} f(\phi^a_k (x)) \right\} = + \infty
\]
if and only if the equation $Tz(x) - z(x) = f(x)$ has not a solution in $C^0 (S^1)$; moreover, if the above equation has not continuous solutions, cannot be solved also in $L^\infty (S^1, \mu)$ (see [8], prop. 4.2, p. 45). Therefore, we may ask when the equation has continuous solutions. It can be shown that the regularity of the solution depends on the choice of the irrational number $a$. Indeed, in [2], p. 224 and [8], prop. 8.2.1., p. 230 are given conditions on $a$ (in the sense

(1) This fact is true for every ergodic dynamical system.
of the theory of diophantine approximation) which guarantee the existence of continuous solutions. But, there exists irrational numbers \( \alpha \) (precisely, those well approximable) for which it is not hard to see that the equation has not solutions in \( C^0(S^1) \) (see [2], p. 225). The following two results give an idea on the various possibilities of solutions and are very useful for our purpose.

In [1], Anosov has constructed an analytic function \( f(x) \) and an irrational number \( \alpha \) such that \( T_\alpha(x) - x = f(x) \) has a measurable solution which is not in \( L^1(S^1, \mu) \). In [7], Herman showed that, if \( f(x) \in L^2(S^1, \mu) \) has a lacunar Fourier expansion, the equation has always a solution in \( L^2(S^1, \mu) \). Then, even if \( f(x) \) verifies the condition \( i) \) of the theor. 1, with \( \varphi(x) \notin C^0(S^1, \mu) \) (and then \( \varphi(x) \notin L^\infty(S^1, \mu) \)), the value function \( \bar{v}(x) = + \infty. \) Therefore, \( i) \) of the theor. 1 is the best condition under which the optimal stopping problem makes sense.

3) If the function \( f(x) \) has negative mean, it is possible, as showed in 2), that it does not verify \( i) \) of the theor. 1. But the ergodicity property tell us that

\[
\lim \frac{1}{n+1} \sum_{k=0}^{n} f(\phi_k(x)) < 0.
\]

Then, \( \sum_{k=0}^{n} f(\phi_k(x)) < 0 \) a.e. for \( n \gg 0. \) If we choose \( f(x) \) as in 2), the function \( v(x) \) is finite a.e. But we are not able to prove if 3) is enough to guarantee that \( v(x) \in L^1(\mu) \) or the existence of an optimal stopping time.

5. Optimal stopping with control

In the following we shall make use of the notations of [4]. Let us consider a Markov process with transition probability depending on a parameter; that is, we have a function \( p(x, u, \Gamma) : E \times U \times \mathcal{B} \to \mathbb{R} \), where \( U \) is a set called controls space. A control is a sequence \( V = (v_0, v_1, \ldots, v_n, \ldots) \) of measurable functions, where \( v_0 : E \to U, v_1 : E \times E \to U, v_2 : E \times E \times E \to U, \ldots \). Moreover, a control is said Markovian if \( v_n : E \to U \) for every \( n \geq 0. \) We denote by \( \mathcal{V} \) the class of all the controls.

If \( h(x) \) is a bounded and measurable function on \( E, \) for every \( u \in U \) we may define a linear operator on \( \mathcal{B} \) by the relation

\[
T^u h(x) = \int_E h(y) \, \rho(x, u, dy).
\]

Let \( f(x, u) : E \times U \to \mathbb{R}, g(x) : E \to \mathbb{R} \) be two bounded measurable functions. Then, we may define the function

\[
\bar{v}(x) = \sup_{\tau \in \mathcal{W}, \nu \in \mathcal{V}} M^\nu_{x=\tau} \left( \sum_{k=0}^{\tau-1} f(X_k, v_k) + g(X_\tau) \right)
\]
where $\mathcal{M}^\mathcal{V}$ is the class of stopping times such that

$$M_x^\mathcal{V} \left( \sum_{k=0}^{n-1} f(X_k, v_k) + g^{-}(X_n) \right) < + \infty$$

for every $V \in \mathcal{V}$. Let $\{g_n(x)\}, n \in \mathbb{N}$, be the sequence of functions defined in the following way:

$$g_n(x) = \max \{g(x), \sup_u [f(x, u) + T^u g_{n-1}(x)]\},$$

with $g_0(x) = g(x)$. Then, the function $v(x) = \lim_n g_n(x)$ satisfy the equation

$$v(x) = \max \{g(x), \sup_u [f(x, u) + T^u v(x)]\};$$

and, moreover,

$$v(x) = \sup_{\tau \in \mathcal{M}^\mathcal{V} \text{ bound}, \nu \in \mathcal{V}} M_x^\mathcal{V} \left( \sum_{k=0}^{n-1} f(X_k, v_k) + g(X_n) \right).$$

A control $\tilde{V} = (\tilde{v}_0, \tilde{v}_1, \ldots, \tilde{v}_n, \ldots)$ is said optimal if

$$g_n(x) = g^\mathcal{V}_n(x) = \max \{g(x), f(x, \tilde{v}_n-1(x)) + T^n g_{n-1}(x)\}$$

for every $n \geq 0$.

**Theorem 5.** Let $f(x, u), g(x)$ be two bounded measurable functions and assume that there exists a Markovian optimal control $\tilde{V}$. If $f(x, u) = \tau(x - I) x(x) - v(x, u)$, with $v(x, u) \geq 0$, then

1) $\tilde{v}(x) = v(x)$.
2) $\tau_{\tilde{v}} = \min \{k \geq 0, v(X_k) \geq g(X_k) + \epsilon\}$ is an optimal stopping time in $\mathcal{M}^\mathcal{V}$, that is

$$v(x) \geq M_x^{\tilde{V}} \left( \sum_{k=0}^{n-1} f(X_k, \tilde{v}_k) + g(X_{n-1}) \right) \geq v(x) - \epsilon.$$

3) If $\mathbb{P}_{x} \{\tau_0 < + \infty\} = 1$, $\tau_0$ is an optimal stopping time in $\mathcal{M}^\mathcal{V}$.

The existence of a Markovian optimal control is proved in [4] under the following hypothesis:

1) $E$ metric space, 2) $U$ compact metric space, 3) $f(x, u), g(x)$ upper semi-continuous functions, 4) $T^u h(x)$ continuous in $x$ and $u$ if $h(x)$ is uniformly continuous.
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