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Equazioni differenziali ordinarie. — Oscillation properties of 
y" +  p  (x) y  — f  (x). Nota di G a r y  D. J o n e s ,  presentata (,) dal 
Socio G. S a n s o n e .

RIASSUNTO. L’Autore da alcuni teoremi oscillatori per le soluzioni dell’equazione 
W y  +  p { * ) y = f { x )  nel caso f  >  o. È data anche una condizione sufficiente per l’esistenza 
di soluzioni oscillatorie della (k) nel caso che f  (x) cambi di segno.

i .  In t r o d u c t io n

The purpose of this paper is to study  the equation 

( 0  y"  +  p  (x ) y  — f i x ) ,

which has recently been studied by K eener [3] and Leighton and Skidm o
re [5]. The m ethod used here will be th a t of relating (1) to a th ird  order linear 
homogeneous equation as used earlier by Svec [6], Some of the results ob
tained in this w ay will generalize results in [3] and [5], O thers will be new. 
It will be assum ed th a t p  and /  are in C1 ( o , +  00).

To say th a t a solution y  of (1) is oscillatory we will m ean th a t it has zeros 
for arb itra rily  large a:. To say th a t ( 1) is oscillatory we will m ean th a t there 
is an oscillatory solution of (1).

2. A  THIRD  ORDER EQUATION 

If  f  (at) >  o, it is easy to see th a t every solution of (1) is a solution of

(2) ( y" I f ) '  +  ( P l f ) y '  +  ( P l f ) ' y  =  o .

Also every solution of (2) is a solution of

(3) y"  +  p y  =  o

or a nonzero m ultiple of a solution of (1).
W e will be interested in equations (1) such th a t (2) is Cj or Cn as 

defined by H anan  [1 ].

D E FIN IT IO N . Equation  (2) is C j i f  any solution fo r  which y  (a) =  y r(d) == o, 
y  0^) ^  o is positive on [o , a). I t  is sa id  to be Cjj i f  any solution fo r  which 
y  (a) =  y f (a) =  o, y  "(a) >  o is positive on (a , +  °°).

A ssum ing r(xr ) > o ,  we now give three theorems which are known for 
r  =  I , for

(I) 0ry ny + p y  +  qy =  o

(*) Nella seduta del 14 novembre 1974.
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and

(II) (rz1)"+ps'  + (p'— ç)s = o.

THEOREM i .  Equation  (I) is C ^ C n ) i f  r'~>o and  2 q — p ' i> o  (r'<Zo 
and  2 q — p'<Lo) where r r+ ( 2  q — p') can equal zero only at isolated points.

Proof. Let y  (x) be a solution of (I) such th a t y  (a) =  y f (a) — o, 
y"  (a) =  1.. Suppose (I) is not C j . Let b be the first zero of y  (x) to the 
left of a. M ultiplying (I) by y  and integrating from b to a we have

/ / /2 « * 2 i # 1 / i /2y r y  — ry  +  py U =  (P
b

r' y 2 .

Thus r  (b) y '2 (b) <  o which is a contradiction.
In the same w ay w ith r f <  o and 2 q — p ! <  o, we can show (I) is Cn .

COROLLARY i. Equation  (2) is Cj (Cn) i f f ' <  o and  (p \ f  f  > o ( / ' >  o 
and  (p \ f f  <  o) with only isolated zeros of ( 1 / / ) ' +  (plf) '-

THEOREM 2 [4]. I f  (rz 'f  +  p z  =  o nonosdila tory and q >  o (g <  o)
then (I) is Cj rCn).

COROLLARY 2. I f  ( z ' l f y  +  (Pl f )  2 — o nonos dila tory and ( p l f ) ' >  o
( ( p i f y  <  o) (2) /J c x ( c n).

T h eo rem  3. Equation  (I) Cj (Cn) 2/ only i f  (II) Cn (Cj).

Proof. Proceeding in the same m anner as H anan  for the case 1 [1], 
m ultip ly  (I) by a solution z  of (II) and (II) by  a solution y  of (I). A dding, 
we obtain

0 =  y  (rz’)" +  z (ry")' +  (pz)' y  +  zpy '

Suppose (II) is Cn but (I) is not Cx. Suppose y(b)  =  y ' (b) =  0, y"  (b) =  1 
and th a t y  (a) =  o for a <  b. Let z  be the solution of (II) defined by z  (a) =  
=  z' (a) == 0, (rz')' Ça) =  1. Integrating the above expression from a to b 
we have

o =  y  (rz')' — y ' rz' +  zry"  +  pzy \ba .

Thus we have

o =  z ( j b ) r (b ) y"(by

which is a contradiction. Sim ilar argum ents complete the proof.
From  Corollary 1 we see th a t the m onotone properties of f  and p  assumed 

by Keener [3] and Leighton and Skidm ore [5] force (2) to be Cx or Cn . We 
will obtain some of their conclusions with the hypothesis th a t (2) be Cj or Cn 
thus generalizing their corresponding results.
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3. N o n o s c il l a t o r  y  s o l u t io n s

In  view of Corollary 1, the following theorem s supplem ent results of 
Keener [3] and Leighton and Skidm ore [5].

T h e o r e m  4. I f  f  >  0 and  (2) is Cn , then there are three linearly 
independent nonosdila tory solutions of (2) that are solutions of (1).

Proof'. I f  (1) is oscillatory then (3) m ust be oscillatory [3]. Since (2)
is Cn , it has three linearly independent nonoscillatory solutions z1 , z2, and 
s3 [2]. Since Zi cannot be a solution of (3), then k{ z t- is a solution of (1) for 
nonzero constant .

In  general the conclusion of Theorem  4 is not true when (2) is C j . H o
wever, proceeding as in the proof of the above theorem, using the fact th a t 
if ^2) is Cj it has a solution with no zeros, we obtain the following theorem.

THEOREM 5. I f  f >  o, (3 ) is oscillatory and  (2) is C j then there is a 
solution of (1) with no zeros.

T h e o r e m  6. I f  f  o ,  f  <  o , ( p l f ) ' > £ >  o, and  (1) is oscillatory, 
then there is a unique nonoscillatory solution of (1).

Proof. By Corollary 1 equation (2) is Q . Thus, by Theorem  3

(4) (*7 / ) " + ( > / / ) * '  =  o

is Cn . U sing the m ethods of [2] (4) has a basis consisting of 2 oscillatory 
solutions and one nonoscillatory solution.

E very  solution z  of (4) satisfies
X  X

F O O )] = z ( z ' l f ) ' — z '2l2f  +  p zzl2f =  I ( i / / > '^ '2/2 +  I (Pi f) '  Z2/2 +  F  [>(«)].
./ J
a a

Clearly F \z [xf] is a nondecreasing function of x.. If  z  is a nontrivial 
oscillatory solution then F [z(x)] <  o since it is negative at the zeros of z. Now

X  a

( P l / y  z2/2<
X

j  ( p i / y z2l 2 +

+  j  f l / / )  V 2/2  =  { F [z (x)] — F [ S  (a) ] } le <  — F [z(a)] /c.
y

a

Thus z  is square integrable. By the M inkowski inequality  d  +  z  is not 
square integrable for any constant d  f  = o. Since d  is a solution of (4) it 
follows th a t every oscillatory solution of (4) m ust be a linear com bination 
of the two oscillatory solutions of the basis given above. Again by the 
m ethods of [2] it follows th a t every nonoscillatory solution of (2) m ust be 
a m ultiple of the one given by Theorem  5. Thus (1) has a unique nonoscilla
to ry  solution.
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4. O s c il l a t io n  p r o p e r t ie s

In  view of the rem arks in Section 2 we obtain several properties o f oscil
la to ry  solutions of (1) by considering (2). Some are listed below. Theorem  7 
below generalizes K eener’s Theorem  7 [3] and Leighton and Skidm ore’s 
Theorem  2.3 [5]. Theorem  10 generalizes Theorem  2.4 in [5].

THEOREM 7. I f  f  >  o and  (2 ) is Cx [Cn ] and y  is a solution of (1) such 
that jK (a) =  ÿ  (a) =  o, then y  (x) >  o fo r  x  e [o , a) [x e (a , +  00)].

THEOREM 8 . I f  f  >  o  and (2) is CT or Cn then two different solutions 
of (1) cannot have two common zeros.

Proof. This follows from [7, 4.7, p. 153].

THEOREM 9. Let f  >  o  and  (2) be C x (C n ). I f  u and v are different solu
tions of (1) such that u (a) =  v(d)  =  o, then the zeros of u and v separate in 
(a , +  00) [in (o , a)].

Proof. This follows from [7, 4.8, p. 153].

THEOREM 10. Let f  >  o  and  (2) be Cl . I f  (3) is oscillatory every solution 
of (1) which has a zero is oscillatory.

Proof. This follows from [7, 4.10, p. 154].

5 . A  CONDITION FOR OSCILLATION

In  this section we give a sufficient condition for oscillation of (1) where 
f  (x) can have zeros.

T h e o r e m  11. I f  p r> o 9p > o  and j  \ f ' \ < o o  then (1) has an oscilla
tory solution. 0

Proof. Since

/ O ) \ f \ — n(x)

00

1 1 / 'I  —  ç (x) + / (  o)

where q (x) and n (x) are the positive and negative variation of f  on [o , x],  
it is clear th a t f  can be w ritten as f = f i — f% where y  are positive nonincrea
sing functions in Cx[o , 00).

Now

(5) (y"lfd' +  (PIfi) y' +  (Pifd'y =  o

is Cj for i  — 1 , 2 .  Let z,- be the nonoscillatory solutions for

(6) y ” +  p y = f i
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whose existence was shown above. By a result of Keener [4], z; m ust 
eventually  be positive. By Theorem  10 if z t- has a zero it is oscillatory. 
Thus it is always positive. Let v be an oscillatory solution of (3) and 
a y è >  o such th a t v ( cl)  < 0  and v (b) >  o. Choose a constant k so th a t
kv (a) +  Z\(a) <  o and —  kv (b) +  z2(B) <  o. Thus by Theorem  10 the func
tions kv +  and —  kv +  z2 are oscillatory solutions of (6) for i  ~  1 and 2
respectively. T he function kv +  z 1:— z2 is a solution of (1). If  kv -j- zx — z2 
is eventually positive, then (kv +  z± —  zf) +  ^2 is eventually positive, 
which is a contradiction. If  k v f - z ±— z2 is eventually negative, then 
(kv +  z x — z 2) — z x is eventually negative which is also a contradiction.
Thus kv +  z x — z2 is an oscillatory solution (1).
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