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“Teoria dei controlli. — On the Optimization of Linear Control
Systems Using the Contraction Principle. Nota © di JERALD P. DAUER,
presentata dal Socio G. SANSONE.

RI1ASSUNTO. — 11 problema di ottimizzare un sistema lineare di controllo con un fun-
zionale quadratico di costo ¢ riselto usando il principio di contrazione. Per trovare la soluzione
della corrispondente espressione ottimizzante & usato un metodo iterativo e sono dati limi-
tazioni per l’errore relativo alle iterate.

1. INTRODUCTION

The problem of optimizing a linear control system with quadratic cost
functional has been approached in the context of functional analysis by several
authors (see [1-3]). Freeman [1] used this approach to show that the optimum
control must satisfy an integral equation. He then developed conditions for
solving this equation using the contraction mapping principle and thereby
produced an iterative computing algorithm for obtaining the optimum control.

The purpose of this paper is to improve Freeman’s contraction principle
approach for a more restrictive class of control systems. By using a renorming’
technique, we are able to show general convergence of Freeman’s algorithm
for these systems. This approach eliminates the size requirement on the inte-
gral operator and instead makes use of its linearity. Both approaches give
bounds on the normdistance between the optimum control (or cost functional)
and its »% iterate. As was pointed out by Freeman, the type of system we
consider occurs in many practical situations. For the reader’s convenience
we shall retain Freeman’s notation.

2. FORMULATION OF THE PROBLEM

We consider the linear control system
2@ =A@)x@) +BEwu(@
c(@=C@x ).
The state vector x (£) is # dimensional, the control vector # () is 72 dimensional
and the output vector ¢ (¢) is » dimensional. The piecewise continuous matrix
functions A, B, C have consistent dimensions. The object is to control system

(1) so that the output ¢ (¢) is close to a specified piecewise continuous output
¢; (#). The measure of error e (f) is taken to be

e(t)y =cs () —c ().

(D)

(¥) Pervenuta all’Accademia il 3 luglio 1972.
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In striving for this objective, we wish to minimize the quadratic cost
functional

J@=[OQWe® +u@OROuDdr.

0%

N

We assume Q and R are piecewise continuous and let &’ denote the transpose
of a. It is further assumed that Q (?) is positive semidefinite and R (¢) is posi-

tive definite. As is consistent with this problem, we consider control functions
T

# such that ' |2 (#) |2 dt < oo.

12

0

It was shown by Freeman [1, Eq. (21)] that the optimum control is a
solution of the integral equation

(2) #=R1TL"Qz— R'L*QLu,
called the optimizing equation. We now specify the terms involved in this

equation. Let @ (7, #)) denote the fundamental matrix solution of ' = A () »
such that ® (%), %) is the identity matrix. The function z is defined by

2(8) = ey () —C @ D (2, 2) 7.

The operator L is defined by
!
Lz/=J COHD(,s)B(s)o(s)ds
to
and its adjoint L* is given by
-
L*y =f[C & O, BE)] v(s)ds.
; ;
The bounded, piecewise continuous inverse of R is denoted by R

3. :SOLVING THE OPTIMIZING EQUATION

In order to solve equation (2) we obtain a sequence of successive appro-
ximations

Uy = O
w, = R1L*Qz
3) sy = R1I1* Qe — R L* QLuy,

..............................

ny1 = RTL* Qs — R1L*QLa,.
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Since %, and z are piecewise continuous we have that the functions
Uy, Uyt v, 2, , - are all piecewise continuous. Further, the operator
R™1L*Q is bounded, say by N, with respect to the operator norm corre-
sponding to the norm defined by

(a) 2]l = sup |z (®)].
1, <t<T
Let
: M =2 N|C|/[|®] B
and define
) lolly = sup e=M¢= [o (7).
t,<t<T

Then for all z,<<t < T we have
| =M~ RLLY QL (u (5) — v ()|
< N sup [eME0 L (u () — v (7))

J‘ e M= C () @ (¢, 5) B (s) (u (s) — v (s)) ds

to

= N sup

ty<t<T

¢

M ‘ ' .
< = —M(t—-s) d . -
= :oiliz'rj e sl —oll,
i
I
< X flu—ol,
Hence
) IR L* QL (e — o)y < |l — o,

Proceeding as in the proof of the contraction mapping principle we obtain

I

. ,
s — ttully < < Moty — thyaflyy < -+ - < il —wolly -
Hence for any 7 > » we have ,
”%m _%n“M = ”%m _%m—l”M +t “%n+1 _"'%n”M
I I I

I
g 2n—l—l “%1 - Z‘0”]\/‘['

Therefore, the sequence of successive approximations {#,} is Cauchy
with respect to || [|,,. Since this norm is equivalent to the norm in (4) we
have that the sequence {#,} is uniformly convergent. Let the measurable
function #* be defined by

@) u* (f) = limu, (7).
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Dominated convergence shows that
T
f]u*(t)]z dt < 0.

to
To see that #* is a solution of (2) we note that
l* — (R L* Qs — R L* QL
<o — tturally + 1 — (R7L¥ Qz — R L* QL") |l
<o —tturlly + I R7TLF QL (4, — o)l

1
< “%* - un+1“M + > ”un —%*“M

and use the uniform convergence of {#,} to #*. Equation (6) shows that «"
is the unique solution of (2). Hence we have proved the following result.

PROPOSITION.  The function u” is the unique solution of the optimizing
equation.

Remark. We can now proceed in the same manner as Freeman [1, § 3.1]
to obtain bounds on the accuracy of the »® iterate. However, we are able
to use the convenient sup norm (4) and obtain the following bounds on the
iterates of the optimum control.

16" — 20, || < MT= ||o* — a1, |

< M-ty K_Hﬂ/(l _ %)‘ 12, — 2], |

M(T—t5) Iyl
<e (2) N ||zl

< M(T—ty) (i
"2

[Nzl

The distance of the approximate cost functional J(z,) from its optimum value
J(#*) is bounded similarly [1, Eq. (33)]

|16 — TG < N*IRI (5
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