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Algebra. — Orthogonal similarity for skew matrices in GF(^). 
Nota di A. D uane  P o r t e r , presen tata0  dal Socio B. S e g r e .

R iassunto. — Si assegna una forma canonica per le matrici quadrate su di un campo di 
Galois, simile a quella ben nota relativa alle matrici sul campo reale rispetto al gruppo 
ortogonale.

It is well-known th a t over the real field every n X n skew m atrix  of rank  
2 w  is orthogonally sim ilar to a m atrix  of the form D =  diag [D i, • • •, Dm , R], 
where R =  diag (o , • • -, o) is (n —  2 ni) X (n — 2 m), and

TV 0 bjD- =  , 1 < j  <  m ,
\ ~ bJ ° J

the nonzero eigenvalues of A being ±  bji, i2 =  — i. This canonical form is 
not valid over a finite field since (i) the inner product of a nonzero vector 
w ith itself m ay be zero and (2) even if a given vector has a nonzero inner 
product w ith itself, one m ay not be able to normalize the vector since not 
all elements of a finite field have square roots in the field. In  view of the 
use of canonical forms to solve certain problems involving m atric equations 
over GF(<y), [1], [2], [3], [4], [5], [6], it would seem desirable to have a 
simple canonical form under orthogonal sim ilarity available. The purpose 
of this paper is to obtain such a form for certain skew m atrices.

In  order to obtain sufficient conditions for a canonical form which is simple 
enough to be useful, and which resembles the form in the real case, some natural 
conditions are placed on the m atrix . The ra ther surprising result, as noted 
in Th. 3.1, is th a t these conditions are also necessary for the canonical form.

2. N o t a t io n  a n d  p r e l i m in a r ie s .— Let F  =  G F (q) be the finite field 
° f  q — Pr elements, p  odd, and 0 an element of G F (q2) such th a t 0 € F, but 
02 =  u e F. Then d  =  a-\- bQ e GF(q2') if a , b £ F, and we denote GF(^2) by 
F  (0). I t is clear th a t the identical field G F (q2) is obtained regardless of our 
choice of 0 satisfying the above conditions. By the conjugate of d y we m ean 
d — a —  bd.

A  m atrix  B =  (4y), biye F, will be called skew if B =  B ' =  (fyj)' where 
the prim e denotes transpose. If  A  =  aiye F  (0), by  the conjugate tran
spose of A, we m ean the m atrix  A! — (d{y)r. A  square m atrix  P w ith elements 
from F  is said to be orthogonal if P 'P  =  I — identity  m atrix. Two m atrices A 
and B are said to be orthogonally similar over F  if there is an orthogonal m a
trix  P over F  such th a t P A P  — B. (*)

(*) Nella seduta del 21 giugno 1967,
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If  a =  col (a! , • • • , an) , p =  col (6t , • • • , bn) , a; , b{ e F (0), 1 <  i <  n, 
we define the inner product of a and (3 by  a* (3 ='#1^1 +  • • • +  dnbn . Clearly, 
if any € F, then  d  =  for these elements. The two vectors a , p will be 
called orthogonal if a* (3 =  [3* a =  o, and a is normal if a * a =  1 — un ity  of F. 
A  set of vectors ax, • • •, aM are linearly independent if ^yoc! +  • • • +  an<xn =  zero 
vector holds only for scalars ai =  a% =  • • • =  an =  o.

W e will say a m atrix  or vector is over F  or F  (0) if its elements are from 
F or F  (0), respectively.

3. A  S k e w  c a n o n ic a l  f o r m .— We now state the m ain theorem  of 
this paper.

THEOREM 3 1*— Let A  be an n X n  skew matrix over F  of rank 2 m. 
Let D =  diag [D i, • • •, Dm , R], where R  =  diag [o , • • • ,o] is n -— 2 m X n  —  2 m, 
and fo r  i < j < m

o
bjU o

bj-e F  , 02 =  u.

Then A  is orthogonally similar over F ^ D  i f  and only i f  the following conditions 
hold:

(1) all nonzero eigenvalues of A  occur in conjugate pairs d: ^-0, bj e F;
(2) if r — a rb itra ry  eigenvalue of A  of m ultiplicity kr , then  the dim en

sion of the null space of r l  —  A  is kr ;
(3) if n ^ = 2 m  then  the null space of A  has an orthonorm al basis;
(4) if r  =  bd =  arb itra ry  nonzero eigenvalue of A, then  there exists 

an orthogonal basis ax, • • •, a, of the null space of r l  —  A  with the property 
th a t if a =  a rb itra ry  one of 0  ̂ , • • • ' ,  a* and we define y — a +  5c and 
S =  0 ( a — .a), then for those nonzero y , 8, we have y*y =  c2, o ^ ^ F ,  
and 8*8 =  ^ 2, o = ^ d e F .

W e first prove the sufficiency of the conditions, and to facilitate our discus
sion, we note the following lemmas.

L em m a  3.2.—Let A  be a.skew matrix over F  which satisfies (1) of Th. 3.1 
Then the following are valid'.

(1) if a is an eigenvector of A  corresponding to eigenvalue r y then a 
is an eigenvector of A ' corresponding to — r, and 5c is an eigenvector of A 
corresponding to — r;

(2) if ax, • • •, a* form a basis for the null space of r l  — A, then 5c2, • • •, 5c, 
form a basis for the  null space of r l — A;

(3) eigenvectors of A  corresponding to distinct eigenvalues are ortho
gonal.

W ith the added condition (1) in the above lemma, the proofs of the va
rious parts are like the corresponding proofs in the real case and will not be 
repeated. Similarly, we m ay state
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L em m a  3 .3 .— I f  o^,* • - , a t are mutually orthogonal vectors over F  with 
nonzero inner product, they are linearly independent.

L em m a  3 .4 .— Let A  be a skew matrix over F  which satisfies (1) and (4) 
of Theorem 3.1. Then

(1) y and & are nonzero vectors over F;
(2) Ay — <58 ; AS =  buy ;
(3) A 'y  =  — *8;  A 'S  =  —  6ur,
(4) y ' S  =  8 ' y  =  O.

Proof : (1). Since y == a +  a, then y is over F. If  y =  o, then  all elements 
of a m ust be of the form a{ 0, 1 <  i <  n, and a{ e F. B ut then  A a =  roc =  
= 30a=J=o leads to a contradiction since all elements of A a would be o f the 
form cQ while elements of <5 0 a would all be from F. Hence, y o. Since 
8 =  0 (a —  à) also has elements from F, a sim ilar argum ent shows S =j= o, 
so th a t (1) is established.

(2) T he  following two equalities establish this part.
Ay =  A  (a +  à) =  ra  +  rà =  r  (a — a) =  bQ (a — 5c) =  38 ,
AS =  0A (a — a) — 0 (ra  —  ra) == 0 r  (a +  à) =  b 02 (a +  a) =  buy.

(3) In  view of Lem m a 3.2 (1) A 'a  =  roc so th a t A ' a =  roc, and 
A 'y  — A '(a  +  à) =  fa  +  rà  =  — r  (a —  a) =  — <50 (a — à) =  — <58, 
A ' 8 =  0A ;(a —  a) =  0 (ra —  roc) =  —  0r  (a +  oc) =  —  buy.

(4) Since y ' 8 € F, (y' 8)' =  y ’ 8 so th a t y' 8 =  8' y.
Also y 'A y  =  y '(A y) =  y' b8 =  by' 8

=  (T' A) y =  (A' y)' y =  (—  ^8)' y -  —  ^y'y =  —  ^y' 8.

Clearly, since b =(= o, the above yields y' 8 =  0.
W e now construct an orthogonal m atrix  P over F  such th a t P 'A P  =  D =  

m atrix  of Th. 3.1. L et T  kd, b =J= o, be a pair of nonzero eigenvalues of 
A  and denote them  by  r  and r . Let oq , • • •, oc* be an orthogonal basis of the 
nulls space of r l  —  A  which exist by (4) of the theorem . Clearly, oq , • • •, oĉ 
are órthogonal so by  Lem  3.2 (2), they  form an orthogonal basis for the null
space of f l  — A. If  we let a be  any one of aj , ..... , a* and oc its conjugate, we
m ay use these vectors to form  y and 8 as in condition (4), Also, if we note 
Lem m a 3.4. (4), and let yy — y /c, 8y — 8/g then  yy , 8y are norm al, ortho
gonal, and over F. Hence, we m ay obtain a set yx, 8X , • • •, yt , 8, of 2 1 norm al 
vectors over F  such th a t yy 8y =  o , 1 <  j  <  t.

Each pair of conjugate null spaces of A  will have sets of basis vectors 
as described above, and since rank A  =  2 m i if we form the union of these 
orthogonal bases sets, we obtain a set of 2 m  vectors

(3-5) « i . 5i .

In  view of Lem m a 3.2 (3) and the choice of the a,-, the above vectors are m u
tually  orthogonal. We can replace each pair ay , by yy , 8y as constructed above 
and so obtain a set of 2m  norm al vectors with each pair yy , Sy orthogonal,

(3-6) yi > > • • * > Tm 9 •
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W e let (31 ;- • - , (3, ,  s >  o, be the orthonorm al basis of A  which exists by 
Th. 3.1 (3), and consider the set of norm al vectors.

(3-7) . Y i, • • •, , ym , (3X , • • •, (3, .

T he num ber of vectors in (3.7) equals the sum of the dimensions of the null 
spaces of r l  — A  for all eigenvectors r  of A. Hence, by condition (2) of the 
theorem , there are n vectors in the above set.

Since each (3; is an eigenvector corresponding to zero, by Lem m a 3.2 (3), 
(3,- is orthogonal to each vector in the set (3.5), so is orthogonal to a linear 
com bination of these vectors. Hence, each (3,- is orthogonal to all vectors in the 
set (3.6) and so also orthogonal to all vectors except itself in the set (3.7).

Let Gj =  either yy or Sy . Since (3.5) consists of m utually  orthogonal 
vectors, a,k , for k=^=j, is orthogonal to both ocy and 5y so is orthogonal to cy . 
Likewise, oq is orthogonal to or,. Thus, cry is clearly orthogonal to ak =  either 
Yi or 8*, since these are linear com binations of a.k and .

Hence, in view of the above comments, the set (3.7) consists of n normal, 
m utually  orthogonal vectors, so th a t by Lem m a 3.3, they  are linearly inde
pendent.

W e define F to be the m atrix  with the vectors (3.7) in th a t order as its 
columns, then  P is nonsingular and orthogonal since P 'P  =  I. In  view of 
Lem m a 3.4 (2), we have, for 1 <  j  <  m, ASy =  ubj yy and Ay,- =  by 8y , 
which m ay be w ritten as

(3-8) A(Sy ,yy) , - ( S y>Ty)
o

bju
bj
o

Also, by choice of |3,-, A(3,- = 0 ,  1 <  i  <  r. Com bining this w ith the definition 
of P and (3.8), we obtain A P  =  PD or P 'A P  =  D =  diag [Dx , • • •, Dm , R], 
w ith D,- , I <  i <  m, and R as stated in the theorem . Hence, the four condi
tions of Th. 3.1 are sufficient for orthogonal sim ilarity to D which completes the 
first p a rt of the proof.

W e now suppose A  is orthogonally sim ilar to D and show the four con
ditions hold.

The eigenvalues of D are the roots of | x \  — D | =  o, and | x l =  D j =  
=  diag (E i , • • • ,  Em , S), where S =  diag (x, ■ ■ ■, x) is n —  2 « X #  —  2 « ,  and, 
for I <  i  <

E , =  f '  ~ b‘ .
—  biU ^

Hence, | x l  — D | — (x2 — b\u) • • • (x2—  b^u) x n 2m , so the nonzero eigen
values of D are ±  ^ 0, I < 7  <  ^ .  Since A  and D have the same eigen
values, (1) is valid.

If  n = ^2 m , then  the n — 2 m columns P2«+i , • • P* of the m atrix  P, 
such th a t P A P  =  D, are norm al and m utually  orthogonal. Also, AP^ =  o, 
2 m  1 <  k <  n, so they  form an orthonorm al basis for the null space of A  
so th a t (3) is valid.
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For use in proving (2) and (4), we construct eigenvectors of A  as follows: 
L et P 2y _ i , P 2y, i < j < m ,  represent the first 2 m  columns of the m atrix  P 
given above. Define

I * j = - P2/ +  - ~ V 2 J - l ,
(l.Q) '

In  view of the definitions of P and D, we have A P 2 i..1 =  bjuV 2J and 
A P 2y =  ^P2/ - i  • A  direct calculation will show

io) \ A<* =  ^  (pv  +  ~  psy - 1) =  h  0 ay,

I ASy =  ( Pgy _|_ A  P 2̂ . _,) =  bj% Xy .

Hence, ay and ay are eigenvectors of A corresponding to byd and — bj 0, 
respectively, for 1 < j < m .

W ithout loss of generality, we m ay assume the 2 X 2  blocks appear on 
the diagonal of D in any order. O f the m  pairs of nonzero conjugate eigen
values of A, suppose t pairs ^ 0  , — ^ 0  , • • •, ct 0 , — ct 0 are distinct, i.e., 
cs=t=c/> 1 ^  j  <  t. Suppose ^-0 has m ultiplicity Mi where it is clear 
th a t each kr of condition (2) equals some n ii . We then  assume the diagonal 
blocks of D have the following order:

^  x ^  j =  c± y I < j  <  , and for 1 <  i  <  ty
f bj =  Ci , % + • • •  +  < mi +  • • • +  n t i .

To prove (2), we let r  =  bj 0 =  ^-0 be an arb itra ry  eigenvalue of A
m ultiplicity kr =  . L et Si =  m ± + ------b , JV +  1 =  m 1 + ------
where S; =  1 if z =  1. T hen ay and ày, <Lj <  ^  -f- 1, are eigenvectors 
of A  corresponding to r  and r, respectively. Suppose there are scalars 
a2 j- i  > a2,ji si <  /  <  + 1 such th a t

si + 1
2  (a2 j  - l  ay +  a2 j  Kj) ~  0 • 

i~  si

U pon substitution from (3.9) for ay and ày, and after recom bining term s, the 
above sum m ay be w ritten as

U + 1
=  0.(a2j -1 +  «2/) ?2 j  +  (a2 j-1  «2 j) —  ?2 j  -1

j  =  S  • L A - MJ I
Since P2y and P2y_i  are over F, the above yields the following two equalities:

si + 1 si + 1
2  (a2 j - 1 +  a2 j) P2j  — °  J S  {a2 j- l  ---a2j) ^ 2 j - l  ~  ° -

J = si  j = s {

But, the colums of P are linearly  independent, so that, for < j  <  s- 1, 
a2 j- i  +  a2j — 0 =  a2 /-1  —  &2j • Hence, a2j - i  =  a2j =  o and the set of
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2 mi vectors ay, ày , s{ <  j  <  +  1 are linearly independent. Thus, the
subset ay, ŝ  < j  <  st- +  1 is linearly independent so th a t the dimension of 
the null space of r I — A =  %  =  and (2) has been proven.

To prove (4), we let r  — bj be arb itrary , and let ay , ày , s{ < j  < s { + 1  
be the basis for the null spaces of r l — A and f I — A, respectively, where 
ay, ày are defined by  (3.10) and jv is as defined above. L et y =  ay +  ày, 
and 8 — 0 (ay— ày) for some fixed j .  Clearly, y = P 2y and S = P 2y_1 so th a t 
y*y =  P2y P2.7 — i — i2, and 8* 8 =  P2/---1 P2./-1 =  1 =  i2. Also, since the 
columns P2y_i  , P2y of P are m utually  orthogonal, it is easily seen th a t the 
set ay, s{ < j  <  Si +  1, is m utually  orthogonal. Hence, (4) is established.

4. A n o t h e r  s t a t e m e n t  o f  t h e  t h e o r e m .— W e first prove:
LEMMA 4 .1 .—Let A  be an n X n skew matrix over F  of rank 2 m with 

eigenvalues in F  (0). Suppose that to each distinct eigenvalue of A  corresponds 
at least one eigenvector with nonzero inner product. Then the nonzero eigenvalues 
of A  occur in conjugate pairs A bjQ, bj e F, 1 < j  <  m.

Proof. Let r  — arb itra ry  non zero eigenvalue of A. T hen  there is a 
vector a over F (0) such th a t a* a =  a =f o and A a =  ra . Thus, a*Aa = r a * a  
and (a*Aa)* — a*A xa =  ra* a  so that, since A  is skew, a*A a — — r a* a 
which implies r  — — f . Hence, if r  — a +  bQ, then  r  =  0 +  bd =  bQ, 
b e  F. T aking conjugates in the equation A a =  ra , we obtain A à =  rà  
so f =  —  ^0 is also an eigenvalue of A. Since rank  A  =  2 m, then A  has m 
pairs of eigenvalues ±  bj 0, bj € F, which proves the lemma.

In  order to check for orthogonal sim ilarity by  Th. 3.1, it is necessary 
to first find all nonzero eigenvalues of the given m atrix . This m ight not be 
necessary if we can sim ply establish th a t the m a trix  satisfies the conditions 
of the above lemma. Hence, we restate Th. 3.1 as follows:

THEOREM 4.2. — Let A  be a skew matrix which satisfies the conditions 
of Lemma 4.1. Then A  is orthogonally similar over F  to D of Theorem 3.1 i f  
and only i f  A  satisfies (2), (3), (4) of Theorem 3.1.

Proof. In  view of Lem m a 4.1, A satisfies (1) of Th. 3.1, so if A  also 
satisfies (2), (3), (4) then  A is orthogonally sim ilar to D. T he converse follows 
im m ediately from  Th. 3.1.
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