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Summary. – In this paper, we make some observations on the work of Di Fazio concerning $W^{1,p}$ estimates, $1 < p < \infty$, for solutions of elliptic equations $\text{div} A \nabla u = \text{div} f$ on a domain $\Omega$ with Dirichlet data 0 whenever $A \in \text{VMO}(\Omega)$ and $f \in L^p(\Omega)$. We weaken the assumptions allowing real and complex non-symmetric operators and $C^1$ boundary. We also consider the corresponding inhomogeneous Neumann problem for which we prove the similar result. The main tool is an appropriate representation for the Green (and Neumann) function on the upper half space. We propose two such representations.

Introduction.

In recent years, there has been a wide interest for elliptic equations with discontinuous coefficients that belong to VMO, [1], [4], [5], [6], [8], [7], [11], [12], [13], [15], [16], [18], [20], [21]. In particular, it is shown in [11] that for $1 < p < + \infty$ and $f \in L^p(\Omega)$, the inhomogeneous Dirichlet problem

\[
\begin{align*}
\text{div} A \nabla u &= \text{div} f \quad \text{in} \quad \Omega \\
u &\in W^{1,p}_0(\Omega)
\end{align*}
\]

has a unique solution, and $\| \nabla u \|_p \leq C \| f \|_p$ with $C$ independent of $f$, provided $\Omega$ is a smooth (e.g. $C^{1,1}$) bounded open set in $\mathbb{R}^n$, $n \geq 2$, and $A$ is a real, symmetric, uniformly elliptic matrix with coefficients in $\text{VMO}(\Omega) \cap L^\infty(\Omega)$. We recall that a locally integrable function $g$ on $\Omega$ is in the space $\text{BMO}(\Omega)$ if

$$\sup_{B} \frac{1}{|B|} \int_B |g(x) - g_B| \, dx \equiv \|g\|_* < + \infty,$$
where $B$ ranges over balls $B \subset \Omega$ and $g_B$ denotes the mean of $g$ on $B$. For $g \in BMO(\Omega)$ and $r > 0$, we set

$$
\eta(r) = \sup_{q \leq r} \frac{1}{|B_q|} \int_{B_q} |g(x) - g_B| \, dx.
$$

Here $q$ denotes the radius of $B_q$. A function $g \in BMO(\Omega)$ is in $VMO(\Omega)$ if $\lim_{r \to 0} \eta(r) = 0$ and we call $\eta$ the $vmo$ modulus of continuity of $g$. Our observations will be the followings.

1) We remove the hypothesis that $A$ be real and symmetric and allow complex coefficients: Our assumptions on $A(x) = (a_{jk}(x))_{1 \leq j, k \leq n}$ are

$$
\begin{cases}
  a_{jk}(x) \in \mathbb{C} \text{ and } \|a_{jk}\|_\infty \leq \delta^{-1}, \\
  A(x) + A^*(x) \geq 2\delta \text{Id a.e.} \\
  a_{jk} \in vmo(\Omega)
\end{cases}
$$

(2)

for some $\delta > 0$ called the ellipticity constant of $A$.

What is really at stake is the representation of the Green function $G(x, y)$ for constant coefficients operators on the upper half space as the one chosen in [11] cannot extend to all matrices $A$ satisfying (2).

Here, we use two different representations: one is taken from [14], [22]; $L^p$ boundedness of the operator with kernel $\nabla_x \nabla_y G(x, y)$ follows from classical theory for singular integrals of convolution type. The other originates from [2]; it uses the reflection principle and $L^p$ boundedness is a consequence of the $T(1)$ theorem [10].

2) There is a technical step in [11] which can be avoided. We establish a representation of solutions that is simpler to use for obtaining interior and boundary a priori estimates via commutator results between Calderón-Zygmund operators and $VMO$ functions [9].

3) We make clear that the proof works for $C^1$ domains by controlling the constants. Note that in [22], the similar problem with continuous coefficients was treated on $C^1$ domains. Our assumption on $\Omega$ is:

(3) $\Omega$ is a bounded, open, connected set with $C^1$ boundary.

4) We can treat in the same way the corresponding inhomogeneous Neumann problem:

$$
\begin{cases}
  \text{div} A \nabla u = \text{div} f \text{ in } \Omega \\
  u \in W^{1, p}(\Omega) \text{ and } \nu \cdot A \nabla u = \nu \cdot f \text{ on } \partial \Omega
\end{cases}
$$

(4)

where $\nu$ is the outward unit normal. To avoid defining $\nu \cdot A \nabla u$ as a distribution
on the boundary of $\Omega$ we mean (4) variationally:

\[ u \in W^{1,p}(\Omega) \text{ and } \forall \varphi \in \text{Lip}(\Omega) \quad \int_{\Omega} A \nabla u \cdot \nabla \varphi = \int_{\Omega} f \varphi. \]

Note that, similarly, (1) is equivalent to

\[ u \in W^{1,p}_0(\Omega) \text{ and } \forall \varphi \in \text{Lip}(\Omega), \text{Supp } \varphi \subset \Omega \quad \int_{\Omega} A \nabla u \cdot \nabla \varphi = \int_{\Omega} f \varphi. \]

The main result of this paper is

**Theorem 1.** – Let $A$ satisfy (2) and $\Omega$ satisfy (3), $1 < p < +\infty$ and $f \in L^p(\Omega)$. Then there exist a unique solution $u_D$ of (1) and a unique solution $u_N$ of (4) modulo constant. Moreover, the operators $f \mapsto \nabla u_D$ and $f \mapsto \nabla u_N$ are bounded on $L^p(\Omega)$, with norm bounded by a constant depending on $n$, $\delta$, $p$, the VMO modulus of continuity of $A$, $\partial \Omega$ and $|\Omega|$.

1. – Estimates for constant coefficients operators.

In this section $A$ denotes a constant complex matrix satisfying (2).

1.1. Main results.

The fundamental solution of $-\text{div} A \nabla = -\sum_{j,k} \partial_j (a_{jk} \partial_k)$ is given by, for $x \neq 0$,

\[ \Gamma_A(x) = \frac{1}{(n-2) \omega_{n-1} (\det S)^{1/2}} (S^{-1} x, x)^{2-n/2} \quad \text{if } n \geq 3, \]

\[ \Gamma_A(x) = -\frac{1}{4\pi (\det S)^{1/2}} \log (S^{-1} x, x) \quad \text{if } n = 2. \]

Here, $S = \frac{A + A^T}{2}$ is the symmetric part of $A$, $\log z$ denotes the principal branch of the logarithm and $z^\alpha = e^{\alpha \log z}$ for $z \in \mathbb{C} \setminus \mathbb{R}^-$ and $\alpha \in \mathbb{R}$. This is well known when $A$ is real and symmetric, and can be easily checked in general. From this we obtain

\[ |D^\alpha \Gamma_A(x)| \leq \frac{C}{|x|^{n-2+|\alpha|}}, \quad x \neq 0, \]

for $|\alpha| = 1, 2, 3$ and $C$ depends only on dimension and ellipticity, and $D^\alpha$ is the usual symbol for the partial derivative associated with $\alpha$.

Consider now the Green function $G_A(x, y)$ and the Neumann function $N_A(x, y)$ for $L = -\text{div} A \nabla$ on $\mathbb{R}^n_+$, that is for all $y \in \mathbb{R}^n_+$,

\[ \begin{cases} L_x G_A(x, y) = \delta_x(y) & \text{in } \mathcal{D}'(\mathbb{R}^n_+) \\ G_A(x, y) = 0 & \text{if } x \in \partial \mathbb{R}^n_+ \end{cases} \]
and

\[
\begin{cases}
  L_x N_A(x, y) = \delta_x(y) & \text{in } \mathcal{D}'(\mathbb{R}^n_+) \\
  \nu \cdot A \nabla_x N_A(x, y) = 0 & \text{if } x \in \partial \mathbb{R}^n_+ 
\end{cases}
\]

and \( \nu = (0, \ldots, 0, -1) \).

Assume for a moment that \( A \) is real and symmetric. Then \( G_A(x, y) \) can be computed as

\[
G_A(x, y) = \Gamma_A(x - y) - \Gamma_A(T(x) - y), \quad x, y \in \mathbb{R}^n_+,
\]

where \( T \) is the orthogonal symmetry with respect to \( \partial \mathbb{R}^n_+ = \mathbb{R}^{n-1} \) in the inner product induced by the inverse of \( A \). It is characterized by

\[
T|_{\mathbb{R}^n_1} = \text{Id}, \quad T^2 = \text{Id}, \quad 'TA^{-1}T = A^{-1},
\]

\( ('T \) is the transpose of \( T \) \) and calculations yield

\[
T(x) = x^* - x_n v,
\]

where \( x^* = (x_1, \ldots, x_{n-1}, -x_n) \) if \( x = (x_1, \ldots, x_{n-1}, x_n) \) and \( v \in \mathbb{R}^{n-1} \) with

\[
v_k = \frac{2a_{kn}}{a_{nn}}, \quad 1 \leq k \leq n - 1.
\]

Formula (12) extends to matrices \( A \) for which one can find \( T \) of the form (14) such that \( \Gamma_A \circ T = \Gamma_A \). In (13), \( 'TA^{-1}T = A^{-1} \) must be replaced by \( TS' T = S \), where \( S = \frac{A + 'A}{2} \). One finds

\[
v_k = \frac{a_{nk} + a_{kn}}{a_{nn}}, \quad 1 \leq k \leq n - 1,
\]

so that \( A \) must satisfy \( a_{nk} + a_{kn} \in \mathbb{R}a_{nn} \) for \( T \) to be a map on \( \mathbb{R}^n \).

The Neumann function when \( A \) is real symmetric is given by

\[
N_A(x, y) = \Gamma_A(x - y) + \Gamma_A(T(x) - y), \quad x, y \in \mathbb{R}^n_+.
\]

One checks that this formula is valid for any \( A \) provided \( a_{kn} = a_{nk} \in \mathbb{R}a_{nn} \), \( 1 \leq k \leq n - 1 \).

One must therefore find another representation for \( G_A \) and \( N_A \) to remove these algebraic constraints on \( A \). We achieve this goal by presenting two different approaches (see section 1.2, section 1.3). This enables us to prove the following results.
Proposition 2. – There is a constant $C$ depending only on dimension and ellipticity of $A$ such that

\begin{equation}
|D^\alpha G_A(x, y)| + |D^\alpha N_A(x, y)| \leq \frac{C}{|x - y|^{n-2 + |\alpha|}}
\end{equation}

whenever $x, y \in \mathbb{R}^n_+, x \neq y$ and $\alpha \in \mathbb{N}^{2n}$, $|\alpha| = 1, 2, 3$ and $D$ is any partial of order 1 in $x$ and $y$.

Of course, one can differentiate indefinitely but then the constant $C$ depends also of $|\alpha|$. Note also that these estimates hold up to the boundary of $\mathbb{R}^n_+$.

Define $G_A$ and $N_A$ as follows: for all $g, h \in \mathfrak{O}^{(0)}(\mathbb{R}^n_+)$, valued in $\mathbb{C}^n$,

\begin{equation}
\langle G_A g, h \rangle = - \iint_{\mathbb{R}^n_+} \nabla_y G_A(x, y). g(y) \operatorname{div} h(x) \, dx \, dy,
\end{equation}

\begin{equation}
\langle N_A g, h \rangle = - \iint_{\mathbb{R}^n_+} \nabla_y N_A(x, y). g(y) \operatorname{div} h(x) \, dx \, dy.
\end{equation}

Note that the above integrals exist in the Lebesgue sense by (17). The main result is

Theorem 3. – For all $p \in (1, + \infty)$, there exists $C$ depending on dimension, ellipticity and $p$ such that for all $g \in \mathfrak{O}^{(0)}(\mathbb{R}^n_+)$, valued in $\mathbb{C}^n$,

\begin{equation}
\|G_A g\|_p + \|N_A g\|_p \leq C\|g\|_p.
\end{equation}

1.2. Fourier transform method.

In this section we prove Proposition 2 and Theorem 3 using an algorithm based on the Fourier transform. We follow [14] to compute the Green function (and correct a mistake in that paper). Actually, such computations already appeared in [22]. We use similar ideas to compute the Neumann function. To this end, it is convenient to write $x \in \mathbb{R}^n_+$ as $x = (x', t)$ with $x' \in \mathbb{R}^{n-1}$ and $t = x_n \geq 0$ is the $n$th coordinate of $x$. Functions $f(x)$ defined on $\mathbb{R}^n$ will be denoted as $f(t)(x')$ and the variable $x'$ will often be omitted.

Again, we assume $A$ to be constant. We have

$$\forall \xi \in \mathbb{R}^n, \quad \mathcal{F}_A^{-1}(\xi) = (A\xi \cdot \xi)^{-1}$$

where $\mathcal{F}_A$ is the Fourier transform of $f$ in $\mathbb{R}^n$ (formally $\mathcal{F}_A f(\xi) = \int_{\mathbb{R}^n} f(x) e^{-ix \cdot \xi} \, dx$). Write $\xi = (\xi', \tau) \in \mathbb{R}^{n-1} \times \mathbb{R}$. For fixed $\xi' \in \mathbb{R}^{n-1}$, there exist $\tau_+ (\xi')$ and $\tau_- (\xi')$ with $\Im \tau_+ (\xi') > 0$ and $\Im \tau_- (\xi') < 0$ such that

$$A\xi' \cdot \xi = a_{nn}(\tau - \tau_+ (\xi'))(\tau - \tau_- (\xi')).$$

As functions of $\xi'$, $\tau_+(\xi')$ and $\tau_-(\xi')$ are homogeneous of degree 1 on $\mathbb{R}^{n-1}$, $C^\infty(\mathbb{R}^{n-1}\setminus\{0\})$ and there exist $m, M > 0$ depending only on $n$ and $\delta$ such that for all $\xi' \in \mathbb{R}^{n-1}$

$$
\begin{cases}
\exists m \tau_+(\xi') \geq m |\xi'|, \\
\exists m \tau_-(\xi') \leq -m |\xi'|, \\
|\tau_+(\xi')| + |\tau_-(\xi')| \leq M |\xi'|.
\end{cases}
$$

(21)

The Fourier transform of $\Gamma_A(t)$ (in $\mathbb{R}^{n-1}$) is given by

$$
\widehat{\Gamma_A(t)}(\xi') = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{e^{it\tau}}{a_{mn}(\tau - \tau_+(\xi'))(\tau - \tau_-(\xi'))} d\tau
$$

and by the calculus of residues we find

$$
\widehat{\Gamma_A(t)}(\xi') = \frac{ie^{it\tau_+(\xi')}}{a_{mn}(\tau_+(\xi') - \tau_-(\xi'))},
$$

(22)

where $\tau_+(\xi')$ occurs when $t \geq 0$ and $\tau_-(\xi')$ occurs when $t \leq 0$.

The solution of the homogeneous Dirichlet problem $\text{div} A\nabla v = 0$ in $\mathbb{R}^n_+$, $v = g$ on $\mathbb{R}^{n-1}$ and $v = 0$ at $\infty$ is given by $v(t) = \partial_t \ast g$ where $\ast$ is the convolution on $\mathbb{R}^{n-1}$ and $\partial_t$ is the Poisson kernel. Using Fourier transform in $\mathbb{R}^{n-1}$ one has

$$
\widehat{\partial_t(\xi')} = e^{it\tau_+(\xi')}, \quad t \geq 0, \quad \xi' \in \mathbb{R}^{n-1}.
$$

(23)

Then $G_A(x, y)$ can be computed as

$$
G_A(x, y) = (\Gamma_A(t - s) - \partial_t \ast \Gamma_A(-s))(x' - y')
$$

$$
= \Gamma_A(x - y) - (\partial_t \ast \Gamma_A(-s))(x' - y'),
$$

(24)

where $x = (x', t), y = (y', s) \in \mathbb{R}^n_+$.

To compute the Neumann function, we construct the Neumann to Dirichlet boundary operator as follows. We look for $N_A(x, y)$ in the form

$$
N_A(x, y) = (\Gamma_A(t - s) - \partial_t \ast h(s))(x' - y')
$$

for $x = (x', t), y = (y', s) \in \mathbb{R}^n_+$. The condition on $h$ is that

$$
\forall s > 0, -v. A\nabla \Gamma(t - s)|_{t = 0} = -v. A\nabla \partial_t \ast h(s)|_{t = 0},
$$

(25)

where $\nabla = \nabla_x = \left(\nabla_{x'}, \frac{\partial}{\partial t}\right)$ and $v = (0, \ldots, 0, -1)$. Set $B_+, B_-$ the boundary operators with symbols $b_+, b_-$ given by

$$
b_{\pm}(\xi') = i \left( \sum_{k=1}^{n-1} a_{nk} \xi_k + a_{nn} \tau_\pm(\xi') \right)
$$
with $\xi' = (\xi_1, \ldots, \xi_{n-1}) \in \mathbb{R}^{n-1}$. Then (25) is equivalent to
\[
\forall s > 0, \quad B_+ h(s) = B_- \Gamma(-s).
\]

**Lemma 4.** The symbols $b_+, b_-$ are $C^\infty(\mathbb{R}^{n-1}\setminus\{0\})$ and homogeneous of degree 1 with
\[
\forall \xi' \in \mathbb{R}^{n-1}, \quad m |\xi'| < |b_+ (\xi')| \leq M |\xi'|,
\]
where $m$, $M$ depend only on $n$ and $\delta$ in (2).

**Proof.** We only consider $b_+$. It is clear that $b_+ \in C^\infty(\mathbb{R}^{n-1}\setminus\{0\})$, and the upper bound for $b_+$ is obvious from (21). Next we study the lower bound. Fix $\xi' \in S^{n-2}$ and let $V : C^2 \to C^n$ be linear defined by $V \xi_1 = \xi'$, $V \xi_2 = e_n$, when $(\epsilon_1, \epsilon_2)$ is the canonical basis of $C^2$ and $(e_1, \ldots, e_n)$ the canonical basis of $C^n$. Since $||\xi'|| = 1$, $V$ is unitary so that
\[
\forall v \in C^2, \quad \Re \check{\tau} V A V^t v \geq \delta ||V v||^2 = \delta ||v||^2,
\]
where $\delta$ is the ellipticity constant of $A$. The matrix representing $\check{\tau} V A V^t$ is given by
\[
\begin{pmatrix}
\sum_{1 \leq j, k \leq n-1} a_{jk} \xi_k \xi_j & \sum_{k=1}^{n-1} a_{kn} \xi_k \\
\sum_{k=1}^{n-1} a_{nk} \xi_k & a_{nn}
\end{pmatrix}
\]
and by definition of $\tau_+$ (we drop $\check{\tau}$) and $b_+$ we have
\[
\check{\tau} V A V^t \begin{pmatrix} 1 \\ \tau_+ \end{pmatrix} = \begin{pmatrix} -\tau_+ b_+ \\ b_+ \end{pmatrix}.
\]
Thus $\delta (1 + |\tau_+|^2) \leq b_+ (-\tau_+ + \tau_+) = -2ib_+ (\check{\tau} + \tau_+)$ and the lower bound for $b_+$ follows from the properties of $\tau_+$.

Set $m = b_-^{-1} b_+$. Using [23], p. 75, and the properties (9) on $\Gamma_A(-s)$, we see that $h(s) = P.V.K_m \star \Gamma_A(-s) + c_m \Gamma_A(-s)$ on $\mathbb{R}^{n-1}$, where $K_m$ is a Calderón-Zygmund kernel on $\mathbb{R}^{n-1}$ and $c_m \in C$. Hence,
\[
N_A(x, y) = \Gamma_A(x - y) - (\check{\tau}_+ \star (P.V.K_m + c_m \delta_0) \star \Gamma_A(-s))(x' - y').
\]
Note that $G_A(x,y)$ in (24) and $N_A(x,y)$ in (26) are of the same type.

We now turn to the proof of Proposition 2. Since the estimates on $D^\alpha \Gamma$ have been already observed, it remains to obtain estimates for functions of the form
\[
f_\alpha(s, t, x') = D^\alpha(\check{\tau}_+ \star (P.V.K + c \delta_0) \star \Gamma(-s))(x').
\]
where \( c \in \mathbb{C} \), \( \alpha \in \mathbb{N}^{n+1} \), \(|\alpha| = 1, 2, 3\) and \( D \) is any of \( D_{xj} \), \( 1 \leq j \leq n-1 \), \( D_t \), \( D_s \), and \( K \in C^{\infty}(\mathbb{R}^{n-1}\setminus \{0\}) \) is a Calderón-Zygmund kernel on \( \mathbb{R}^{n-1} \). To see this we observe after straightforward computations using (21), (22), (23) and Lemma 4 that

\[
 f_\alpha(s, t, x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{i\tau \cdot (\xi') - i\tau \cdot (\xi')} A_\alpha(\xi') e^{ix'.\xi} d\xi',
\]

where \( A_\alpha \) is a homogeneous function of degree \(|\alpha|-1\) and \( A_\alpha \in C^{\infty}(\mathbb{R}^{n-1}\setminus \{0\}) \) with \(|A_\alpha(\xi')| \leq M|\xi'|\left|\alpha\right|^{-1}\) and \( M \) depends only on \( n \) and \( \delta \). Using the fact that \( \Im m \tau_+(\xi') \geq m|\xi'| \) and \( \Im m \tau_-(\xi') \leq -m|\xi'| \), we routinely obtain

\[
 f_\alpha(s, t, x') \leq \frac{M}{(s + t + |x'|)^{n-1 + |\alpha|}}
\]

for all \( s > 0, t > 0, x' \in \mathbb{R}^{n-1} \) and \( M \) depends only on \( n \) and \( \delta \) if \( |\alpha| \) is restricted to 1, 2 or 3. It is then easy to deduce Proposition 2 from (27), and we skip further details.

It remains to prove Theorem 3. First we have

\[
 \left| \int \left( \int_{\mathbb{R}^{n+1}_+} \nabla_y (\Gamma_A(x - y)). g(y) \, dy \right) \operatorname{div} h(x) \, dx \right| \leq C(n, \delta, p) \|g\|_p \|h\|_p.
\]

for all \( g, h \in \mathcal{C}(\mathbb{R}^{n+1}) \), valued in \( \mathbb{C}^n \). Indeed, integrating by parts, the expression in the left hand side is equal to

\[
 \lim_{\epsilon \to 0} \iint_{\{x - y| \geq \epsilon\}} ((\nabla \nabla \Gamma_A)(x - y) g(y)). h(x) \, dx \, dy - \int_{\mathbb{R}^{n+1}_+} C g(x). h(x) \, dx,
\]

where \( C \) is the constant matrix with entries

\[
 c_{jk} = \int_{S^{n-1}} (D_k \Gamma)(t) \, t_j \, d\sigma(t)
\]

and \( \sigma \) is the surface measure on \( S^{n-1} \). Classical Calderón-Zygmund theory yields (28).

Next, set \( H(x, y) = (\beta_1 \ast \Gamma(-s))(x' - y) \) for \( x = (x', t) \) and \( y = (y', s) \in \mathbb{R}^{n+1}_+ \). Then for \( g, h \in \mathcal{C}(\mathbb{R}^{n+1}) \) valued in \( \mathbb{C}^n \),

\[
 -\int \left( \int_{\mathbb{R}^{n+1}_+} \nabla_y H(x, y). g(y) \, dy \right) \operatorname{div} h(x) \, dx = \int \int_{\mathbb{R}^{n+1}_+} (\nabla_x \nabla_y H(x, y) g(y)). h(x) \, dx \, dy,
\]
the last integral being non-singular since, by (27),

\[ |\nabla_x \nabla_y H(x, y)| \leq \frac{M}{|x - y|^n}, \quad M = C(n, \delta). \]  

It is classical that (30) gives an upper bound of the form $C(n, \delta, p)\|g\|_p \|h\|_p$, for the last integral by using Hardy inequality (see [5], or [3] for a short proof). This proof applies with $H(x, y)$ replaced by $H(x, y) \star (\partial_t \star (P \cdot V \cdot K_m + c_m \delta_0) \star f(-s))(x' - y')$. This finishes the proof of Theorem 3 by this method.

### 1.3. Reflection principle method.

Here, we use the good old reflection principle across the boundary and then rely on estimates for fundamental solution of a specific class of elliptic operators studied in [2]. We will deduce Theorem 3 from the T(1) theorem. As for Proposition 2, we only obtain part of it. We miss some cases in (17), not because they cannot be obtained by this method, but because we feel that such calculations are out of the core of this article.

Define the orthogonal symmetry $S$ of $\mathbb{R}^n$ across $\mathbb{R}_+^n$ by

\[ S(x_1, \ldots, x_{n-1}, x_n) = S(x', x_n) = (x', -x_n) \]  

and let

\[ A^\delta(x) = \begin{cases} 
A & \text{if } x_n \geq 0 \\
SA \bar{S} & \text{if } x_n < 0.
\end{cases} \]  

Recall that $A$ is constant, but $A^\delta(x)$ may no longer be constant. Let $b_{jk}(x)$ be the coefficients of $A^\delta(x)$. We have

\[ \begin{cases} 
b_{jk}(x) = a_{jk} & \text{if } 1 \leq j, k \leq n - 1 \text{ or } j = k = n, \\
b_{jk}(x) = a_{jk} \text{sign}(x_n) & \text{otherwise,}
\end{cases} \]

therefore, the coefficients of $A^\delta$ depend only on $x_n$. Furthermore $A^\delta$ is uniformly elliptic on $\mathbb{R}^n$ with the same ellipticity constant $\delta$ as $A$. The class of elliptic operators $L^2 \div \mathcal{C} \nabla \mathcal{C}$ on $\mathbb{R}^n$ associated with bounded uniformly elliptic matrices $\mathcal{C}$ depending on one coordinate variable is studied in [2] and in particular estimates are obtained for derivatives of the kernel of $e^{-t \mathcal{C}}$.

In our case, this gives us enough information to apply the T(1) theorem. Set
$L^g = - \text{div} A^g \nabla$ and introduce the vectors fields
\[
\begin{cases}
X_k = \frac{\partial}{\partial x_k} & \text{for } 1 \leq k \leq n - 1, \\
X_n = b_{n1} \frac{\partial}{\partial x_1} + \ldots + b_{nn} \frac{\partial}{\partial x_n},
\end{cases}
\]
and
\[
\begin{cases}
\bar{X}_l = \frac{\partial}{\partial x_l} & \text{for } 1 \leq l \leq n - 1, \\
\bar{X}_n = b_{1n} \frac{\partial}{\partial x_1} + \ldots + b_{nn} \frac{\partial}{\partial x_n}.
\end{cases}
\]

For $t > 0$, let $K_t(x, y), M^k_t(x, y)$ and $\bar{M}^k_t(x, y)$ be respectively the kernels of $e^{-u_x}$, $t^{1/2} X_k e^{-u_x}$ and $t^{1/2} e^{-u_x} i\bar{X}_k$, $1 \leq k \leq n$ (here, $i\bar{X}_k$ is the transpose of $\bar{X}_k$).

**Lemma 5** ([2], Ch IV, Lemma 24 and Appendix B). – We have for $\eta \in (0, 1)$, say $\eta = 1/2$,
\[
|K_t(x, y)| \leq \frac{C}{t^{n/2}} \exp \left( -\frac{a|x-y|^2}{t} \right)
\]
\[
|M^k_t(x, y)| + |\bar{M}^k_t(x, y)| \leq \frac{C}{t^{n/2}} \exp \left( -\frac{a|x-y|^2}{t} \right)
\]
\[
|M^k_t(x + h, y) - M^k_t(x, y)| + |\bar{M}^k_t(x, y + h) - \bar{M}^k_t(x, y)| \leq \frac{C}{t^{n/2}} \left( \frac{|h|}{t^{1/2}} \right)^\eta,
\]
where $C \geq 0$ and $a > 0$ depend only on $n$ and $\delta$.

Define
\[
\mathcal{C}_{kl} = X_k (L^g)^{-1} \bar{X}_l = \int_0^\infty X_k e^{-u_x} i\bar{X}_l dt.
\]
This is a formal definition. In fact, we have
\[
\mathcal{C}_{kl} = \lim_{\eta \to 0} \mathcal{C}^\eta_{kl}
\]
and
\[ \mathcal{C}_k = \int_{\varepsilon}^{1/\varepsilon} X_k e^{-t L^2} \frac{d\check{x}}{L^2} dt, \quad \varepsilon > 0. \]

The limit is taken in the strong topology of \( B(L^2(\mathbb{R}^n)) \) once uniform estimates with respect to \( \varepsilon \) are obtained. Since this is a standard step in Calderón-Zygmund theory we ignore it and think \( \mathcal{C}_k \) as \( \mathcal{C}_k \) in the sequel.

Denote by \( K_{kl}(x, y) \in \mathcal{O}'(\mathbb{R}^n \times \mathbb{R}^n) \) the distribution kernel of \( \mathcal{C}_k \).

**Proposition 6.** – There is a constant \( C \) depending only on \( n \) and \( \delta \) such that for all \( x, y \in \mathbb{R}^n, x \neq y \),

\[
|K_{kl}(x, y)| \leq \frac{C}{|x - y|^n},
\]

\[
|K_{kl}(x + h, y) - K_{kl}(x, y)| \leq \frac{C}{|x - y|^{n+1}} \left( \frac{|h|}{|x - y|} \right)^n,
\]

\[
|K_{kl}(x, y + h) - K_{kl}(x, y)| \leq \frac{C}{|x - y|^{n+1}} \left( \frac{|h|}{|x - y|} \right)^n,
\]

when \( |h| \leq \frac{1}{2} |x - y| \).

**Proof.** – Using \( e^{-t L^2} = e^{-(t/2) L^2} e^{-(t/2) L^2} \), we write

\[
K_{kl}(x, y) = 2 \int_0^\infty \left( \int_{\mathbb{R}^n} M_{kl}^2(x, z) \overline{M}_{kl}^2(z, y) \, dz \right) \, dt.
\]

The proof follows from the preceding lemma and routine computations.

**Proposition 7.** – \( \mathcal{C}_k \) is a Calderón-Zygmund operator on \( \mathbb{R}^n \): for all \( p \in (1, +\infty) \), there exists a constant \( C \) depending only on \( n, \delta \) and \( p \) such that

\[
\| \mathcal{C}_k f \|_p \leq C \| f \|_p
\]

for \( f \in L^2(\mathbb{R}^n) \cap L^p(\mathbb{R}^n) \).

**Proof.** – The argument is divided into four cases: we apply the T(1) theorem to obtain \( L^2 \) boundedness. Then the \( L^p \) estimate is a classical consequence of Proposition 6. In this argument, the spaces are defined on \( \mathbb{R}^n \).
* Case 1: $1 \leq k, l \leq n - 1$.

Since $X_k = \frac{\partial}{\partial x_k}$ and $\overline{X}_l = \frac{\partial}{\partial x_l}$, we have that $\mathcal{C}_{kl}(1) = \mathcal{C}_{kl}^*(1) = 0$. Thus $\mathcal{C}_{kl}$ is bounded by using the T(1) theorem (we recall the reader that the weak boundedness property follows from $\mathcal{C}_{kl}(1) = 0$ or $\mathcal{C}_{kl}^*(1) = 0$ by standard arguments [10]).

* Case 2: $k = n$ and $1 \leq l \leq n - 1$.

We have

$$\mathcal{C}_{n,l} = X_n(LQ)^{-1} \overline{X}_l = -\int_0^\infty \left( b_{n1} \frac{\partial}{\partial x_1} + \ldots + b_{nn} \frac{\partial}{\partial x_n} \right) e^{-tL} \frac{\partial}{\partial x_l} dt$$

and thus $\mathcal{C}_{n,l}(1) = 0$ (and $\mathcal{C}_{n,l}$ has the weak boundedness property). On the other hand

$$\mathcal{C}_{n,l}^* = -\int_0^\infty \frac{\partial}{\partial x_l} e^{-tL} \left( \frac{\partial}{\partial x_1} b_{n1} + \ldots + \frac{\partial}{\partial x_n} b_{nn} \right) dt .$$

Since $b_{nn}$ is constant we have

$$\mathcal{C}_{n,l}^*(1) = \sum_{j=1}^{n-1} \mathcal{C}_{j,l}^*(b_{nj}) .$$

By the first case and Calderón-Zygmund theory we know that, for $1 \leq j \leq n - 1$, the operators $\mathcal{C}_{j,l}^*$ extends boundedly from $L^\infty$ to $BMO$. Hence $\mathcal{C}_{n,l}^* \in BMO$. Thus $\mathcal{C}_{n,l}$ is bounded by invoking again the T(1) theorem.

* Case 3: $1 \leq k \leq n - 1$ and $l = n$.

We have

$$\mathcal{C}_{k,n} = -\int_0^\infty \frac{\partial}{\partial x_k} e^{-tL} \left( \frac{\partial}{\partial x_1} b_{1n} + \ldots + \frac{\partial}{\partial x_n} b_{nn} \right) dt .$$

Again $\mathcal{C}_{k,n}^*(1) = 0$ and since $b_{nn}$ is constant

$$\mathcal{C}_{k,n}(1) = \sum_{j=1}^{n-1} \mathcal{C}_{k,j}(b_{jn}) .$$

As for the case 2, we have that $\mathcal{C}_{k,n}(1) \in BMO$. Hence $\mathcal{C}_{k,n}$ is bounded by the T(1) theorem.
* Case 4: $k = l = n$.

We have

$$
\mathcal{C}_{n, n} = -\int_0^\infty \left( b_{n1} \frac{\partial}{\partial x_1} + \ldots + b_{nn} \frac{\partial}{\partial x_n} \right) e^{-tL} \left( \frac{\partial}{\partial x_1} b_{11} + \ldots + \frac{\partial}{\partial x_n} b_{nn} \right) dt
$$

and

$$
\mathcal{C}_{n, n}(1) = \sum_{j=1}^{n-1} \mathcal{C}_{n, j}(b_{jn}).
$$

For the same reasons above, we have that $\mathcal{C}_{n, n}(1) \in BMO$. The same holds for $\mathcal{C}_{n, n}^*$:

$$
\mathcal{C}_{n, n}^*(1) = \sum_{j=1}^{n-1} \mathcal{C}_{j, n}(b_{nj}),
$$

and $\mathcal{C}_{n, n}^*(1) \in BMO$.

It remains to prove the weak boundedness property for $\mathcal{C}_{n, n}$. We have

$$
\mathcal{C}_{n, n} = -\int_0^\infty \left( b_{nn} \frac{\partial}{\partial x_n} e^{-tL} \left( \frac{\partial}{\partial x_1} b_{11} + \ldots + \frac{\partial}{\partial x_n} b_{nn} \right) dt + \mathcal{R}_n,
$$

where

$$
\mathcal{R}_n = \sum_{j=1}^{n-1} b_{nj} \mathcal{C}_{j, n}.
$$

We have that $\mathcal{R}_n$ is bounded on $L^2$ since the $\mathcal{C}_{j, n}$ are bounded on $L^2$ and $b_{nj} \in L^\infty$. Let $B$ be a ball (with center $x_0$ and radius $r$) and $\varphi, \psi \in C^1$ compactly supported in $B$. We have

$$
| (\mathcal{R}_n \varphi, \psi) | \leq \| \mathcal{R}_n \|_{2, 2} \| \varphi \|_2 \| \psi \|_2
$$

$$
\leq C_n r^n \| \mathcal{R}_n \|_{2, 2} \| \varphi \|_\infty \| \psi \|_\infty.
$$

On the other hand, since

$$
((\mathcal{C}_{n, n} - \mathcal{R}_n) \varphi, \psi) = b_{nn} \int_0^\infty \left( e^{-tL} \tilde{x}_n \varphi, \frac{\partial}{\partial x_n} \psi \right) dt
$$

and taking into consideration the estimates on the kernel of $t^{1/2} e^{-tL}$ and $\tilde{x}_n$
the fact that
\[ \int_0^{+\infty} \frac{1}{t^{(n+1)/2}} e^{-|(x-y)|^2/t} \, dt \leq C \frac{1}{|x-y|^{n-1}}, \]
it then follows
\[ \left| \left( (\mathcal{C}_{n,n} - \mathcal{R}_n) \varphi, \psi \right) \right| \leq C \|B\| \|\varphi\|_{L^\infty(B)} \left\| \frac{1}{|x-y|^{n-1}} \right\|_{L^1(B)} \left\| \frac{\partial \psi}{\partial x_n} \right\|_{L^\infty(B)} \]
\[ \leq Cr^{n+1} \|\varphi\|_\infty \left\| \frac{\partial \psi}{\partial x_n} \right\|_\infty, \]
Hence
\[ \left| \left( (\mathcal{C}_{n,n} \varphi, \psi) \right) \right| \leq Cr^n \|\varphi\|_\infty (\|\psi\|_\infty + r \|\nabla \psi\|_\infty). \]
This shows the weak boundedness property for \( \mathcal{C}_{nn} \) and ends the proof of Proposition 7.

If \( \Gamma_{A^\#} \) denotes the fundamental solution for the operator \( L = -\text{div}(A^\# \nabla) \) then the Green and the Neumann functions are respectively given by
\[ G_A(x, y) = \Gamma_{A^\#}(x, y) - \Gamma_{A^\#}(x, y^*), \]
and
\[ N_A(x, y) = \Gamma_{A^\#}(x, y) + \Gamma_{A^\#}(x, y^*). \]

Let \( X = (X_1, \ldots, X_n), \bar{X} = (\bar{X}_1, \ldots, \bar{X}_n) \) and define for \( x \in \mathbb{R}^n \)
\[ J(x) = J = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & 0 \\ b_{n1} & b_{n2} & b_{n3} & \cdots & b_{n, n-1} & b_{nn} \end{pmatrix}, \]
\[ \bar{J}(x) = \bar{J} = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & 0 \\ b_{1n} & b_{2n} & b_{3n} & \cdots & b_{n-1, n} & b_{nn} \end{pmatrix}, \]
where \( J \) and \( \bar{J} \) have bounded coefficients. We have \( X = J \nabla, \bar{X} = \bar{J} \nabla \). Here we
understand $X$, $\tilde{X}$ and $\nabla$ as column vectors. Thus

$$\nabla(L^L)^{-1} \nabla = \int_0^\infty (J^{-1}X) e^{-itL^L(\tilde{X} \tilde{J}^{-1})} \, dt,$$

Let $\mathcal{K}(x, y)$ be the distribution kernel of $C = \int_0^\infty X e^{-itL^L(\tilde{X} \tilde{J}^{-1})} \, dt$. Note that $J(x)$ and $\tilde{J}(x)$ are constant on $\mathbb{R}^n_+$ and on $\mathbb{R}^n_- = \mathbb{R}^n \setminus \mathbb{R}^n_+$. Thus

$$- \nabla_x \nabla_y \Gamma_A^A(x, y) = J^{-1}(x) \mathcal{K}(x, y)^t \tilde{J}^{-1}(y),$$

where the equality holds in $O'(\mathbb{R}_n^+ \times \mathbb{R}_n^-)$. If $\mathcal{K}_A = C_A$ or $N_A$, we have for all $g, h \in O(\mathbb{R}^n_+)$, valued in $C^n$,

$$(\mathcal{K}_A g, h) = - \int_{\mathbb{R}^n_+ \times \mathbb{R}^n_+} \nabla_y (\Gamma_A^A(x, y) \pm \Gamma_A^A(x, y^*)) \cdot g(y) \, \text{div} h(x) \, dx \, dy$$

where $-$ (resp. $+$) occurs when $\mathcal{K}_A = C_A$ (resp. $\mathcal{K}_A = N_A$). It follows from (38) that

$$(\mathcal{K}_A g, h) = (\mathcal{K}^t \tilde{J}^{-1} g, J^{-1} h) \pm (\mathcal{K}^t \tilde{J}^{-1} \mathcal{K} g, J^{-1} h)$$

where $\Theta g(x) = S g(Sx)$ and $S$ is defined in (31). Hence, by Proposition 7 we obtain

$$\left| (\mathcal{K}_A g, h) \right| \leq C \|g\|_{L^p(\mathbb{R}^n_+)} \|h\|_{L^p(\mathbb{R}^n_+)}.$$ 

This proves Theorem 3.

**Remark.** – Using the fact that $A^A$, $J$ and $\tilde{J}$ are constant on $\mathbb{R}^n_+$ and on $\mathbb{R}^n_-$, this formalism can be used to obtain $|D^a \Gamma_A^A(x, y)| \leq \frac{C}{|x - y|^{n - l + |a|}}$, with $(x, y) \in \mathbb{R}_n^+ \times \mathbb{R}_n^-$ and $D^a$ is any derivative in $x$ and $y$. This would give another proof of Proposition 2.

2. – Variations on commutator results.

Let $(X, d, \mu)$ be a space of homogeneous type with $\mu(X) = + \infty$. In our application $X$ is the half-space $\mathbb{R}^n_+$.

Let $T$ be a bounded operator on some $L^q(X)$, $1 < q < \infty$, with norm bounded by 1 and assume that $T$ is associated with a kernel $k(x, y)$ in the sense that

$$Tf(x) = \int_X k(x, y) \, f(y) \, d\mu(y) \quad \text{for a.e. } x \notin \text{supp} \, f, f \in L^q(X),$$
and that $k$ satisfies $|k(x, y)| \leq d(x, y)^{-n}$ and for some $\nu > 0$,

$$|k(x, y) - k(x', y)| \leq \frac{d(x, x')^\nu}{d(x, y)^{n+\nu}}$$

(40)

for every $x, x', y \in X$ such that $\frac{d(x, x')}{d(x, y)} \leq \frac{1}{2}$. Here $n$ is the homogeneous dimension.

**Proposition 8.** Let $T$ and $k$ be as above. Then, there exists $C_0$ such that for all $r > 0$ and all ball $B$ in $X$ if $g = T((a - a_{2B}) f)$ with $f \in L^r(X)$, supp $f$ compact, and $x \in B$,

$$\inf_{r \in \mathcal{C}} \frac{1}{|B|} \int_B |g - c| d\mu \leq C_0 \|a\|_* (M(|f|^r)(x))^{1/r}.$$  

Here, $M$ is the maximal operator

$$Mh(x) = \sup_{B \ni x} \frac{1}{|B|} \int_B |h(y)| d\mu(y).$$

This is classical and we include a proof adapted from [5], Theorem 3.19, for the reader’s convenience.

**Proof.** Write $g = g_1 + g_2$ where $g_1 = T((a - a_{2B}) \chi_{2B} f)$ and $g_2 = T((a - a_{2B}) \chi_{\cdot(2B)} f)$. We have

$$\frac{1}{|B|} \int_B |g_1| d\mu \leq \left( \frac{1}{|B|} \int_B |g_1| |f| d\mu \right)^{1/\nu} \leq \left( \frac{1}{|B|_{2B}} \int_{2B} |a - a_{2B}| |f| d\mu \right)^{1/\nu} \leq C_0 \|a\|_* \left( \frac{1}{|2B|_{2B}} \int_{2B} |f|^r d\mu \right)^{1/r}$$

by the boundedness of $T$, John-Nirenberg inequality and Hölder inequality.

Next, set $c_B = \int_{y \notin 2B} k(x_B, y)(a(y) - a_{2B}) f(y) d\mu(y)$ where $x_B$ is the center of $B$ ($c_B$ exists by using the pointwise estimate on $k$ and the assumption on the support of $f$). Then

$$|g_2(x) - c_B| \leq \int_{y \notin 2B} d(x, x_B)^\nu \frac{d(x, y)}{d(x, y)^{n+\nu}} |a(y) - a_{2B}| |f(y)| d\mu(y),$$

so that using $d(x, x_B) \leq R (=\text{radius of } B) \text{ and } d(x, y) \geq c_1 d(x_B, y)$

$$\frac{1}{|B|} \int_B |g_2(x) - c_B| d\mu(x) \leq cr^{\nu} \int_{d(y, x_B) \geq 2R} \frac{1}{d(y, x_B)^{n+\nu}} |a(y) - a_{2B}| |f(y)| d\mu(y).$$
Breaking the integral in rings $2^k R \leq d(y, x_B) \leq 2^{k+1} R$, $k \geq 1$, and using

$$\frac{1}{\mu(2^k B)} \int |a - a_{2B}| \, d\mu \leq c \ln (k + 1) \|a\|_*$$

we obtain

$$\frac{1}{|B|} \int g_2(x) - c_B \, d\mu(x) \leq c \sum_{k=1}^{\infty} \ln (k + 1) \|a\|_* 2^{-k\nu} \frac{1}{\mu(2^{k+1} B)} \int f(y) \, d\mu(y)$$

so that

$$\frac{1}{\mu(B)} \int g_2 - c_B \, d\mu \leq c \|a\|_* Mf(x),$$

for all $x \in B$ and Proposition 8 follows.

3. – A priori estimates.

Let $B_\sigma^+ = B_\sigma \cap \mathbb{R}^n_+$, where $B_\sigma$ is a ball of radius $\sigma$ in $\mathbb{R}^n$. Let $p > 2$, $u, f, f_0$ be compactly supported in $B_\sigma \cap \overline{\mathbb{R}^n_+}$ with $u \in W^{1, p}(B_\sigma^+)$, $f \in [L^p(B_\sigma^+)]^n$ and $f_0 \in L^{np}(B_\sigma^+)$, $p_* = \frac{np}{n + p} > 1$. Assume $A$ satisfy (2) in $\mathbb{R}^n_+$ with, in addition, $A \in BUC(\mathbb{R}^n_+)$. Suppose that

$$\begin{cases}
\text{div} A \nabla u = - \text{div} f + f_0 & \text{in } \mathbb{R}^n_+ \\
u = 0 & \text{on } \partial \mathbb{R}^n_+
\end{cases}$$

in the sense that for all $\varphi \in \text{Lip}(\mathbb{R}^n_+)$, $\text{Supp } \varphi \subset \mathbb{R}^n_+$,

$$\int_{\mathbb{R}^n_+} A \nabla u \cdot \nabla \varphi = \int_{\mathbb{R}^n_+} f \nabla \varphi + \int_{\mathbb{R}^n_+} f_0 \varphi.$$

We claim that

$$(41) \quad \|\nabla u\|_{L^p(B_\sigma^+)} \leq C \|A\|_* \|\nabla u\|_{L^p(B_\sigma^+)} + C \|f\|_{L^p(B_\sigma^+)} + C \|f_0\|_{L^{p_*}(B_\sigma^+)},$$

with $C$ depending only on $p$, $n$ and $\delta$.

Note that if $B_\sigma \subset \mathbb{R}^n_+$ we obtain an interior estimate, while if $B_\sigma \cap \partial \mathbb{R}^n_+ \neq \emptyset$ we obtain a boundary estimate. We do them in the same flow.

Let $B$ be a ball in $\mathbb{R}^n$ with center in $\mathbb{R}^n_+$ and $B^+ = B \cap \mathbb{R}^n_+$ (those $B^+$ are the balls $B$ used in section 2 on the space $X = \mathbb{R}^n_+$). If $A_{2B^+}$ is the mean of $A$ over
2B⁺, we have
\[
\begin{cases}
-\text{div} A_{2B⁺} \nabla u = -\text{div} f - \text{div} ((A_{2B⁺} - A) \nabla u) + f₀ & \text{in } \mathbb{R}⁺\\
u = 0 & \text{on } ∂\mathbb{R}⁺.
\end{cases}
\]

Thus for all \( x \in \mathbb{R}⁺ \), if \( G = G_{A_{2B⁺}} \),
\[
u(x) = \int_{\mathbb{R}⁺} \nabla_y G(x, y) f(y) \, dy + \int_{\mathbb{R}⁺} \nabla_y G(x, y)(A_{2B⁺} - A(y)) \nabla u(y) \, dy + \int \mathbb{R}⁺ G(x, y) f₀(y) \, dy.
\]

For \( h \in L^p(\mathbb{R}⁺) \) with compact support and since \( |\nabla_y G(x, y)| \leq \frac{C}{|x - y|^{n+1}} \), we have that \( x \mapsto \int_{\mathbb{R}⁺} \nabla_y G(x, y) h(y) \, dy \in L^1_{\text{loc}}(\mathbb{R}⁺) \). Also, since \( |G(x, y)| \leq \frac{C}{|x - y|^{n+2}} \) (or \( C|\ln|x - y|| \) if \( n = 2 \)), we have \( x \mapsto \int_{\mathbb{R}⁺} G(x, y) f₀(y) \, dy \in L^1_{\text{loc}}(\mathbb{R}⁺) \). Taking derivatives in \( \mathcal{O}'(\mathbb{R}⁺) \) and using the bounded extension of \( \mathcal{S} = \mathcal{S}_{A_{2B⁺}} \) (see Theorem 3) to \( L^p(\mathbb{R}⁺) \), we have
\[
\nabla u(x) = \mathcal{S} f(x) + \mathcal{S}((A_{2B⁺} - A) \nabla u)(x) + I_D f₀(x) \quad \text{in } \mathcal{O}'(\mathbb{R}⁺).
\]

This is where it is convenient to have \( A \in \text{BUC}(\mathbb{R}⁺) \) since the term \( \mathcal{S}((A_{2B⁺} - A) \nabla u) \) is defined as \( (A_{2B⁺} - A) \nabla u \in L^p(\mathbb{R}⁺) \). Here the integral \( (I_D h)(x) = \int_{\mathbb{R}⁺} \nabla_y G(x, y) h(y) \, dy \) defines a bounded operator from \( L^{p⁺}(\mathbb{R}⁺) \) into \( L^p(\mathbb{R}⁺) \) since \( 1 < p⁺ \) and \( p < +∞ \) using (17) with \( |α| = 1 \). By Theorem 3
\[
\|\nabla u\|ₚ \leq C\|f\|ₚ + \|\mathcal{S}((A_{2B⁺} - A) \nabla u)\|ₚ + C\|f₀\|ₚ⁺,
\]

where \( C \) depends only on \( p, n \) and \( δ \) (note that the ellipticity constant of \( A_{2B⁺} \) is uniformly controlled by the one of \( A \), hence the estimate does not depend on the choice of \( B \)). By Proposition 8, if \( g = \mathcal{S}((A_{2B⁺} - A) \nabla u) \) and \( 1 < r < p \), for all \( x \in B⁺ \),
\[
\inf_{c \in \mathbb{C}⁺} \frac{1}{|B⁺|} \int_{B⁺} |g - c| \leq C\|\nabla u\|ₚ(\|u\|ₚ)_{M⁺}(\|\nabla u\|ₚ)_{M⁺})^{1/r}.
\]

Here we used \( \|A\|ₚ = \sup_{B⁺ \supseteq \mathbb{R}⁺} \frac{1}{|B⁺|} \int_{B⁺} |A - M⁺| \) where the supremum is taken over all \( B⁺ = B \cap \mathbb{R}⁺ \), \( B \) being an Euclidean ball with center in \( \mathbb{R}⁺ \). [It is easy to see that this norm is equivalent to the usual norm defined in the introduction, where the balls \( B \) are contained in \( \mathbb{R}⁺ \)]. Also \( M⁺(h)(x) = \sup_{B⁺} \frac{1}{|B⁺|} \int_{B⁺} |h| \).
Fixing \( x \) and taking the supremum over \( B^+ \ni x \) leads to

\[
 g^k(x) \leq C \| A \|_\# (M_+ (|\nabla u|)(x))^{1/r},
\]

where \( g^k \) is the Fefferman-Stein sharp function on \( \mathbb{R}^n_+ \). Using \( \| g \|_p \leq C_p \| g^h \|_p \) and the Hardy-Littlewood theorem, since \( r < p \), yields \( \| g \|_p \leq C \| A \|_\# \| \nabla u \|_p \). This proves (41).

Next, let us consider the Neumann problem. With the same hypotheses on \( u, f, f_0 \) and \( A \), we assume

\[
\begin{aligned}
- \nabla A \nabla u &= - \nabla f + f_0 & \text{in } \mathbb{R}^n_+ \\
\nu \cdot A \nabla u &= \nu \cdot f & \text{on } \partial \mathbb{R}^n_+.
\end{aligned}
\]

Again this is interpreted in the variational sense. Then we have

\[
\| \nabla u \|_{L^p(B^+_{s_0})} \leq C \| A \|_\# \| \nabla u \|_{L^p(B^+_{s_0})} + C \| f \|_{L^p(B^+_{s_0})} + C \| f_0 \|_{L^p(B^+_{s_0})},
\]

with \( C \) depending only on \( p, n \) and \( \delta \). The argument is entirely similar to the preceding one and is skipped.

4. – Proof of Theorem 1.

Now, we wish to prove Theorem 1 in its full generality. We only consider the existence issue when \( p > 2 \). Indeed, uniqueness (modulo constant) follows easily from the \( p = 2 \) case. Then a duality argument ends the proof when \( p < 2 \). We henceforth suppose that \( p > 2 \).

First assume that \( \Omega \) has \( C^\infty \) boundary, that \( A \in C^\infty (\Omega) \) and that \( f \in C_0^\infty (\Omega) \). Let us consider first the Neumann problem. By Lax-Milgram lemma, we have a solution \( u \in W^{1,2}(\Omega) \) with \( \int_\Omega u = 0 \) such that

\[
\int_\Omega A \nabla u \nabla v = \int_\Omega f \nabla v, \quad \forall v \in \text{Lip}(\Omega).
\]

Classical interior and boundary elliptic regularity tells us that \( u \in C^\infty (\overline{\Omega}) \). Hence \( \nabla u \in L^p(\Omega) \) but we wish to prove

\[
\| \nabla u \|_{L^p(\Omega)} \leq C \| f \|_{L^p(\Omega)}
\]

with \( C \) depending only on \( n, \delta, p \), the \( \text{VMO} \) modulus of continuity of \( A \), \( |\Omega| \) and the \( C^1 \) modulus of continuity of \( \partial \Omega \) which we can define as the modulus of continuity of the outward unit normal on \( \partial \Omega \).

Fix \( \theta \in C_0^\infty (B_\delta) \) where \( B_\delta \) is a ball in \( \mathbb{R}^n \). We get

\[
\int_{\Omega \cap B_\delta} A \nabla (u \theta) \nabla v = \int_{\Omega \cap B_\delta} f \nabla v + \int_{\Omega \cap B_\delta} \tilde{f}_0 v, \quad \forall v \in \text{Lip}(\overline{\Omega}),
\]

where
where \( \tilde{f} = \theta f + A \nabla \theta u \) and \( \tilde{f}_0 = f \nabla \theta - A \nabla u \nabla \theta \) and \( \tilde{A} = A \chi + I(1 - \chi) \) where \( \chi \in C_0^\infty(B_{2\sigma}) \) and \( \chi \equiv 1 \) on supp \( \theta \). Note that \( \tilde{A} \in C^\infty(\Omega) \) and if \( \sigma \) is chosen small enough we have that \( \|\tilde{A}\|_{*} \) is small, as it is controlled by the VMO modulus of continuity of \( A \).

If \( B_\sigma \subset \Omega \) then we can consider \( B_\sigma \) in a half-space so that either a priori estimate (41) or (43) yields

\[
(46) \quad \|\nabla (u \theta)\|_{L^p(B_\sigma)} \leq C(\|\tilde{f}\|_{L^p(B_\sigma)} + \|\tilde{f}_0\|_{L^p(B_\sigma)})
\]

and \( C \) depends uniquely on \( p, n, \delta \) and \( \|\tilde{A}\|_{*} \).

If \( B_\sigma \cap \partial \Omega \neq \emptyset \) with \( \sigma \) small enough, then we use a local \( C^\infty \) chart \( \varphi : \mathbb{R}^n_+ \to \Omega \) to flatten the boundary. Then one can pull back the a priori estimate (43) to \((u \theta) \circ \varphi, \tilde{f} \circ \varphi, f_0 \circ \varphi \) and \( \tilde{A} \) on \( \Omega \) replaced by another \( C^\infty \) matrix \( \tilde{A} \) on \( \mathbb{R}^n_+ \) and the important point is that \( \|\tilde{A}\|_{*} \leq C\|\tilde{A}\|_{*} \) where \( C \) depends on dimension and on the \( C^1 \) modulus of continuity of \( \partial \Omega \) (this is because \( \text{BUC} \times (\text{VMO} \cap L^\infty) \subset (\text{VMO} \cap L^\infty) \)). Thus we also have (46) with \( C \) depending on \( p, n, \delta \), the VMO modulus of continuity of \( A \) and the \( C^1 \) modulus of continuity of \( \partial \Omega \).

From here, it suffices to iterate as in [11], p. 416, to obtain

\[
\|\nabla u\|_{L^p(\Omega)} \leq C(\|\nabla u\|_{L^{2}(\Omega)} + \|f\|_{L^p(\Omega)} + \|u\|_{L^p(\Omega)}).
\]

Poincaré-Sobolev inequality (valid for connected lipschitz sets, if \( \int_\Omega u = 0 \)) yields

\[
\|u\|_{L^p(\Omega)} \leq C\|\nabla u\|_{L^p(\Omega)}
\]

and a second iteration yields

\[
\|\nabla u\|_{L^p(\Omega)} \leq C(\|\nabla u\|_{L^{2}(\Omega)} + \|f\|_{L^p(\Omega)}).
\]

Lastly the \( L^2 \) theory yields

\[
\|\nabla u\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\Omega)} \leq C\|\Omega\|^{1/2 - 1/p}\|f\|_{L^p(\Omega)}
\]

and (44) follows with the expected behavior of \( C \).

The proof for the Dirichlet problem is entirely similar and skipped.

It remains to remove the a priori assumptions on \( \Omega, A, f \). Assume that \( A \) and \( \Omega \) satisfy (2) and (3) and that \( f \in L^p(\Omega) \).

Dirichlet problem: Let \( A_k \in C^\infty(\Omega) \) satisfying (2) uniformly such that \( A_k \to A \) a.e. on \( \Omega \) and \( A_k \to A \) in \( \text{BMO}(\Omega) \) and \( f_k \in C_0^\infty(\Omega) \) with \( f_k \to f \) in \( L^p(\Omega) \). Choose also an increasing sequence of \( C^\infty \) subdomains \( \Omega_k \) converging to \( \Omega \), with \( C^1 \) modulus of continuity of \( \partial \Omega_k \) uniform in \( k \), that is \( \sup_{k} \omega_{\partial \Omega_k} \leq C\omega_{\partial \Omega} \) (this can be done using a regularized distance function to \( \partial \Omega \)). One can arrange \( \text{supp } f_k \subset \text{supp } f \).
Let $u_k \in C_0^\infty(\Omega_k)$ be the solution of $u_k = 0$ on $\partial \Omega_k$
\[
\int_{\Omega_k} A_k \nabla u_k \cdot \nabla \varphi = \int_{\Omega_k} f_k \cdot \nabla \varphi
\]
for all $\varphi \in C_0^\infty(\Omega_k)$. Extend $u_k$ to be 0 outside of $\Omega_k$. Then, using our a priori estimate on $\Omega_k$, 
\[
\|\nabla u_k\|_{L^p(\Omega)} \leq C \|\nabla u_k\|_{L^p(\Omega_k)} \leq C \sup_k \|f_k\|_{L^p(\Omega)} \leq C \|f\|_{L^p(\Omega)}.
\]
Thus $(u_k)$ has a weakly converging subsequence in $W_0^{1,p}(\Omega)$. In particular, there exists $u \in W_0^{1,p}(\Omega)$ such that, up to extraction, $\nabla u_k \rightharpoonup \nabla u$ weakly in $L^p(\Omega)$ and we obtain
\[
\int_{\Omega} A \nabla u \cdot \nabla \varphi = \int_{\Omega} f \cdot \nabla \varphi, \quad \forall \varphi \in C_0^\infty(\Omega).
\]
This shows the existence part of Theorem 1 in the case $p > 2$ for the Dirichlet problem.

Neumann problem: Pick $f_k \in C_0^\infty(\Omega)$ with $f_k \to f$ in $L^p(\Omega)$ and $A_k \in C^\infty(\mathbb{R}^n)$ with sup $\|A_k\|_{L^\infty(\mathbb{R}^n)} \leq 2\delta$, $A_k$ uniformly elliptic on $\mathbb{R}^n$, with ellipticity constant $\frac{\delta}{2}$, $A_k \to A$ a.e. on $\Omega$ and $A_k \to A$ in $BMO(\Omega)$. Now let $(\Omega_k)$ be a decreasing sequence of $C^\infty$ domains converging to $\Omega$ with $C^1$ modulus of continuity of $\partial \Omega_k$ uniform in $k$.

Let $u_k \in W^{1,2}(\Omega_k)$ with $\int_{\Omega_k} u_k = 0$ be the unique solution of
\[
\int_{\Omega_k} A_k \nabla u_k \cdot \nabla \varphi = \int_{\Omega_k} f_k \cdot \nabla \varphi, \quad \forall \varphi \in C^\infty(\Omega_k).
\]
Since $\Omega \subset \Omega_k$ and supp $f_k \subset \Omega$,
\[
\|\nabla u_k\|_{L^p(\Omega)} \leq C \|\nabla u_k\|_{L^p(\Omega_k)} \leq C \sup_k \|f_k\|_{L^p(\Omega_k)} \leq C \|f\|_{L^p(\Omega)}
\]
with $C$ uniform in $k$. Thus $(u_k)$ has a weakly converging subsequence in $W^{1,p}(\Omega)$ and there exists $u \in W^{1,p}(\Omega)$ such that, up to extraction, $\nabla u_k \rightharpoonup \nabla u$ weakly in $L^p(\Omega)$. Now, for all $\varphi \in C^\infty(\Omega)$, write
\[
\int_{\Omega_k} A_k \nabla u_k \cdot \nabla \varphi - \int_{\Omega} A \nabla u \cdot \nabla \varphi = \int_{\Omega_k} (A_k - A) \nabla u_k \cdot \nabla \varphi + \int_{\Omega} A(\nabla u_k - \nabla u) \cdot \nabla \varphi + \int_{\Omega_k \setminus \Omega} A_k \nabla u_k \cdot \nabla \varphi.
\]
The first term tends to 0 by dominated convergence since $|\int_{\Omega} (A_k - A) \nabla u_k \cdot \nabla \varphi| \leq \|\nabla u_k\|_{L^p(\Omega)} \|(A_k - A) \nabla \varphi\|_{L^p(\Omega)}$, the second by weak convergence and the last by $\|A_k \nabla u_k\|_{L^p(\Omega_k)} \leq 2\delta \sup_k \|\nabla u_k\|_{L^p(\Omega)}$ and $\|
abla \varphi\|_{L^p(\Omega_k \setminus \Omega)} \to 0$. Since
\[ \int_{\Omega} f_k \nabla \varphi \text{ tends to } \int_{\Omega} f \nabla \varphi, \] the proof of Theorem 1 for the existence of a solution when \( p > 2 \) for the Neumann problem is finished. Taking into account the starting comments of this section Theorem 1 has been completely proved.

5. – Concluding remark.

One cannot take \( \Omega \) with arbitrary lipschitz boundary. Indeed, already for \( L = -\Delta, W^{1,p} \) estimates for both (1) and (4) are restricted to \( p < p_0 \) for some \( p_0 < +\infty \) ([17], [19]). However, it is plausible that \( p_0 \) tends to \( +\infty \) with the lipschitz constant of \( \partial \Omega \) tending to 0 (i.e. \( \partial \Omega \) tends to a \( C^1 \) boundary), whenever \( A \in VMO(\Omega) \). Also for a given \( p \), one can replace the hypothesis « \( A \in VMO(\Omega) \) » by « the distance of \( A \) to \( VMO(\Omega) \) in \( BMO(\Omega) \) being small enough depending on the value of \( p \) » (see [8] where this is observed for non divergence equations).
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