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On the Lyapunov Exponent and Exponential Dichotomy for the Quasi-periodic Schrödinger Operator.

R. FABBRI (*)

Summary. – In this paper we study the Lyapunov exponent $\beta(E)$ for the one-dimensional Schrödinger operator with a quasi-periodic potential. Let $\Gamma \subseteq \mathbb{R}^k$ be the set of frequency vectors whose components are rationally independent. Let $0 \leq r < 1$, and consider the complement in $\Gamma \times C^r(\mathbb{T}^k)$ of the set $\mathcal{D}$ where exponential dichotomy holds. We show that $\beta = 0$ is generic in this complement. The methods and techniques used are based on the concepts of rotation number and exponential dichotomy.

1. – Introduction.

The purpose of this paper is to study the positivity of the Lyapunov exponent for linear differential equations where we consider cocycles based on flows rather than cocycles based on a discrete dynamical system. In particular, we refer to the one-dimensional Schrödinger operator with a quasi-periodic potential. The quasi-periodic Schrödinger operator has been intensively studied in the last 25 years, in the discrete and in the continuous formulation. In the theory of discrete 1-dimensional Schrödinger operator, Lyapunov exponents can decide if the spectrum of such operator is or is not absolutely continuous. In this paper, we will study the self-adjoint differential operator

(*) The author was supported by a Post-Doctorate grant from the University of Florence.
(Schrödinger operator)

\[ H = -\frac{d^2}{dt^2} + q(t) \]

on \( L^2(\mathbb{R}) \), where \( q(t) \) is a quasi-periodic function with at least two basic frequencies. The real-valued function \( q(t) \) is called quasi-periodic with \( k \) frequencies if there exists a continuous, real-valued function \( Q \) on the \( k \)-torus \( T^k \) and a vector of frequencies \( \gamma = (\gamma_1, \ldots, \gamma_k) \in \mathbb{R}^k \) whose components are rationally independent and a point \( \psi = (\psi_1, \ldots, \psi_k) \in T^k \) such that

\[ q(t) = Q(\psi_1 + \gamma_1 t, \ldots, \psi_k + \gamma_k t) = Q(\tau(t)(\psi)) \]

where \( \tau(t) : T^k \to T^k \) given by \( \tau(t)(\psi) = \psi + \gamma t \) is the Kronecker quasi periodic flow defined on the torus. So what we consider is the operator

\[ H_\psi : -\frac{d^2}{dt^2} + Q(\psi + \gamma t) \]

on \( L^2(\mathbb{R}) \) with \( \psi \in T^k \), \( Q : T^k \to \mathbb{R} \) continuous and \( \gamma \in \mathbb{R}^k \) with components rationally independent.

We want to study the Lyapunov exponent of the equation

\[ H_\psi \phi = E \phi \]

where \( E \in \mathbb{R} \). Let’s give the exact definition of this object. If we fix \( E \in \mathbb{R} \), we can write the equation \( H_\psi \phi = E \phi \) in a system form given by:

\[
\begin{bmatrix}
\phi' \\
\phi'
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-E + Q(\psi + \gamma t) & 0
\end{bmatrix}
\]

(1)

where we put \( A(\psi + \gamma t) = \begin{bmatrix}
0 & 1 \\
-E + Q(\psi + \gamma t) & 0
\end{bmatrix} \) with \( A(\psi + \gamma t) \in \text{sl}(2, \mathbb{R}) \). So the system (1) becomes equivalent to the system:

\[
\begin{bmatrix}
\phi' \\
\phi'
\end{bmatrix} = A(\psi + \gamma t) \begin{bmatrix}
\phi \\
\phi'
\end{bmatrix}
\]

(2)

where \( \begin{bmatrix}
\phi \\
\phi'
\end{bmatrix} = x \). Let \( \Phi(t) = \Phi_{\psi, E}(t) \) be the fundamental matrix of the system (1) such that \( \Phi(0) = I_2 \). Then we can define the Lyapunov exponent \( \beta \) of the system (1)

\[
\beta(E) = \lim_{t \to \infty} \frac{1}{t} \ln \|\Phi(t)\|
\]

(3)

where \( \|\cdot\| \) indicates any norm on the set of \( 2 \times 2 \) matrices. For each \( E \in \mathbb{R} \), the limit exists and takes on the same value \( \beta(E) \) for Lebesgue-a.a. \( \psi \in T^k \); see, e.g., [JPS] for basic facts about Lyapunov exponents. Sometimes it is useful to
suppress the parameter $E$ and study the system

\[
\begin{pmatrix}
\varphi' \\
\varphi'
\end{pmatrix} = \begin{pmatrix} 0 & 1 \\ Q(\psi + \gamma t) & 0 \end{pmatrix} \begin{pmatrix} \varphi \\
\varphi' \end{pmatrix}.
\]

In this case $\beta = \beta(Q)$ is defined by setting $E = 0$ in (3).

To formulate our result exactly, let $\Gamma \subset \mathbb{R}^k$ be the set of vector of frequencies $\gamma = (\gamma_1, \ldots, \gamma_k)$ whose components are independent over $\mathbb{Q}$. Then $\Gamma$, with the topology induced by $\mathbb{R}^k$, is a Baire space and hence it can be given a metric $d$ with respect to which $(\Gamma, d)$ is a complete metric space [Ch]. Let us define $C^r = C^r(\mathbb{T}^k)$ and consider the Banach space $(C^r, \|\cdot\|_r)$ where $Q \in C^r$ if and only if

\[
\|Q\|_r = \|Q\|_0 + \sup_{\psi} \frac{|Q(\psi_1) - Q(\psi_2)|}{|\psi_1 - \psi_2|^r}
\]

is finite. Let $W_r = \Gamma \times C^r$ be the product topological space. Our main result is the following

**Theorem 1.1.** – Suppose $0 \leq r < 1$. There is a residual subset $W_\ast \subset W_r$ with the following property: if $w = (\gamma, Q) \in W_\ast$ then either equations (1) admit an E. D. or the Lyapunov exponent $\beta = \beta(w)$ equals zero.

We will give the exact definitions of the concept of exponential dichotomy (E.D) and some other ones in the next section. Let’s observe that this Theorem can be viewed as a development of a result of Mañé [Ma].

We can refer to many papers concerning the study of the Lyapunov exponent for the random Schrödinger operator. In the papers of [S], [CS], [FSW] we have certain $C^2$ open sets of potentials for which the Lyapunov exponent for the corresponding discrete cocycle is positive. We have also papers of Eliasson [E1] and Moser-Pöschel [MP] where the study of the quasi periodic Schrödinger operator with smooth potential give us some information about the Lyapunov exponent. We want also to mention the paper of [FJP] where we have given a result of genericity of the positive Lyapunov exponent for a residual subset of frequencies contained in $\Gamma$ in the $C^r$ topology with $r \geq 0$ for the operator $H_\psi$ on a set of locally positive measure other than results about the spectrum of such operator.

The question of the positivity of the Lyapunov exponent is a well studied subject: if we have exponential dichotomy for the system (1), this implies that the corresponding Lyapunov exponent is positive. It is not always true the viceversa ([M1], [M2]), so it is interesting to determine the class of system for which $\beta$ is zero. In a recent paper ([FJ1]), we
have proved an analogue of the Theorem 1.1 for a quasi-periodic $SL(2, \mathbb{R})$-valued cocycle defined on the torus $T^k$.

We would like also to mention some other results concerning the positivity of the Lyapunov exponent; in a paper of Kotani ([K]), the positivity of $\beta$ is studied for a general base flow $\{Y, \tau_t\}$ and in another one of Nerurkar ([N]), we have a result of density for $\beta > 0$ for continuous $SL(2, \mathbb{R})$-valued cocycles using some control-theoretic techniques. We have also the papers of Herman ([H]) and Wojthowski ([W1], [W2]) where we have some estimates for the Lyapunov exponents for some special integer $SL(2, \mathbb{R})$-valued cocycles and those of Young ([Y1], [Y2]) for certain integer cocycles.

We would like to finish this Introduction by saying that the techniques used are based on the concepts of rotation number and exponential dichotomy associated to our system; in the proof of the Theorem 1.1 we will use some calculations due to Moser for the study of the spectrum of the almost periodic Schrödinger operator [Mo].

2. – Preliminaries.

In this chapter we want to introduce the definitions and the concepts we will use for the proof of our main Theorem. First of all let’s recall what we mean by rotation number. It can be defined for any quasi-periodic Schrödinger operator or more generally for any «random» operator, see [JM]. Consider the quasi-periodic operator

$$H_\psi: -\frac{d^2}{dt^2} + Q(\psi + \gamma t)$$

with the corresponding system

$$\begin{pmatrix} \phi \\ \phi' \end{pmatrix}' = \begin{pmatrix} 0 & 1 \\ -E + Q(\psi + \gamma t) & 0 \end{pmatrix} \begin{pmatrix} \phi \\ \phi' \end{pmatrix}.$$ 

For fixed $E \in \mathbb{R}$ and $\psi \in T^k$ if we consider the polar coordinates, we have that $\vartheta(t) = \arctan \frac{\phi'}{\phi}$, where $\begin{pmatrix} \phi(t) \\ \phi'(t) \end{pmatrix}$ is any non trivial solution of (1), satisfies the equation:

$$\vartheta' = [-E + Q(\psi + \gamma t)] \cos^2 \vartheta - \sin^2 \vartheta.$$

So we can define the rotation number $\alpha(E)$ by

$$\alpha(E) = -\lim_{t \to \infty} \frac{\vartheta(t)}{t}.$$ 

This limit exists for all $\psi \in T^k$ and it does not depend on the choice of the initial
value \( \vartheta(0) \) nor on \( \psi \). [JM] We have also that the function \( E \rightarrow \alpha(E) \) is continuous, non negative monotone non-decreasing, and it increases exactly on the spectrum of \( H_\psi \) for all \( \psi \in \mathbb{T}^k \). We have also the «gap-labelling formula» ([GJ] [JM]):

if \( E \) belong to a resolvent interval of \( H_\psi \), then \( \alpha(E) \) is such that

\[
2\alpha(E) = \sum_{j=1}^{k} n_j \gamma_j
\]

where \( n \in \mathbb{Z}^k \).

In the Theorem 1.1 we have referred to the exponential dichotomy (for some references [Co], [P1], [P2]). Let's give the definition of this concept.

**Definition 2.1.** – Let \( Q \in C^r(\mathbb{T}^k), \gamma \in \mathbb{R}^k \) any frequency vector. We say that the equations (1) admit an exponential dichotomy (E.D.) over \( \mathbb{T}^k \) if there exists a continuous, projection-valued function \( P : \mathbb{T}^k \rightarrow \text{Proj}(\mathbb{R}^2) \) and some positive constants \( K, d \) such that

\[
\| \Phi_\psi(t) P_\psi \Phi_\psi(s)^{-1} \| \leq Ke^{-\delta(t-s)} \quad t \geq s ;
\]

\[
\| \Phi_\psi(t)(I - P_\psi) \Phi_\psi(s)^{-1} \| \leq Ke^{\delta(t-s)} \quad t \leq s .
\]

If these conditions hold we have that \( \dim P_\psi = 1 \ \forall \psi \in \mathbb{T}^k \).

We can study the spectrum of the operator \( H_\psi \) using the concept of E.D. We have indeed [J1] that, if \( \gamma \in \Gamma, E \) belongs to the resolvent \( \mathbb{R} \setminus \sigma(H_\psi) \) of \( H_\psi \) if and only if equations (1) admit an exponential dichotomy over \( \mathbb{T}^k \). If the components of the frequency vector \( \gamma \) are not rationally independent this is true if we consider the E.D. on the closure of the orbit \( \{ \psi + \gamma t | t \in \mathbb{R} \} \subset \mathbb{T}^k \).

3. – Proof of the Theorem 1.1.

Let \( \mathcal{Q} = \{ (\gamma, Q) \in \Gamma \times C^r \mid (1) \text{ has E.D. } \forall \psi \in \mathbb{T}^k \} \).

What we want to show is that there exists a residual subset \( W_\# \) contained in \( \Gamma \times C^r \) such that, if \( w = (\gamma, Q) \in W_\# \setminus \mathcal{Q} \) then \( \beta(w) = 0 \) with \( 0 \leq r < 1 \). For the proof we will use some results we have obtained in the general case when the coefficient matrix \( A \in \text{sl}(2; \mathbb{R}) \) [F], [FJ1] inspired by the techniques and methods used by Johnson [J2] and Moser [Mo]. We will consider two cases: \( r = 0 \) and \( 0 < r < 1 \).

First case: \( r = 0 \). We have the following

**Proposition 3.1.** – Let \( F_p \) be the set defined by: \( F_p = \left\{ w = (\gamma, Q) \in W_\# \mid (1) \right\} \) has Lyapunov exponent \( \beta(w) \geq \frac{1}{p} \} \) with \( p \geq 1 \). Then we have that \( F_p \) is closed in \( W_\# \).
This proposition can be proved using the semicontinuity properties of $\beta$. To prove the Theorem 1.1 we will show that $F_p \setminus \emptyset$ is a nowhere dense set in $W_0$, $\forall p \geq 1$.

**Proof of Theorem 1.1.** – For contradiction consider an open set $V \subset F_p \setminus \emptyset$ where $V$ is given by $V = \tilde{V}_1 \times V_2$ with $\tilde{V}_1 = V_1 \cap \Gamma$ where $V_1$ is an open set in $\mathbb{R}^k$ and $V_2$ an open set in $C^0$. Let’s take the pair $(\gamma, Q) \in V$; we have the following

**Proposition 3.2.** – There exists a vector $\gamma_* \in V_1$ and a function $Q_* \in V_2$ such that $\gamma_*$ has rational components $\gamma_* = \left( \frac{p_1}{q_1}, \ldots, \frac{p_k}{q_k} \right)$ with period $T = \text{l.c.m.}(q_1, \ldots, q_k)$ such that, for each $\psi \in T^k$, the logarithm $\ln F_{\psi}(T)$ of the period matrix $F_{\psi}(T)$ of the periodic system

$$
\begin{pmatrix}
\phi \\
\phi'
\end{pmatrix}' = \begin{pmatrix}
0 & 1 \\
-E + Q_* (\psi + \gamma_* t) & 0
\end{pmatrix} \begin{pmatrix}
\phi \\
\phi'
\end{pmatrix}
$$

lies on the surface of a certain cone $C \subset \text{sl}(2, \mathbb{R})$.

For the proof see [FJ1] where we have considered the case of the coefficient matrix $A \in \text{sl}(2, \mathbb{R})$. Let’s pause briefly to explain the construction of the cone $C$. Consider the periodic system

$$
\dot{x} = A_*(\psi + \gamma_* t) x
$$

where $A_*(\psi + \gamma_* t) = \begin{pmatrix} 0 & 1 \\
-E + Q_* (\psi + \gamma_* t) & 0 \end{pmatrix}$ is periodic of period $T$. Suppose that, for some integer $m$, we have that $\alpha(\psi) = \frac{2\pi m}{T}$. This condition has a precise meaning that can be interpreted geometrically introducing the cone $C$.

Let $F_{\psi}(T)$ the period matrix of the periodic system (5): it satisfies one of the following conditions:

i) $F_{\psi}(T) = \text{Id}$. This means that all the solutions of (5) are periodic of period $T$. In a spectral sense this implies that $E$ defines a closed gap for the operator $H_{\psi}$ (elliptic case).

ii) $F_{\psi}(T)$ has eigenvalue 1 and a unique one-dimensional eigenspace. This means that $E$ is an endpoint of a resolvent interval for $H_{\psi}$ (parabolic case).

iii) $F_{\psi}(T)$ has two eigenvalues, this implies that $E$ is in the interior of a resolvent interval for $H_{\psi}$ (hyperbolic case).

To introduce the cone $C$, let’s observe that $F_{\psi}(T) \in \text{SL}(2, \mathbb{R})$, if we set $D_0 \subset \text{SL}(2, \mathbb{R})$ as the set of the matrices $\Phi$ elliptic, parabolic or hyperbolic, we have that there exists $D \subset s\ell(2, \mathbb{R})$ with $D$ open with $D_0 \subset D$ and a single-valued, re-
al-analytic branch $\ln : D \rightarrow \text{sl}(2, \mathbb{R})$ such that $\ln \Phi_\psi(T) \in \mathcal{C}$ where $\mathcal{C} \subset \text{sl}(2, \mathbb{R})$ is the cone given by $
abla = \{(a, b, c) | c^2 = a^2 + b^2\}$ where $(a, b, c)$ corresponds to the matrix \[
abla = \begin{pmatrix} a & b - c \\ b + c & -c \end{pmatrix} \]. This means that:

1) $\ln \Phi_\psi(T) = (0, 0, 0)$ closed gap case;

2) $\ln \Phi_\psi(T) \in \mathcal{C}$ but $\ln \Phi_\psi(T) \neq (0, 0, 0)$ parabolic case.

Let’s observe that $\Phi_\psi(T)$ is hyperbolic if and only if $\ln \Phi_\phi(T)$ lies in the exterior of $\mathcal{C}$. For the introduction and use of the cone see [MP], [J2], [Mo].

To summarize what we did until now: we have taken $(\gamma, Q) \in V \cap F_p \setminus \emptyset$, then we have determined $(\gamma_*, Q_*) \in V$ such that for the corresponding periodic system

\[
\begin{pmatrix} \phi' \\ \phi'' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -E + Q_*(\psi + \gamma_* t) & 0 \end{pmatrix} \begin{pmatrix} \phi \\ \phi' \end{pmatrix}
\]

holds the Proposition 3.2. Note that if we are in the cone the Lyapunov exponent $\beta(E)$ of the periodic system equals zero. Now, from the property of semi-continuity of $\beta(E)$ we have the following

\textbf{PROPOSITION 3.3.} – Let’s consider $\varepsilon > 0$, if $\gamma \in \Gamma$ is sufficiently close to $\gamma_*$, then the Lyapunov exponent of the system

\[
\begin{pmatrix} \phi' \\ \phi'' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -E + Q_*(\psi + \gamma t) & 0 \end{pmatrix} \begin{pmatrix} \phi \\ \phi' \end{pmatrix}
\]

is less than $\varepsilon : 0 \leq \beta < \varepsilon$.

But this gives us a contradiction, because if we choose $\frac{1}{p} = \varepsilon$ and $\gamma \in V_1$ we have $\beta < \varepsilon$. So it is not true that $F_p \setminus \emptyset$ contains an open set, that is to say $F_p \setminus \emptyset$ is nowhere dense in $W_0$. What it remains to prove is how we can determine the periodic matrix

\[
A_*(\psi + \gamma_* t) = \begin{pmatrix} 0 & 1 \\ -E + Q_*(\psi + \gamma_* t) & 0 \end{pmatrix}
\]

that is to say how to choose the perturbation $Q_*$. Let $\alpha(E, \gamma, Q)$ be the rotation number of the system

\[
\begin{pmatrix} \phi' \\ \phi'' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -E + Q(\psi + \gamma t) & 0 \end{pmatrix} \begin{pmatrix} \phi \\ \phi' \end{pmatrix}.
\]

For the property of the rotation number [J2] we have that, considering a se-
quence $\gamma_n \in \mathbb{Q}^k$ with $\gamma_n = \left( \frac{p_1}{q_1}, \ldots, \frac{p_k}{q_k} \right)$ with $\gamma_n \to \gamma$ we have that
$$a(E, \psi, \gamma_n, Q) \to a(E, \gamma, Q)$$
and this convergence is uniform in $(E, \psi) \in I \times \mathbb{T}^k$ for every compact $I = [-\eta, \eta] \subset \mathbb{R}$. Moreover $a(E, \gamma, Q)$ is strictly increasing for $E \in [-\eta, \eta]$; so, considering the sequence $\gamma_n \in \mathbb{Q}^k$ with $\gamma_n \to \gamma$ and $q$ such that $0 < q < \eta$, we have that there exists $N_0 \geq 1$ such that for every $n \geq N_0$ we can determine an integer $m = m(n)$ and a continuous real valued function $E_n: \mathbb{T}^k \to \mathbb{R}$ such that

$$a(E_n(\psi), \psi, \gamma_n, Q) = \frac{2\pi m}{T}\tag{6}$$

and

$$\|E_n\|_0 \leq q .\tag{7}$$

We determine the continuous function $E(\psi) = E_n(\psi)$ by taking the smallest real value for which (6) holds. Such function is constant along every orbit: $E_n(\psi + \gamma_n t) = E_n(\psi) \quad \forall t \in [0, T], \psi \in \mathbb{T}^n$. So, choosing
$$A_\psi = A(\psi) + E_n(\psi)J \quad \text{with} \quad J = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

we have obtained $A_\psi(\psi) \in V_2$. So, writing $\gamma_\psi = \gamma_n$, we have that $a_\psi(\psi) = \frac{2\pi m}{T}$ with $m \in \mathbb{Z}$ and then we can apply the proposition 3.2 and the conclusions of the Proposition 3.3. This proves Therem 1 if $r = 0$.

4. – Second case.

Consider $r < 1$; what we want to find is the perturbation function $E_n$ such that $\|E_n\|_r < \varepsilon$ if $\|E_n\|_0 < q$. As before let’s take $(\gamma, Q) \in V$ where $Q \leftrightarrow A = \begin{pmatrix} 0 & 1 \\ -E + Q_0 & 0 \end{pmatrix}$. We can suppose WLG that $Q \in C^1(\mathbb{T}^k)$ where

$$|Q|_1 = \sum_{i=1}^k \left| \frac{\partial Q}{\partial \psi_i} \right|_0 .$$

Fix $n \geq N_1$ and a corresponding integer $m$ such that we have (6) and (7). Following [J2] and [FJ1] let $b$ a number such that
$$b \in \left( \frac{2\pi(m - 1/2)}{T}, \frac{2\pi m}{T} \right)$$
and let $E_b(\psi)$ be the unique value $E \in \mathbb{R}$ such that

\[ \alpha(\psi, E_b(\psi)) = b. \]

If $b \not\in \frac{2\pi m}{T}$ we have $E_b(\psi) \rightarrow E_n(\psi)$. Following the discussion of the previous chapter we have that, for every $b \in \left(\frac{2\pi (m-1/2)}{T}, \frac{2\pi m}{T}\right)$, $\|E_b\|_0 < \varphi$. If we have that $E_b$ is Lipschitz continuous with Lipschitz constant verifying

\[ \text{Lip}(E_b) \leq \|Q\|_1 \]

we can conclude that $\|E_n\|_r < \varepsilon$. Indeed from (9) we have that

\[ \text{Lip} E_n \leq \|Q\|_1 \]

and for every $0 \leq r < 1$ one can verify that

\[ \|E_n\|_r \leq \|E_n\|_0 (1 + \text{Lip}(E_n)^r \cdot 2^{1-r}). \]

Then, choosing $\varphi$ sufficiently small, we have $\|E_n\|_r < \varepsilon$.

To prove (9) introduce the classical discriminant $\Delta = \Delta(\psi, E_n)$ of the system

\[ x' = [A(\psi + \gamma \star t) + E_n J] x \]

where $\Delta(\psi, E_n) = \text{tr} \Phi_\psi(T)$. If $E_n = E \in \sum_j$ where $\sum_j$ is an interval in the spectrum of the operator $H_\psi$, we have that $\Phi_\psi(T)$ is conjugate to the matrix

\[ \begin{pmatrix} \cos \alpha T & -\sin \alpha T \\ \sin \alpha T & \cos \alpha T \end{pmatrix} \]

and therefore

\[ \Delta(E) = 2 \cos \alpha(E) T. \]

Now, we can apply some calculations of Moser [Mo] and Johnson [J2]; let’s take $\psi \in T^k$ and $E \in \text{int} \sum_j$, the function

\[ q_\psi(t) = Q_\psi(\psi + \gamma \star t) \]

is an element of the Banach space $C^r[0, T]$, so the functional $\Delta$ acts on $C^r[0, T]$. We have then

\[ \frac{d\Delta}{d\varepsilon}(q_\psi, q) = \lim_{\varepsilon \to 0} \frac{\Delta(q_\psi + \varepsilon q) - \Delta(q_\psi)}{\varepsilon}. \]

Let $\Phi_\psi(t)$ be the fundamental matrix of the periodic system

\[ x' = q_\psi(t) x \]

and $\Phi_\psi(t) + \varepsilon \Phi_1(t)$ that of the perturbed system

\[ x' = [q_\psi(t) + \varepsilon q(t)] x \]
we have $[\text{Mo}], [\text{J2}]$ and $[\text{FJ1}]$

$$\Phi_1(t) = \Phi_\psi(t) \int_0^T \Phi_\psi^{-1}(s) q(s) \phi_\psi(s) \, ds$$

and then

$$\frac{d\Delta}{d\epsilon} = \text{tr} \Phi_1(T) = \text{tr} \Phi_\psi(T) \int_0^T \Phi_\psi^{-1}(s) q(s) \phi_\psi(s) \, ds$$

where $q(t) = q_1(t) \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$. Since

$$\Phi_\psi(T) = A^{-1} \begin{pmatrix} \cos \alpha T & -\sin \alpha T \\ \sin \alpha T & \cos \alpha T \end{pmatrix} A$$

where $A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$ and writing $\Phi_\psi(t) = \begin{pmatrix} u_1(t) & u_2(t) \\ v_1(t) & v_2(t) \end{pmatrix}$ we have

$$\frac{d\Delta}{d\epsilon} = -\sin \alpha T \int_0^T K_1(s) q_1(s) \, ds$$

where we can calculate explicitly $K_1(t)$ following Moser $[\text{Mo}]$

$$K_1(t) = 2 u_1(t) u_2(t) (a_{12} a_{11} + a_{21} a_{22}) + u_1^2(t) (a_{11}^2 + a_{22}^2) +$$

$$+ u_2^2(t) (a_{11}^2 + a_{21}^2).$$

We can observe that $K_1(t) > 0$, $\forall t \in [0, T]$. If we consider indeed the expression

$$B \left[ \frac{u_1(t)}{u_2(t)} \right]^2 + 2C \frac{u_1(t)}{u_2(t)} + D$$

where

$$B = a_{12}^2 + a_{22}^2 > 0$$

$$C = a_{12} a_{11} + a_{21} a_{22}$$

$$D = a_{11}^2 + a_{21}^2 > 0$$

we have that the discriminant of this second degree trinomial is given by

$$-(a_{11} a_{22} - a_{12} a_{21})^2 = -(\det A)^2$$

that is always negative. In the general $\text{sl}(2, \mathbb{R})$ case ([F], [FJ1]) we obtain $K_i(t)$ with $i = 1, 2, 3$ because we have

$$q(t) = q_1(t) J_1 + q_2(t) J_2 + q_3(t) J_3$$
where \( q_i(t) \) are scalar functions and

\[
J_1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad J_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad J_3 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

Let us return to the equation (8); if we differentiate with respect to \( \psi_j \) with \( j = 1, \ldots k \), we have

\[
\frac{\partial \alpha}{\partial \psi_j} + \frac{\partial \alpha}{\partial E} \cdot \frac{\partial E_b}{\partial \psi_j} = 0 \quad \forall j = 1, \ldots k.
\]

and then

\[
\frac{\partial \alpha}{\partial E} = -\frac{1}{2T \sin aT} \cdot \frac{\partial \Delta}{\partial \psi_j} = \frac{1}{2T} \int_0^T K_1(s) \, ds
\]

and also

\[
\frac{\partial \alpha}{\partial \psi_j} = -\frac{1}{2T \sin aT} \frac{\partial \Delta}{\partial \psi_j} = \frac{1}{2T} \int_0^T K_1(t) \frac{\partial Q_\ast}{\partial \psi_j}(t) \, dt.
\]

We have hence

\[
\frac{\partial E_b}{\partial \psi_j} = \frac{-\int_0^T K_1(t) \frac{\partial Q_\ast}{\partial \psi_j}(\psi + \gamma_\ast t) \, dt}{\int_0^T K_1(t) \, dt}.
\]

From the positivity of \( K_1(t) \) we have

\[
\left\| \frac{\partial E_b}{\partial \psi_j} \right\| \leq \left\| \frac{\partial Q_\ast}{\partial \psi_j} \right\|_0
\]

and then, considering \( \sup \psi \) we have that (9) holds. Now we can apply the conclusions of the previous chapter and then prove completely the Theorem 1.1.
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